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Preface

The 39th IARCS Annual Conference on Foundations of Software Technology and Theoretical
Computer Science (FSTTCS 2019) was held at the Indian Institute of Technology Bombay,
India from December 11 to December 13, 2019. In this version, a new format was introduced
as the conference was formally separated into two tracks, Track-A focussing on algorithms,
complexity and related issues and Track-B focussing on logic, automata and other formal
methods aspects of computer science. Each track had its own Program Committee (PC)
with a chair. This volume constitutes the joint proceedings of the two tracks, published in
the LIPIcs series under a Creative Common license, with free online access to all.

The conference comprised of 6 invited talks, 22 contributed talks in Track-A and 23 in
Track-B. This volume contains all contributed papers from both tracks and the abstracts
of all invited talks presented at the conference. There were overall 93 submissions (after
weeding out the obvious bogus ones), 51 in Track-A and 42 in Track-B. We thank all those
who submitted to FSTTCS. We also thank all PC members for their tireless work and all
external reviewers for their expert opinion in the form of timely reviews.

We are grateful to all the invited speakers: Karthikeyan Bhargavan (INRIA-Paris, France),
Robert Krauthgamer (Weizmann, Israel), Ranko Lazić (Warwick, U.K.), Toniann Pitassi
(Toronto, Canada), Tim Roughgarden (Columbia, U.S.) and Alexandra Silva (University
College London, U.K.). They kindly accepted our invitations and gave talks that inspired
the entire FSTTCS audience at large.

The main conference was preceded by two workshops on the 10th December: Complexity
in Algorithmic Game Theory, organized by Siddharth Barman (IISc.) and Umang Bhaskar
(TIFR), and Trends in Transformations, organized by S. Krishna (IIT Bombay). This was
followed by two post-conference workshops on 14th December: Extension Complexity and
Lifting Theorems, organized by Ankit Garg (MSR Bangalore), Raghu Meka (UCLA), Toniann
Pitassi (Toronto) and Makrand Sinha (CWI, Amsterdam), and GALA: Gems of Automata,
Logic and Algebra, organized by C. Aiswarya (CMI, Chennai), S. Akshay (IIT Bombay) and
Benedikt Bollig (LSV, CNRS & ENS Paris-Saclay). Besides, there was a colocated SAT/SMT
winter school from December 8th to 10th.

We are indebted to the organizing committee members from the Department of Computer
Science and Engineering, IIT Bombay for ensuring a smooth running of the conference and
workshops and making all necessary arrangements. We also thank S.P. Suresh of CMI for
maintaining and working on the conference web page. We also thank the friendly staff at
Dagstuhl LIPICs, particularly Michael Wagner, for being prompt and helpful in answering
our queries. Finally, we would also like to thank the members of the Steering Committee for
having faith in us for running the conference.

Arkadev Chattopadhyay and Paul Gastin
December 2019
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(FSTTCS 2019).
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Practical Formal Methods for
Real World Cryptography
Karthikeyan Bhargavan
Inria, Paris, France
karthikeyan.bhargavan@inria.fr

Prasad Naldurg
Inria, Paris, France
prasad.naldurg@inria.fr

Abstract
Cryptographic algorithms, protocols, and applications are difficult to implement correctly, and errors
and vulnerabilities in their code can remain undiscovered for long periods before they are exploited.
Even highly-regarded cryptographic libraries suffer from bugs like buffer overruns, incorrect numerical
computations, and timing side-channels, which can lead to the exposure of sensitive data and long-
term secrets. We describe a tool chain and framework based on the F∗ programming language
to formally specify, verify and compile high-performance cryptographic software that is secure by
design. This tool chain has been used to build a verified cryptographic library called HACL∗, and
provably secure implementations of sophisticated secure communication protocols like Signal and
TLS. We describe these case studies and conclude with ongoing work on using our framework to
build verified implementations of privacy preserving machine learning software.

2012 ACM Subject Classification Security and privacy → Formal security models; Security and
privacy → Logic and verification

Keywords and phrases Formal verification, Applied cryptography, Security protocols, Machine
learning

Digital Object Identifier 10.4230/LIPIcs.FSTTCS.2019.1

Category Invited Talk

1 Introduction

Cryptography is the backbone of most internet applications, including e-commerce, online
payment, messaging, social networking, and user communications. Different algorithms and
protocols are used to guarantee different levels of confidentiality, integrity and authentication
protection, depending on application and user requirements. In some applications, its use can
be opaque to end users, such as in digital rights management and business analytics. While
there is no need to motivate the use of cryptography online, implementing cryptographic
software for real world applications can be incredibly complex and error-prone. Though gov-
ernments, companies, and standards bodies have been using and stress-testing cryptographic
algorithms for more than twenty years, surprisingly, there is a lack of rigour in how many
new protocols and applications are implemented.

Implementations of cryptographic primitives can have obvious as well as subtle vulnerab-
ilities that are often difficult to detect. To illustrate, in OpenSSL, a widely used open-source
(and hence open to scrutiny) implementation of common cryptographic algorithms, 16 CVEs
(common vulnerability and exposures reports) have been issued since 2017 for vulnerabilities
in the core cryptographic functions. These bugs range from incorrect implementations of
numerical computations (5), to timing side channel attacks (6), and memory safety issues
(5). Such programming errors can often be exploited by a remote attacker to tamper with
the cryptographic computation, leading to various degrees of exposure, and invalidating the

© Karthikeyan Bhargavan and Prasad Naldurg;
licensed under Creative Commons License CC-BY
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security guarantees the algorithm was designed for in the first place. As a typical example,
Brumley et al. [19] show how an arithmetic bug in the implementation of an elliptic curve in
OpenSSL can be practically exploited to retrieve a victim’s long term private key.

Finding such bugs in large codebases that are focused more on high-performance than
high-assurance is not an easy task. Software development practices, from good hygiene and
code reviews, to unit-testing and fuzzing, are best-effort and usually incapable of finding
subtle vulnerabilities. Rather than attempt to find and fix bugs in an ad hoc manner, our
philosophy, in line with a number of recent works [20, 7, 46, 15, 6, 39, 26], is to use formal
verification to prove the absence of large classes of vulnerabilities by design.

We use the F∗ programming language and verification framework [43] to build HACL∗, a
library of verified cryptographic algorithms in C. Given a published standard specification of a
cryptographic primitive, we write verified code in F∗ that is memory safe, functionally correct,
and resistant to timing side-channels. This code is then compiled to readable C code that
is as performant as hand-written C code in state-of-the-art libraries like OpenSSL. HACL∗
supports most of the algorithms used in modern cryptographic protocols and applications,
and is currently being used by the Mozilla Firefox Web browser, the WireGuard VPN, the
Tezos Blockchain, and the Microsoft WinQuic protocol stack.

HACL∗ provides a robust basis for building high-assurance cryptographic applications, but
the cryptographic library is only one component of the security stack. To protect connections
between clients and servers, Web applications rely on standardized protocols like Transport
Layer Security (TLS) [42]. For end-to-end secure messaging, WhatsApp and Skype rely
on a complex cryptographic protocol called Signal [1]. These protocols invoke a series of
cryptographic constructions across multiple messages to achieve sophisticated security goals.
The overall security of each protocol depends on subtle invariants, which may be falsified by
incorrect designs or buggy implementations. For example, the Triple Handshake attacks on
the TLS [13] uncovered a protocol design flaw in the way three TLS sessions can be composed
together, resulting in an attack on client authentication that had remained undiscovered for
18 years. The SMACK attacks on TLS libraries [9] found a class of implementation bugs that
allowed attacker to completely bypass the security of a large subset of HTTPS connections
on the Web. Preventing these kinds of attacks requires careful formal analysis.

We observe that cryptographic primitives are themselves getting more complex, with
new post-quantum algorithms and homomorphic encryption constructions currently being
standardized and deployed. Applications that use these new constructions, such as electronic
voting and privacy preserving machine learning, are even more complicated to specify and
analyse than traditional cryptographic protocols. Inevitably, attackers are also getting more
sophisticated, and the classic network attacker model needs to be augmented with finer
distinctions to catch and fix vulnerabilities.

We argue that the combination of complex protocols, sophisticated security properties, and
powerful attackers demands a more rigorous treatment of cryptographic software development.
In this paper, we describe how we can apply our verification tool chain across all layers
of a secure distributed application, starting with cryptographic algorithms (Section 2), to
end-to-end protocols with sophisticated security properties (Section 3), all the way to novel
privacy-preserving applications (Section 4). Through these case studies, we show how formal
methods can play an important role in building high-assurance cryptographic software.
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Figure 1 HACL∗ verification and compilation tool chain.

2 Verified Cryptography: HACL∗

HACL∗ [47] is a verified open-source library of modern cryptographic algorithms, including
the elliptic curve Curve25519 [3], the authenticated encryption construction ChaCha20-
Poly1305 [2], the hash function SHA-2 [44], and the signature scheme Ed25519 [4]. Put
together, these algorithms are enough to satisfy all the classic cryptographic needs of a
distributed software application. In particular, HACL∗ supports the full NaCl cryptographic
API [8], and implements a full ciphersuite of TLS 1.3 [42]. The distributable code of HACL∗
is in portable C, which can be easily wrapped into multiple languages and dropped into
application software that needs these algorithms. For example, HACL∗ is currently used to
implement TLS in Mozilla Firefox and as the NaCl implementation in the Tezos blockchain.

The verification and compilation tool chain used in the development of HACL∗ is depicted
in Figure 1. All the code in HACL∗ is written in F∗, an ML-like functional programming
language with a type system that includes polymorphism, dependent types, monadic effects,
refinement types, and a weakest precondition calculus [43]. The language is aimed at program
verification, and its type system allows the expression of precise and compact functional
correctness and security property specifications for programs, which can be mechanically
verified, with the help of an SMT solver. After verification, an F∗ program can be compiled
to OCaml, F#, C, or even WebAssembly, and so it can run on a variety of platforms.

Figure 1 shows the workflow for adding a new verified cryptographic primitive in HACL∗.
The first step is to write a high-level specification (Spec) in a higher-order purely functional
subset of F∗. This specification relies on standard libraries for basic datatypes such as
mathematical and machine integers (Z,MachineInt), and immutable arrays (Sequences), also
written in Pure F∗. Next, an optimized implementation of the primitive itself (Code) is
written in Low∗, a low level subset of F∗ that can be efficiently compiled to C, using the
KreMLin compiler [41]. For a full description of the syntax, type system, and semantics of
F∗, refer to [43], and for the formal development of Low∗ and its compilation to C, see [41].
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The Low∗ Code cannot use mathematical integers, and it is only allowed to use machine
integer operations in ways that are safe from timing side channels. For example, if an
unsigned 32-bit integer (uint32) holds a secret value, e.g. part of an encryption key, it cannot
be compared with another integer, it cannot be used as an index into an array, and it cannot
be used in a division or modulo operation. This is because, on most hardware platforms,
the time taken by these operations may reveal the contents of the secret integer to a remote
attacker. Cryptographic code that uses such operations is not secret independent, and hence
may be vulnerable to various side-channels attacks.

The Low∗ code can also use mutable but memory-safe arrays (Buffers) to hold crypto-
graphic state. However, all the arrays used in HACL∗ are stack-allocated, that is, they never
use the heap, and hence do not have to be explicitly allocated or freed.

The code for each crytpographic algorithm is then verified, using the F∗ typechecker, to
ensure that it conforms with the logical preconditions and type abstractions in the F∗ library.
A failure to type-check here may indicate the presence of memory safety, functional correctness,
or side channel vulnerabilities (or that the type checker may need more annotations to prove
correctness). If type checking succeeds, the Low∗ code is compiled using KreMLin to portable
C code, preserving all the properties verified in F∗.

Surprisingly, writing formally verified cryptographic code in HACL∗ does not have a
performance cost. Our C code is as fast as the hand-optimized C code in state-of-the-art
cryptographic libraries like OpenSSL. In many cases, the structured compact code generated
from F∗ is even faster. Performance is especially important for encryption algorithms and
elliptic curves that are used within network protocols like TLS, where cryptography often
dominates cost and can be a performance bottleneck. For example, our HACL∗ implementation
of Curve25519 was about 20% faster than the previous code for this elliptic curve in Firefox.
Hence adopting our code significantly cut the cost of HTTPS connections between Firefox
and popular websites like GMail. Similarly, the WireGuard VPN [24], which runs within the
Linux Kernel and needs high-performance high-assurance code for Curve25519, uses HACL∗.

HACL∗ is an evolving project. We are extending it with more elliptic curves, encryption
algorithms, and hash functions, and use it as a basis for building implementations of more
advanced and experimental cryptographic constructions including post-quantum cryptography
and homomorphic encryption. As a part of our privacy preserving machine learning project,
which we describe in Section 4, we are building verified implementations of several partially
homomorphic encryption schemes including Goldwassser-Micali [29], the Paillier [36] additive
homomorphic system, and the DGK system [22, 23], using the BigNum library and other
verified primitives from HACL∗. To further improve the performance of HACL∗ code, we
are building a cryptographic provider called EverCrypt that combines verified C code from
HACL∗ with verified assembly code from the Vale project [15].

3 Verified Protocols: LibSignal∗

In this section, we describe how to extend the scope of our security guarantees from crypto-
graphic libraries to cryptographic protocols. Protocols that are built using verified primitives
are not automatically secure, and require a different set of tools for specification and verifica-
tion of higher-level properties.

We illustrate this with our work on Signal, an end-to-end encryption protocol for instant
messaging that is used in many popular applications like WhatsApp, Skype, and Facebook
Messenger, by billions of users worldwide. The main design goal of Signal is to maximally
protect the privacy of its users, even if the Signal servers are compromised, and even if some



K. Bhargavan and P. Naldurg 1:5

Figure 2 LibSignal* verification and compilation toolchain.

user devices are stolen or confiscated. To this end, Signal uses a novel key exchange protocol
called X3DH [35] paired with an aggressive key update mechanism called Double Ratchet [38]
that frequently changes message encryption keys, rendering old keys obsolete. Formally,
Signal seeks to achieve a novel property called post-compromise security [21], in addition
to classic secure channel guarantees like sender authentication, message confidentiality, and
forward secrecy.

There are several implementations of Signal, including official libraries in Java (for Android
phones), in C (for iPhones), and in JavaScript (for Web applications), that are embedded
within various messaging applications. For example, the desktop version of Skype uses a
library called libsignal-javascript for private conversations. This means that any flaw in the
design of Signal or a bug in its JavaScript code may break the security of these private
conversations.

We have built a verified implementation of Signal called LibSignal∗ [40] using the tool
chain depicted in Figure 2. Note the similarity in the overall work flow with our tool chain
in Figure 1. We first write a formal specification of the Signal protocol in the pure fragment
of F∗. We then hand-translate this specification to the syntax of the ProVerif protocol
analyzer [14] and verify it for all the target security properties of Signal, including forward
and post-compromise security, following the methodology of [33]. If ProVerif fails to verify the
protocol, it produces a counter-example that may indicate a security vulnerability. However,
our analysis found no flaws in Signal, except for a known replay vulnerability [33].

Our next step was to write a Low∗ implementation of Signal, which needed several
cryptographic algorithms, including AES-CBC, HMAC, Curve25519, Ed25519, and SHA-
2, all of which we implement and verify in HACL∗. We then verify the Low∗ code of
Signal (composed with the Low∗ code for HACL∗) for conformance to the high-level protocol
specification. Finally, we compile the code, via the KreMLin compiler to C and WebAssembly,
obtaining verified implementations of the Signal protocol in these languages.

WebAssembly [31] is a new meta-assembly language supported by all Web browsers
and many application frameworks. It allows compact and efficient low-level programs to
be embedded within JavaScript applications and run on any platform. In comparison to
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JavaScript, WebAssembly enjoys many advantages, making it a good target for verified
code. In particular, WebAssembly is a small, statically typed language with a clean formal
semantics, and it offers strong isolation guarantees against malicious JavaScript code. We
develop a formal translation from Low∗ to WebAssembly and implement this as a new
back-end for the KreMLin compiler [40]. We use this back-end to compile both HACL∗
and LibSignal∗. Our WebAssembly version of HACL∗ may independently be used in any
JavaScript application that needs verified cryptography.

We observe that just generating the core cryptographic protocol code for Signal does not
make it immediately usable by a messaging application. For example, the libsignal-protocol-
javascript library provides a session and key management layer and exposes a simple interface
to its applications. Our implementation of LibSignal∗ borrows this JavaScript code so that we
meet the same interface and pass all the interoperability tests of Signal. Notably, however, we
embed our verified WebAssembly code into the unverified JavaScript in a defensive manner
that reduces the risk of private key exposure.

Our work in Signal is also influenced by our experience with the verification of the
Transport Layer Security (TLS) protocol, the de facto standard for secure communications
across the Internet. Although TLS was carefully specified and widely implemented, a large
number of vulnerabilities were regularly found, both in the protocol design (e.g [13]) and in
its implementations (e.g. [9]). When the Internet Engineering Task Force (IETF) began the
process of standardizing TLS 1.3, it invited researchers to help them design the new protocol
to be secure by design. Many researchers responded to this challenge, publishing a series of
papers analyzing various draft versions of the protocol. In our work, we built detailed formal
models of several drafts of TLS 1.3 using the verification tools ProVerif and CryptoVerif [10].
As part of Project Everest [11], we are also helping build a verified implementation of TLS
1.3 in F∗ using the same tool chain as HACL∗, but extending it with cryptographic security
proofs [12].

Our work with LibSignal∗ and TLS shows how we can compose the low-level guarantees
of HACL∗ with the sophisticated security proofs of ProVerif and other tools to obtain a
verified cryptographic protocol implementation that can readily be deployed in real world
messaging applications. We believe that this methodology offers a template for many more
future applications.

4 Verified Applications

Encouraged by this flexibility and modularity, we plan to extend our framework to target
distributed web applications beyond cryptographic primitives and communication protocols.
We describe this next in the context of preserving privacy in machine learning classification,
where its secure implementation will require certification of application code on clients
and servers.

4.1 Privacy Preserving Machine Learning
Machine learning classification as-a-service is an attractive use-case for cloud servers. Such a
server would host a classifier algorithm, and process and reply to classification queries from
authenticated subscribers (or clients). Since learning applications consume large amounts of
training data to generate useful classifiers, user privacy is a pressing concern. Protecting
sensitive and personally identifiable information (PII) of users from servers, both during
model learning and subsequent classification is desirable and can be a legal/compliance
requirement. We focus only on the classification phase here to illustrate our techniques.
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Figure 3 Programming and Verification Framework: The programmer first writes a high-level
mathematical specification of the classifier (or any other computation over private data) in F∗.
The programmer can run and test this specification. She then implements this specification as a
distributed program with components running at the client and the cloud server. The program is
composed with a cryptographic library and the whole system is verified using F∗. If verification
succeeds, the code is compiled to C and can be deployed on the network.

A machine-learning classifier that preserves user privacy should not learn anything about
the user query issued by a client or its resulting response (i.e.,the resulting class). At the
same time, from the point of view of server, the mathematical models used for learning and
inference can be proprietary and need to be hidden from clients.

We describe the context of our work in more detail. In model learning, the inputs to the
learning algorithm are labeled data values, converted to feature vectors ~x, and used to learn
a model of weights w of a classifier consisting of say k classes c1 · · · ck, given by C(~x,w). In
the classification phase, the label cj , 1 ≤ j ≤ k for an unseen feature vector ~y input by a
client, is predicted using the classifier C as cj = C(~y, w). As mentioned earlier, we focus only
on the classification phase, where the server is presented with a query and is expected to
return the appropriate class label prediction.

Cryptographic techniques can offer a solution to this problem that satisfies both parties.
Some relevant cryptographic schemes in this context include applications based on homo-
morphic encryption (HE) [27, 18, 32, 30] secure multi-party computation (SMC) [45, 34],
garbled circuits [30, 32], and functional encryption (FE) [17], which allow clients and servers
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to jointly compute functions over encrypted or private data without revealing their inputs
to each other. In HE, the result also remains encrypted, and can only be decrypted with
the appropriate key. A typical HE algorithm takes an encrypted input x for program P and
produces the encrypted result of applying x on the function encoded by P .

With HE, both the model w and query ~y are encrypted using say a public HE key. The
prediction classifier is implemented on the server as the homomorphic evaluation function
Eval(C). The result of the prediction, cj , has to be declassified and presented to the client
that issued the query. The cryptographic properties of the HE scheme ensure that the client
does not learn anything about model w beyond what it can learn from observing the predicted
class of its input, and the server does not learn the value of the input, or its predicted class.
A caveat here is that there are certain types of attacks, including model inversion, and access
to prior knowledge, that can reveal user information even if they are encrypted. Techniques
such as differential privacy [25] can help alleviate these concerns, and we plan to study them
in the future.

HE schemes that can compute arbitrary functions (called fully HE or FHE) are fairly
straightforward to implement, but are prohibitively expensive. Even with the latest imple-
mentation of HELib [28], general depth-limited homomorphic computations of interest in
machine learning have very large overheads, e.g, with matrix multiplication being over 600K
times slower than plaintext computations, which does not make them practical for useful
applications. However, HE schemes that are restricted in their functionality, called partial HE
schemes (PHE) are more practical, and can perform one type, say add or multiply [37, 29] or
a small number of computations, e.g., quadratic functions [16]. We have seen e.g., in [18, 32],
that PHE schemes can be combined with other auxiliary cryptographic schemes such as
secure multi-party computations (SMC) and garbled circuits (GC), or even with strong
hardware protection guarantees to build solutions that are practical, and provide strong
guarantees.

We propose a programming and verification framework to help developers build distributed
software applications using composite PHE protocols, and extend it to include auxiiary
schemes such as SMC and GCs, incorporating verified cryptographic primitives and their
high-performance implementations. With our framework, a developer can prove that the
application code is functionally correct, that it correctly composes the various cryptographic
schemes and protocols it uses, and that it does not accidentally leak any secrets (via side-
channels, for example.) Our end-to-end solution can be seen as a logical extension of our work
presented in the earlier two sections, and results in verified and efficient implementations of
state-of-the-art secure privacy-preserving learning and classification.

Given a high-level algorithmic specification of a machine learning classifier, along with a set
of confidentiality constraints on its inputs, our goal is to build and verify its implementation
as an efficient distributed cryptographic application. Our verified implementation tool chain
is shown in Figure 3, with four stages. Again, note how this can be seen as a modular
extension of our earlier designs.

1. Global High-Level Specification: We first write a global high-level specification of
our desired distributed computation in F∗, focusing on classification algorithms for now.
The specification consists of the function φ it computes, the characterization of its model
w, in terms of feature vectors ~χ, input ~x ∈ ~χ, and the result ci = φ(w, ~x) from C the set
of classes. The high-level confidentiality specification is that the evaluation of φ must
preserve the secrecy of w, ~x, and ci from relevant parties.

2. Distributed Implementation: We then write implementations, also in F∗, of the
client and the cloud server, detailing all their network interactions and cryptographic
computations. We prove that this implementation meets the high-level spec, while
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preserving our desired confidentiality goals, given an abstract (trusted) interface for the
underlying cryptography. The implementation can itself be broken into a reusable verified
library of commonly used constructions, like addition, secure comparison, dot products,
polynomial evaluation, etc. and application-specific code for the classification algorithm
we seek to implement.

3. Cryptographic Instantiation: The code for these two parties will usually rely on a
variety of cryptographic primitives, which will need to be instantiated with concrete
schemes such as Paillier, GCs, random permutations, etc. which are themselves hard to
implement correctly. We build verified implementations of all the cryptographic schemes
we need, as an extension to the HACL∗ verified crypto library. These primitives compile
to C code that is as fast as state-of-the-art hand-written crypto libraries. Each primitive
is verified for memory safety, resistance to common timing side-channels, and functional
correctness with respect to a high-level mathematical specification. We propose to build
a series of verified HE and SMC schemes in HACL∗, which will also be reusable in other
applications.

4. Low-Level Executable Components: Finally, we compile all our F∗ code along with
the cryptographic library to C to obtain two C implementations, one for the client and one
for the server. We envisage that these libraries will be embedded into larger applications
that will handle less security-critical concerns like user interfaces, networking code, and
persistent storage. Generating C code allows our code to run efficiently on a variety of
platforms, including smartphones, and enables existing legacy applications to use our
toolchain to verify their core cryptographic components.

At the end of this workflow, we obtain high performance verified protocol code in C for
clients, and servers which can communicate over an untrusted network, but still provide
strong correctness and confidentiality guarantees.

5 Proposed Roadmap

We propose to build our verification toolchain in stages, evaluating them over a series of
case studies. Our eventual goal is to be able to verify privacy-preserving implementations of
inference for naïve Bayes classifiers, hyperplane decision classifiers (perceptron, least squares,
Fischer’s linear discriminants, SVMs), decision tree classifiers, and neural networks.

As a longer-term goal, we see our toolchain as something that can be integrated into a
mainstream framework for building distributed cryptographic applications. For example, the
machine learning framework can be integrated with TensorFlow [5], which offers an API to
developers that is not very far from the core operations we consider in this work: addition,
multiplication, dot-product, comparison etc. We envision that machine learning developers
will be able to write and test their high-level specifications as TensorFlow programs and our
toolchain will help them develop verified low-level distributed protocols that implement these
programs in a privacy-preserving style that can be safely deployed in the untrusted cloud.

Our verified framework and the modular tool chain allows us to develop high-assurance
cryptographic applications that incorporate state-of-the-art cryptographic algorithms, com-
plicated cryptographic protocols and their composition, and allow us analyze the resulting
implementation for sophisticated and fine-grained end-to-end security properties.
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Sketching Graphs and Combinatorial Optimization
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Abstract
Graph-sketching algorithms summarize an input graph G in a manner that suffices to later answer
(perhaps approximately) one or more optimization problems on G, like distances, cuts, and matchings.
Two famous examples are the Gomory-Hu tree, which represents all the minimum st-cuts in a graph
G using a tree on the same vertex set V (G); and the cut-sparsifier of Benczúr and Karger, which
is a sparse graph (often a reweighted subgraph) that approximates every cut in G within factor
1± ε. Another genre of these problems limits the queries to designated terminal vertices, denoted
T ⊆ V (G), and the sketch size depends on |T | instead of |V (G)|.

The talk will survey this topic, particularly cut and flow problems such as the three examples
above. Currently, most known sketches are based on a graphical representation, often called edge
and vertex sparsification, which leaves room for potential improvements like smaller storage by
using another representation, and faster running time to answer a query. These algorithms employ
a host of techniques, ranging from combinatorial methods, like graph partitioning and edge or
vertex sampling, to standard tools in data-stream algorithms and in sparse recovery. There are also
several lower bounds known, either combinatorial (for the graphical representation) or based on
communication complexity and information theory.

Many of the recent efforts focus on characterizing the tradeoff between accuracy and sketch size,
yet many intriguing and very accessible problems are still open, and I will describe them in the talk.
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Finkel Was Right: Counter-Examples to Several
Conjectures on Variants of Vector Addition
Systems
Ranko Lazić
DIMAP, Department of Computer Science, University of Warwick, UK
R.S.Lazic@warwick.ac.uk

Abstract
Studying one-dimensional grammar vector addition systems has long been advocated by Alain Finkel.
In this presentation, we shall see how research on those systems has led to the recent breakthrough
tower lower bound for the reachability problem on vector addition systems, obtained by Czerwiński et
al. In fact, we shall look at how appropriate modifications of an underlying technical construction can
lead to counter-examples to several conjectures on one-dimensional grammar vector addition systems,
fixed-dimensional vector addition systems, and fixed-dimensional flat vector addition systems.
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1 Outline

We shall discuss counter-examples to each of the following conjectures.
In the context of the gap between the ExpSpace membership of the coverability problem

for one-dimensional grammar vector addition systems [2] and its PSpace hardness [5], it
was attractive to think that there is an exponential bound such that, at least for systems
whose ratio is finite and greater than 1, every positive instance has some derivation whose
height is at most the bound.

I Conjecture 1. One-dimensional grammar vector addition systems whose ratio is finite and
greater than 1 have coverability witnessing derivations that are at most exponentially high.

It has been known since the refinement by Rosier and Yen [4] of Rackoff’s bounds [3] that
fixed-dimensional vector addition systems have coverability witnessing runs that are at most
exponentially long, and there seemed to be no reason why the same should not hold for the
reachability problem.

I Conjecture 2. Fixed-dimensional vector addition systems have reachability witnessing
runs that are at most exponentially long.

© Ranko Lazić;
licensed under Creative Commons License CC-BY

39th IARCS Annual Conference on Foundations of Software Technology and Theoretical Computer Science
(FSTTCS 2019).
Editors: Arkadev Chattopadhyay and Paul Gastin; Article No. 3; pp. 3:1–3:2

Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

mailto:R.S.Lazic@warwick.ac.uk
https://doi.org/10.4230/LIPIcs.FSTTCS.2019.3
https://creativecommons.org/licenses/by/3.0/
https://www.dagstuhl.de/lipics/
https://www.dagstuhl.de


3:2 Finkel Was Right

It has also been known that flat vector addition systems in which update vectors are
given in unary have reachability witnessing runs that are at most polynomially long, provided
the dimension is 1 or 2 [1], and it seemed plausible that this property would be true in every
fixed dimension.

I Conjecture 3. Fixed-dimensional flat vector addition systems in which update vectors are
given in unary have reachability witnessing runs that are at most polynomially long.

The same work of Englert et al. established NL membership of the reachability problem
for two-dimensional flat unary vector addition systems, and it was similarly plausible that
the same would be the case in every fixed dimension. However, we shall discuss how to
obtain NP hardness already in a specific small dimension.
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Progress in Lifting and Applications in Lower
Bounds
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Abstract
Ever since Yao introduced the communication complexity model in 1979, it has played a pivotal
role in our understanding of limitations for a wide variety of problems in Computer Science. In this
talk, I will present the lifting method, whereby communication lower bounds are obtained by lifting
much simpler lower bounds. I will show how lifting theorems have been used to solve many open
problems in a variety of areas of computer science, including: circuit complexity, proof complexity,
combinatorial optimization (size of linear programming formulations), cryptography (linear secret
sharing schemes), game theory and privacy.

At the end of the talk, I will sketch the proof of a unified lifting theorem for deterministic and
randomized communication (joint with Arkadev Chattopadyhay, Yuval Filmus, Sajin Koroth, and
Or Meir.)
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How Computer Science Informs Modern Auction
Design
Tim Roughgarden
Columbia University, Department of Computer Science, New York, USA
tr@cs.columbia.edu

Abstract
Over the last twenty years, computer science has relied on concepts borrowed from game theory and
economics to reason about applications ranging from internet routing to real-time auctions for online
advertising. More recently, ideas have increasingly flowed in the opposite direction, with concepts
and techniques from computer science beginning to influence economic theory and practice.

In this lecture, I will illustrate this point with a detailed case study of the 2016-2017 Federal
Communications Commission incentive auction for repurposing wireless spectrum. Computer science
techniques, ranging from algorithms for NP-hard problems to nondeterministic communication
complexity, have played a critical role both in the design of the reverse auction (with the government
procuring existing licenses from television broadcasters) and in the analysis of the forward auction
(when the procured licenses sell to the highest bidder).
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An Algebraic Framework to Reason About
Concurrency
Alexandra Silva
University College London, United Kingdom
alexandra.silva@ucl.ac.uk

Abstract
Kleene algebra with tests (KAT) is an algebraic framework for reasoning about the control flow of
sequential programs. Hoare, Struth, and collaborators proposed a concurrent extension of Kleene
Algebra (CKA) as a first step towards developing algebraic reasoning for concurrent programs.
Completing their research program and extending KAT to encompass concurrent behaviour has
however proven to be more challenging than initially expected. The core problem appears because
when generalising KAT to reason about concurrent programs, axioms native to KAT in conjunction
with expected axioms for reasoning about concurrency lead to an unexpected equation about
programs. In this talk, we will revise the literature on CKA(T) and explain the challenges and
solutions in the development of an algebraic framework for concurrency.

The talk is based on a series of papers joint with Tobias Kappé, Paul Brunet, Bas Luttik,
Jurriaan Rot, Jana Wagemaker, and Fabio Zanasi [1, 2, 3]. Additional references can be found on
the CoNeCo project website: https://coneco-project.org/.
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Abstract
The node search game against a lazy (or, respectively, agile) invisible robber has been introduced as
a search-game analogue of the treewidth parameter (and, respectively, pathwidth). In the connected
variants of the above two games, we additionally demand that, at each moment of the search,
the clean territories are connected. The connected search game against an agile and invisible
robber has been extensively examined. The monotone variant (where we also demand that the
clean territories are progressively increasing) of this game, corresponds to the graph parameter
of connected pathwidth. It is known that the price of connectivty to search for an agile robber is
bounded by 2, that is the connected pathwidth of a graph is at most twice (plus some constant) its
pathwidth. In this paper, we investigate the connected search game against a lazy robber. A lazy
robber moves only when the searchers’ strategy threatens the location that he currently occupies.
We introduce two alternative graph-theoretic formulations of this game, one in terms of connected
tree decompositions, and one in terms of (connected) layouts, leading to the graph parameter of
connected treewidth. We observe that connected treewidth parameter is closed under contractions
and prove that for every k ≥ 2, the set of contraction obstructions of the class of graphs with
connected treewidth at most k is infinite. Our main result is a complete characterization of the
obstruction set for k = 2. One may observe that, so far, only a few complete obstruction sets are
explicitly known for contraction closed graph classes. We finally show that, in contrast to the agile
robber game, the price of connectivity is unbounded.
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1 Introduction

A graph-search game is opposing a group of searchers and a robber that are moving in turn
on a graph. A search strategy is a sequence of moves of the searchers that eventually leads
to the capture of the robber. The cost of a search strategy is the maximum number of
searchers simultaneously present on the graph during the search strategy. The search number
of a graph is defined as the minimum cost of a search strategy. Different rules imposed
on the search strategy and the moves of the robber define different searching games. The
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7:2 Connected Search for a Lazy Robber

study of graph searching parameters is an active field of graph theory as several important
graph parameters have their search-game analogues that provide useful insights. For related
surveys, see [2, 3, 10,21,38].

One of the most classic graph-search games is the one of node-search introduced by
Kirousis and Papadimitriou [31, 32]. In this version, both the searchers and the robber
occupy vertices of the graph. One searcher can move at a time. The capture of the robber
happens when some searcher and the robber simultaneously occupy the same vertex and
that the robber cannot escape along a path free of a searcher. In this paper we consider
monotone search strategies against an invisible robber. Being invisible implies that the search
strategy has to be independent of the moves of the robber. A search strategy is monotone
if it prevents the robber from moving to vertices that have been already occupied by the
searchers, implying that the robber territory is never increasing. The robber territory is the
set of vertices that can be reached from the robber position by a path free of searcher.

Agility and laziness. A robber can be lazy or agile. A lazy robber resides on a vertex as
long as a searcher is not placed on that vertex, while an agile robber may move whenever he
wants to. The distinction between a lazy and an agile robber was introduced for the first time
in [13]. Motivated by established links with well-studied graph theoretical parameters, there
is an extensive amount of research on the different variants of the search game depending
on the monotonicity constraint and on the laziness or agility of the robber. In particular,
the monotone search number of a graph G against an agile (resp. lazy) robber is equal
to the pathwidth (resp. treewidth) of G [13, 31, 32, 36, 42]. Also, it was proven that the
non-monotone variants are equal to their monotone counterparts [8, 9, 20,34,42].

The connectivity issue. In both search games described above, no constraint (apart from
the monotonicity, which in this context, as mentioned before, is no restriction) is ruling the
move of a searcher. That is, a searcher can move arbitrarily far away from his/her original
position. For this reason, such search games have been called “helicopter search games” (as
suggested in [42]). From the application view point, this teleportation ability is not always
realistic. In some settings (like cave exploration), it is natural to constrain the search to be
connected. That is, the clean territory induces a connected subgraph1 at each step of the
search (see [24] for an example).

This inspired the question on the “price of connectivity”, asking whether there is some
universal constant c such that the connected search number is no more than c times its
non-connected counterpart. In its original form, this question was asked in [5] for the
agile variant and, in the same paper, it was answered affirmatively for the case of trees (see
also [6,16–19,22,37] for related results). Later, it was proved for all graphs by Dereniowski [14],
who suggested a connected counterpart of pathwidth, called connected pathwidth, that is
equivalent to the monotone connected agile search number. Then it was proved that this
parameter is always upper bounded by twice the pathwidth plus one.

1 Interestingly, the motivating story of one of the foundational articles on graph searching, authored by
Torrence Parsons [39] in 1976, was inspired by an earlier article of Breisch in Southwestern Cavers
Journal [11] proposing a “speleotopological” approach for the problem of finding an explorer lost in
a system of dark caves. It is worth to stress that this setting neglected the natural connectivity
requirement.
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1.1 Our contributions
Connected treewidth. In this paper, we study the (monotone) connected search against a
lazy robber. Our first contribution is to establish the parameter by giving two alternative
definitions: one in terms of connected tree decompositions and one in terms of connected
layouts. Intuitively, a tree-decomposition (T,F) is connected2 if it can be rooted at some
node r in a way that for every node u, the subgraph Gu, induced by the subset Vu of vertices
appearing in some bag on the path in T between r and u, is connected. We observe that this
is a natural extension of the concept of connected pathwidth proposed by [14]. Our layout
definition is a variant of the classic layout definition of [13] with the restriction that now
we only consider layouts where every prefix induces a connected graph. Our equivalence,
proven in Section 3, indicates that monotone connected search against a lazy robber can be
seen as a natural way to define a connected version of treewidth. We also stress that the
non-monotone variant of this game corresponds to an different parameter, as proved in [24].
Yet another way to define “connected” treewidth is to consider tree decompositions where
for every t ∈ VT , the bag Xt induces a connected subgraph of G. We refer to this variant
bag-connected treewidth (while the one we define in this paper can be called prefix-connected
treewidth). Bag-connected treewidth was introduced independently by Jégou and Terrioux
in [27], in the context of solving Constraint Satisfaction Problems (CSPs)(see [26, 28]) and,
in a combinatorial context, by Diestel and Müller in [15] who revealed interesting relations
with graph-geometric parameters such as the geodesic cycle number, graph hyperbolicity
(see also [25]).

Contraction Obstructions. We say that a graph H is a contraction of G, denoted by H � G,
if a graph isomorphic to H can be obtained from G by a series of edge contractions. We also
say that H is a minor of G if H is a contraction of a subgraph of G. We define the minor
obstructions (contraction obstructions, respectively) of a graph class G, denoted by obs≤(G)
(obs�(G), respectively), as the set of all minor (contraction, respectively) minimal graphs
that do not belong to G. It is easy to see that when G is minor (contraction, respectively)
closed, then obs≤(G) (obs�(G), respectively) provides a complete characterization of a minor
closed (contraction, respectivelly) class G: a graph belongs to G if and only if it excludes all
graphs in obs≤(G) (respectively obs�(G)) as minors (contractions, respectively). Moreover,
in the case of the minor relation, we know from the theorem of Roberston and Seymour
[40] that the set obs≤(G) is always finite and therefore the aforementioned characterization
provides a finite characterization of any minor closed class in terms or forbidden minors.
To identify (or even to compute) obs≤(G) for different instantiations of minor closed graph
classes is an interesting topic in graph theory (see [1, 35]). For instance, if Tk is the class of
graphs with treewidth at most k, then obs≤(Tk) is known for every k ≤ 3 [4] and remains
unknown for k > 3 (see [41] for some partial results for the case where k = 4). Similarly, if Pk
is the class of graphs with pathwidth at most k, then obs≤(Pk) is known for k ≤ 2 [30] and
remains unknown for k > 2. Bounds for the size of the graphs in obs≤(Tk) and obs≤(Pk)
have been proved in [33].

Unfortunately, the landscape is more obscure for the contraction relation as contraction
obstruction sets are not finite in general. Contraction obstruction sets are only known for
a few contraction closed classes. For instance, the contraction obstruction set for planar

2 We also want to point out that alternative notions of connected tree-decomposition have been con-
sidered, see for example [23] and [15,27] for two different definitions. We believe that the parameter
correspondence we establish is a strong argument in favour of our definition proposal.
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7:4 Connected Search for a Lazy Robber

v u

Figure 1 A graph G ∈ T c
2 such G− uv /∈ T c

2 and G− v /∈ T c
2 .

graphs is described in [12]. A more elaborate example of a finite contraction obstruction
set was identified in [7], containing 177 connected graphs, for the class of graphs whose
connected mixed search number (for an agile and invisible robber) is at most 2. Another
class characterized by an infinite set of contraction obstructions is discussed in [29].

Let k ∈ N. By T ck , we denote the class of all (connected) graphs with connected treewidth
at most k. We observe that T c2 is not minor closed: removing a vertex or an edge (see e.g., the
graph G of Figure 1) may increase the connected treewidth. Therefore, no characterization
via minor obstruction exists. However, in this paper we observe that T ck is contraction closed,
for every k, and it is a challenging problem to identify Ok := obs�(T ck ) for distinct values
of k, especially since we have no guarantee that this set is finite. Moreover, in case Ok is
infinite, we are essentially looking for a finite canonical description of this set.

Our second contribution is the complete identification of O2. As a preliminary part of
our results, in Subsection 4.1, we prove general properties of Ok for every k. These are later
used to identify O2. In Section 5, that is the most technical part of this paper, we prove that
O2 is an infinite set that can be canonically described by a sequence of gluing operations.

Price of connectivity. We give, for every k ≥ 2, an infinite subset of obs�(T ck ) consisting
of graphs of treewidth 2, i.e., graphs in T2 (see Section 4.2). Consequently, the price of con-
nectivity on treewidth is unbounded and this makes a sharp contrast with the corresponding
result on pathwidth. To conclude, for monotone search, the price of connectivity is bounded
when we are searching for an agile robber while this price goes to infinity when the robber is
lazy. This latter contribution provides a simpler construction of a result from [24] that the
cost of connectivity can be log n, where n is the number of vertices.

2 Preliminaries

2.1 Standard definitions
Sequences. Given a finite set U , a sequence σ over U is a bijection σ : U → [|U |]. For
x ∈ U , σ(x) = i if x is at the i-th position in σ and we denote σi = σ−1(i). For x, y ∈ U ,
if σ(x) < σ(y), we write x <σ y. We define the sets σ<i = {x ∈ U | σ(x) < i} and
σ≤i = {x ∈ U | σ(x) ≤ i}. Alternatively, we denote a sequence by σ = 〈σ1, . . . , σn〉.

Graphs. The graphs we consider are undirected are simple. We use standard notations.
For a subset S of vertices, G[S] denotes the subgraph induced by S. A separator is a subset
S of vertices such that G \ S = G[V \ S] contains more connected components than G. A
connected component H of G \ S is a full S-component of G if NG(V (H)) = S. We denote
by C(G,S) the set of all full S-connected components of G and by F(G,S) the set containing
every induced subgraph G[S ∪ C] with C ∈ C(G,S). The set of cut vertices of a graph G is
denoted C(G).
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Contracting an edge e = xy ∈ E(G) yields the graph G/e obtained by removing x and y
fromG, introducing a new vertex and making it adjacent with all vertices inNG({x, y})\{x, y}.
If F is a subset of edges of G, then G/F is the graph obtained by contracting the edges of F .
We say that a graph H is a contraction of G, denoted by H � G, if a graph isomorphic to H
can be obtained by a series of edge contractions.

A tree-decomposition of a graph G = (V,E) is a pair (T,F) where T = (VT , ET ) is
a tree and F = {Xt ⊆ V | t ∈ VT } such that : 1)

⋃
t∈VT

Xt = V ; 2) for every edge
e ∈ E, there exists a node t ∈ T such that e ⊆ Xt; and 3) for every vertex x ∈ V , the
set {t ∈ VT | x ∈ Xt} induces a connected subgraph of T . We refer to VT as the set of
nodes of T and the sets of F as the bags of (T,F). The width of a tree-decomposition
(T,F) is width(T,F) = max

{
|X| − 1 | X ∈ F

}
and the tree-width of a graph G is tw(G) =

min
{

width(T,F) | (T,F) is a tree-decomposition of G
}
.

Rooted graphs. A q-rooted graph (with q ∈ N) is a pair G = (G,R) where G is a graph
and R is a sequence over a subset R of q vertices of G, called roots. A rooted graph is any
q-rooted graph, where q ≥ 0. We treat every graph G as the 0-rooted graph (G, 〈〉). The
rooted graph (G,R) is connected if either G is connected or if every connected component of
G contains at least one vertex from R. It is biconnected if adding an edge between every pair
of root vertices yields a biconnected graph. Gluing two q-rooted graphs (G1,R1) and (G2,R2)
results in the graph (G1,R1)⊕ (G2,R2) obtained by identifying the vertex R1(i) with R2(i)
for every i ∈ [q]. The operation of gluing k ≥ copies of a rooted graph K is denoted by k×K
and is defined in the obvious way (keep always in mind that the result is a graph). A rooted
graph H = (H,T) is a contraction of a rooted graph G = (G,R), denoted H � G if a rooted
graph isomorphic to (H,T) can be obtained after a series of edge contractions on G, under
the constraint that no path between two vertices of R can be contracted to a single vertex.
If a vertex v ∈ V (H) results from the contraction of an edge incident to a root vertex of R,
then v is a root vertex of T.

Tree vertex separation. A layout σ of a rooted graph G = (G,R) is a sequence over V (G)
such that for every 1 ≤ j ≤ |R|, σ−1(j) ∈ R. We denote by L(G) the set of all layouts of
G. For every i ∈ [n], the supporting set of position i is the set Sσ(i) =

{
x ∈ V (G) | σ(x) <

i and there exists a (x, σi)-path whose internal vertices belong to σ>i}. The so-called tree
vertex separation number of a rooted graph G is defined as tvs(G) = min

{
tcost(G, σ) | σ ∈

L(G)
}
, where tcost(G, σ) = max{

∣∣Sσ(i)
∣∣ | i ∈ [n]}.

Search strategies against a lazy robber. A search strategy on a graph G is a sequence
S = 〈S1, . . . , Sr〉, with r ∈ N, over the sets of subsets of vertices of V (G) where |S1| = 1 and
for all i ∈ [r−1], the symmetric difference of Si and Si+1 has cardinality one. Notice that the
difference between two consecutive set either corresponds to a placement or to the removal of
a searcher on some vertex v. The cost of a search strategy S is cost(S) = max{|Si| | i ∈ [r]}.

For a search strategy S against a lazy robber, we define the sequence of robber spaces as
the sequence FS = 〈F1, . . . , Fr〉 where:

F1 = V (G) \ S1.
For i ∈ [2, r], let Fi = (Fi−1 − Si) ∪ {v ∈ V − Si : there is a path from a vertex
u ∈ Fi−1 ∩ (Si − Si−1) to v whose vertices except u belong to V − Si}.

The complementary sequence FS = 〈F 1, . . . , F r〉 is the sequence of clean spaces. We say
that the search strategy S is complete, if Fr = ∅; monotone, if for each i ∈ [r− 1], Fi+1 ⊆ Fi.
We define lns(G) as the minimum cost of a complete (or, alternativaly, cop-win) monotone
search strategy on G against a lazy robber.
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7:6 Connected Search for a Lazy Robber

3 Parameter equivalences

I Proposition 1 ([13,42]). For any graph G, we have tw(G) = tvs(G) = lns(G)− 1.

To prove a result similar to the above well-known theorem, we adapt the definitions of graph
search, tree decomposition, layouts and the associated parameters to the connected setting3.

A (monotone and complete) search strategy S = 〈S1, . . . , Sr〉 of a graph G is connected if
at every step i ∈ [r] the clean space F i is connected. We define the parameter mclns(G)
as the minimum cost of a monotone, complete and connected strategy on G against a
lazy robber.
A tree-decomposition (T,F) of a graph G is connected if there exists a node r ∈ V (T )
such that for every node u ∈ V (T ), the subgraph G[Vu] is connected, where Vu contains
all the vertices that belong to some bag Xt associated with a node t in the u, r-path in
T . We then define the connected treewidth ctw(G) as the minimum width of a connected
tree-decomposition. Figure 2 provides an example where the treewidth and the connected
treewidth of a graph differs.
A layout σ of a graph G is connected if for every i ∈ [n], the subgraph G[σ≤i] is connected.
We let Lc(G) denote the set of connected layouts of G. We then define the connected tree
vertex separation parameter as ctvs(G) = min{tcost(G, σ) | σ ∈ Lc(G)}.

1

2

3

a

b
b′

a′
c

c′

d
d′

e

e′

f

f ′

Figure 2 A series-parallel graph G with tw(G) = 2 and ctw(G) = 3. A connected tree-
decomposition of minimum width is given by the path-decomposition (P,F) where V (P ) =
{x1, . . . x8} and F = {X1 = {1, a, b, 2}, X2 = {1, a′, b′, 2}, X3 = {1, 2, c, d}, X4 = {1, 2, d, 3}, X5 =
{1, 2, 3, c′}, X6 = {1, 3, c′, d′}, X7 = {1, 3, e, f}, X8 = {1, 3, e′, f ′}}, the root node being x1.

Let us now state the main theorem of this section.

I Theorem 2. For every connected graph G, we have ctw(G) = ctvs(G) = mclns(G)− 1.

We stress that if in the proof above we use connected path decompositions instead of
connected tree decompositions, we obtain the counterpart of Theorem 2 linking the connected
path-width of a graph to the connected search number against an agile robber and to a
parameter called connected path vertex separation number.

4 General properties of obstructions

A graph class G is closed under contraction, if every graph H, that is a contraction of a
member G of G, also belongs to G. Assume G is closed under contraction, then a graph G
is a contraction obstruction to G, if G /∈ G but H ∈ G for every H � G. Similarly, a graph
parameter κ(·) is closed under contraction if for every pair of graphs H and G such that
H � G, κ(H) ≤ κ(G).

3 These definitions naturally extend to rooted graphs.
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The following lemma, stated in terms of rooted graphs, proves that the parameters ctw(·),
mclns(·) and ctvs(·) are closed under contraction.

I Lemma 3. Let (G1,R1) and (G2,R2) be two q-rooted graphs such that (G1,R1) � (G2,R2).
Then ctvs(G1,R1) ≤ ctvs(G2,R2).

4.1 Non-biconnected obstructions
We extend the notion of obstruction sets to rooted graphs in the natural manner. For
every q ≥ 1, we let O(q)

k denoted the set containing every q-rooted graph G = (G,R),
where ctvs(G) > k and for every proper contraction G′ of G, ctvs(G′,R′) ≤ k. We can
prove that an obstruction contains at most one cut vertex, meaning that knowing the set of
biconnected obstructions and of 1-rooted obstructions will be enough to describe the full set
of obstructions.

We now introduce some concepts on graphs. A vertex subset S ⊆ V (G) is a separator
if G \ S= G[V \ S] contains more connected components than G. A connected component
H of G \ S is a full S-component of G if NG(V (H)) = S. We denote by C(G,S) the set
of all full S-connected components of G. We denote by F(G,S) the set containing every
induced subgraph G[S ∪ C] with C ∈ C(G,S). A separator S is a minimal separator if
|F(G,S)| ≥ 2. A minimal separator S is a minimal 〈x, y〉-separator if x and y belong to
different full S-components. A vertex x ∈ V (G) is a cut-vertex if {x} is a separator. The set
of cut vertices of a graph G is denoted C(G). A graph G is biconnected if it is connected
and C(G) = ∅. A biconnected component of a graph is any biconnected subgraph of G that
is vertex-maximal. Let x ∈ C(G) be a cut vertex of G. The pair (G, x) is called a s-pair.
If Z ∈ F(G, {x}), then the 1-rooted graph (Z, 〈x〉) is a 1-component of the s-pair (G, x).
Similarly, if {x, y} is a minimal separator of G, then the triple (G, x, y) is called a s-triple.
A 2-rooted graph (H, 〈x, y〉) is a 2-component of the s-triple (G, x, y) if {x, y} is a minimal
separator of G and H ∈ F(G, {x, y}).

A vertex v of a graphG is called k-simplicial if it has degree at most k and its neighborhood
induces a complete subgraph. The proof of the next lemma is presented in Section 4 of the
(attached) full version.

I Lemma 4. For every k ≥ 1 and every connected graph G, G ∈ Ok is not biconnected iff G

contains exactly one cut vertex and G ∈ {A⊕B | A,B ∈ O(1)
k }.

The proof of Lemma 4 is a consequence of Lemma 3 and the next two Lemmas .

I Lemma 5. If a connected graph G contains a k-simplicial vertex v, then G /∈ Ok.

Proof. (sketch) The argument simply follows from the observation that G′ = G − v is a
contraction of G and that extending a connected layout σ′ of G′ by adding v as the last
vertex yields a connected layout σ of G such that tcost(G, σ) = tcost(G′, σ′). J

I Lemma 6. Let G be a connected graph. If G ∈ Ok and contains a cut vertex v, then the
s-pair (G, v) contains exactly two 1-components and v is the unique cut vertex of G.

Proof. (sketch) Suppose that v is a cut vertex of G ∈ Ok and that C0, C1, C2 are dis-
tinct connected components of the graph G − v. It follows from Lemma 3 that for every
i ∈ {0, 1, 2}, ctvs(G[Ci ∪ C(i+1)mod 3 ∪ {v}]) 6 k, which implies that for every i ∈ {0, 1, 2},
ctvs(G[Ci ∪ {v}], {v}) ≤ k or ctvs(G[C(i+1) mod 3 ∪ {v}], {v}) ≤ k. Using the connected
layouts that certifies these later inequalities, one can build a connected layout σ of G such
that tcost(G, σ) ≤ k, a contradiction to the fact that G ∈ Ok.
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7:8 Connected Search for a Lazy Robber

So removing a cut vertex in G leaves exactly two connected components. Suppose that
there exist two cut vertices x and y and let Cx (resp. Cy) be the connected component of
G−x not containing y (resp. of G−y not containing x). Then applying arguments similar as
the ones above to the subgraphs Gx = [Cx∪{x}], Gy = G[Cy∪{y}] and Gxy = G− (Cx∪Cy)
allows to show the existence of a connected layout σ of G such that tcost(G, σ) ≤ k, a
contradiction to the fact that G ∈ Ok. J

4.2 On the price of connectivity

We next examine the question of the price of connectivity for connected treewidth. Let
us recall that it is known that the connected pathwidth is a most twice the pathwidth
of a graph. Concerning treewidth, as a consequence of Proposition 1 and of the proof of
Proposition 7 below, we know that there exists graphs of treewidth at most 4 with abritrary
large connected treewidth. Moreover increasing the connected treewidth by one requires to
double the number of vertices.

I Proposition 7 ([24]). For any n0, there is n ≥ n0 and an n-vertex graph G such that
mclns(G) ∈ Ω(mlns(G) · logn).

We strengthen the theorem above by proving that this result also holds when restricting
to series-parallel graphs (that are biconnected graphs of treewidth at most two). Our
construction yields to way more simpler graphs than in [24]. The proof of the next result is
in Section 6 of the full version.

I Theorem 8 (Corollary 2 in the full version). For every k ∈ N, the obstruction set obs(T ck )
contains infinitely many series-parallel graphs.

To prove Theorem 8, we construct an infinite family of series-parallel graphs with
arbitrarily large connected treewidth. For k ≥ 2, we define the family Qk = {A⊕B | A,B ∈
Yk} where Yk is the family of 1-rooted graphs Yk = (Yk, 〈r〉) that can be constructed as
follows: take any tree Tk, rooted at vertex r, such that the distance between every leaf and r
is k and every non-leaf vertex has at least two children; add an apex vertex z universal to
the leaves of Tk; if r has only two neighbors, these neighbors may or may not be adjacent to
each another.

r

Y = (Y, 〈r〉) Y′ = (Y ′, 〈r〉)

z

r1

r2

Figure 3 A graph H = Y⊕Y’ ∈ O4 with Y = (Y, 〈r〉) ∈ Y4 and Y’ = (Y ′, 〈r〉) ∈ Y4.

Theorem Theorem 8 is based on the following lemma.

I Lemma 9. For every k ≥ 2, Qk ⊆ obs�(T ck ).



I. Adler, C. Paul, and D.M. Thilikos 7:9

Proof. (sketch) We first observe that every 1-rooted graph Y = (Y, 〈r〉) ∈ Yk can be
constructed from two (or more) graphs Y1 = (Y1, 〈r1〉) ∈ Yk−1 and Y2 = (Y2, 〈r2〉) ∈ Yk−1
by identifying their apex vertices and adding a root vertex r adjacent to the roots r1 and r2
of Y1 and Y2 (see Figure 3). For any Yk = (Yk, 〈r〉) ∈ Yk, we define the 2-rooted graphs
Y(2)
k = (Y, 〈r, z〉) where z is the apex vertex of Yk. The proof relies on the following claims,

that for every k ≥ 2: (a) ctvs(Y(2)
k ) = k, (b) ctvs(Yk) > k, and (c) for every edge e of Yk,

ctvs((Yk/e, 〈r〉)) ≤ k.
Let us sketch the argument of the second claim. Consider a connected layout σ ∈ Lc(Yk)

and suppose that σi = z. By the connectivity of σ, the induced subgraph Yk[σ≤i] contains
a path P from the root r to the apex z. Observe that P contains exactly k + 2 vertices
r, v2, . . . vk+1, z and that Yk contains k + 1 internally vertex disjoint paths from the apex z
to r, v2, . . . vk+1. It follows that the supporting set Sσ(i) contains at least k + 1 vertices.

From the second and the third claims we conclude that every Yk = (Yk, 〈r〉) ∈ Yk
belongs to the set O1

k of 1-rooted obstructions of T ck . By Lemma 4, we conclude that
Qk ⊆ obs�(T ck ). J

5 The obstruction set O2

Thanks to Lemma 4, the non-biconnected parts of O2 can be determined if we identify the
1-rooted obstruction set O(1)

2 . To that aim, let us first define the family B(1)
2 = {Yx}∪{Y(k)

x |
k ≥ 2]} where Y(k)

x = (k ×Ry
x, 〈x〉) (see Figure 4). It is not difficult to check that these

graphs are 1-rooted obstructions.

x

y

x

Ry
x Y

(2)
x

y

x

Rx
y

y

x

Rxy

x

Yx

x

Y
(3)
x

x

Y
(4)
x

Figure 4 The rooted graphs Rxy, Ry
x, Rx

y , Yx, Y(2)
x , Y(3)

x , and Y(4)
x .

It can be easily checked that the three biconnected graphs depicted in Figure 5 belong to
O2. We define the set B2 = {K4,W1,W2} ∪ {A⊕B | A,B ∈ B(1)

2 }.

Figure 5 From left to right, the graphs K4, W1, and W2.

2-twin expansion. Let G = (G,R) be a rooted graph and let S ⊆ V (G). We say that S is
a 2-twin family of G if S ∩ V (R) = ∅, |S| ≥ 2 and there are two vertices a, b ∈ V (G) such
that ∀s ∈ S,NG(s) = {a, b}. We call the vertices a, b the bases of the 2-twin family S. We
say that a graph G’ = (G′,R′) is a 2-twin expansion of G if R = R′ and G′ is obtained from
G by adding vertices such that each additional vertex is made adjacent with the base vertices
of some of the 2-twin families of G. Given a class of rooted graphs C we define its 2-twin
expansion texp(C) as the class of rooted graphs containing all 2-twin expansions of all the
graphs in C. We are now ready to state the main result of this section.

FSTTCS 2019



7:10 Connected Search for a Lazy Robber

I Theorem 10. A graph G belongs to T c2 if and only if it does not contains a graph of
texp(B2) as a contraction, that is O2 = texp(B2).

5.1 Some elements of the proof of Theorem 10
The set O2 is closed under twin expansion. We say that a rooted graph G is simplified
if all its 2-twin families have size 2. Given a rooted graph G we denote by G̃ the unique
simplified rooted graph such that G ∈ texp({G̃}). Given a set C of rooted graphs, we define
C̃ = {G̃ | G ∈ C}. Observe that every graph of B2 is simplified.

I Lemma 11. A graph G belongs to O2 iff G̃ belongs to O2.

The next lemma is the extension of Lemma 11 to 1-rooted obstructions. Its proof mainly
follows from Lemma 4.

I Lemma 12. Let H = (H, 〈v〉) be a 1-rooted graph. Then H ∈ O(1)
2 if and only if H̃ ∈ Õ(1)

2 .

Simplified obstructions. We now identify sets of simplified graphs, 1-rooted graphs and
2-rooted graphs that are obstructions. Later, we prove that from these sets the full set of
obstructions to T c2 can be constructed. The following Lemmas establish that the sets B(1)

2
and B2 build from the graphs of Figure 4 and Figure 5 are simplified obstructions.

I Lemma 13. If a 1-rooted graph G = (G, 〈x〉) belongs to texp(B(1)
2 ), then G ∈ O(1)

2 . If a
graph G belongs to texp(B2), then G belongs to O2.

Let us now turn to biconnected 2-rooted obstructions. We define the set B(2)
2 =

{Rxy,Rxy+,Kxy−
4 ,Kxy

4 } of 2-rooted graphs depicted in Figure 6. We say that a bicon-
nected 2-rooted graph H = (H, 〈x, y〉) is elementary if it is texp(B(2)

2 )-free.

x y x y

Rxy Rxy+

x y x y

Kxy−
4 Kxy

4
R+

xy

Figure 6 The 2-rooted graphs Rxy, Rxy+, Kxy−
4 , Kxy

4 and R+
xy.

I Lemma 14. The set of biconnected graphs in O(2)
2 is texp(B(2)

2 ).

Proof. (sketch) By considering a minimal counter-example, the proof first establishes that
every elementary biconnected 2-rooted graph belongs to T c2 . Then we check that for every
2-rooted graph G ∈ texp(B(2)

2 ), ctw(G) ≥ 3 but every contraction of G belongs to T c2 . J

Structure of obstructions. Let xy be an edge of a graph G. We say that xy is a separating
edge if the set {x, y} is a minimal separator. We say that xy is a marginal edge if there is a
vertex z such that both (G, x, z) and (G, y, z) are s-triples.

I Lemma 15. Let G be a graph in Õ2. If G contains a separating edge xy, then either G
is isomorphic to W2 or G contains a cut-vertex r and the 1-component of the s-pair (G, r)
containing xy is isomorphic to Yr.
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I Lemma 16. Let G ∈ Õ2 be a graph without separating edge. If (G, x, y) is a s-triple, then
1. either every 2-component of (G, x, y) is elementary,
2. or there exists a non-elementary 2-component of (G, x, y), denoted by H = (H, 〈x, y〉),

such that G \ (V (H) \ {x, y}) cannot be contracted to `×Rxy for any ` ≥ 2.

From Lemma 15 and Lemma 16, we deduce a series of properties needed to understand
the role of marginal edges and to conclude the characterization of O2.

I Lemma 17. Let (G, x, y) be an s-triple of G ∈ Õ2. If (H, 〈x, y〉) is a 2-component of
(G, x, y) that is isomorphic to Ry

x, then x is a cut-vertex.

I Lemma 18. Let (G, x, y) be an s-triple of G ∈ Õ2. If H is an elementary 2-component of
(G, x, y) without cut-vertex, then H is isomorphic to Rxy.

I Lemma 19. Let G = (G, 〈x〉) ∈ Õ(1)
2 .

1. If (G, x, y) is a s-triple, then none of its 2-components is isomorphic to Rxy.
2. If H = (H, 〈x, y〉) is an elementary 2-component of an s-triple (G, x, y), then H is

isomorphic to Ry
x.

Biconnected obstructions. We now have all the ingredients for the proof of Theorem 10.
We start with the identification of the biconnected elements of Õ2.

I Lemma 20. No biconnected graph in Õ2 contains a marginal edge.

I Lemma 21. The biconnected graphs in Õ2 are the graphs K4, W1, and W2.

Proof. (sketch) For a contradiction, we suppose that Õ2 contains a graph G distinct from
K4, W1, and W2. From Lemma 15, G does not contain a separating edge. As it excludes K4
as a contraction, it contains a degree-two vertex a. Let x and y be the two neighbors of a and
let H = {H0, . . . ,Hq} be the 2-components of the s-triple (G, x, y) with V (H0) = {a, x, y}.
As G is biconnected, so is every 2-rooted graph in H. We next prove that exactly one of
the 2-rooted graphs in {H1, . . . ,Hq}, say H1, is not elementary. Then by Lemma 18, every
Hj ∈ H distinct from H1 is isomorphic to Rxy. As G is simplified, we have q ≤ 2. If q = 2,
as H0⊕H2 = 2×Rxy, as H1 is not elementary and as G does not contains a separating edge,
Lemma 16 leads to a contradiction. In the case q = 1, it can be proved that H1 contains a
cut vertex, implying the existence of a marginal edge in G, a contradiction to Lemma 20. J

Non-biconnected obstructions. The second part of the proof of Theorem 10 identifies the
non-biconnected elements of Õ2.

I Lemma 22. The non-biconnected graphs in Õ2 are the graphs in {A⊕B | A,B ∈ B(1)
2 }.

Proof. (sketch) From Lemma 4 and Lemma 13, it is enough to prove that Õ(1)
2 ⊆ B(1)

2 . We
assume, towards a contradiction, that there is some 1-rooted graph G = (G, 〈r〉) ∈ Õ(1)

2 \B
(1)
2 .

Observe that G is B(1)
2 -free and G is biconnected. From Lemma 15, we can assume that G

does not have separating edges. Let J = 2×G. As the underlying graphs of the 2-rooted
graphs in B(1)

2 are {K4,W1,W2}-free, Lemma 4 implies that J is B2-free and thereby K4-free.
It can easily be seen that r has more than two neighbors. Also one may consider a 2-tree T
that contains G as a spanning subgraph and satisfies the following properties

(D1) If an edge is marginal in T then it is also marginal in G.
(D2) If an edge is simplicial in T then one of its endpoints have degree 2 in G.
(D3) If an edge is a separating edge of G, then it is also a separating edge in T .
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7:12 Connected Search for a Lazy Robber

Let z be a neighbor of r. Because of (D3), the edge e = rz is either a marginal or a simplicial
edge of T . We claim that e is marginal. Indeed, if e is simplicial, then from (D2) z has degree
2. Let w be the other neighbor of z. Notice that one of the 2-components of the s-triple
(G, r, w) is isomorphic to Rrw, a contradition to Lemma 19. We now know that e = rz is
a marginal edge. Let t be the base of e. cleanly (G, r, t) is an s-triple and tr 6∈ E(G) as G
does not have separating edges. We denote by U = U1, . . . ,Uq the 2-components of (G, r, t).
Our next step is to prove that all 2-rooted graphs in U are simple. This, together with
Lemma 19 imply that all graphs in U are isomorphic to Rt

r. This means that G contains
as a contraction some Y(`)

t for some ` ≥ 3. As each such Y(`)
t belongs to B(1)

2 we have a
contradiction. J
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Abstract
In this work, we initiate the study of the Min-Ones d-SAT problem in the parameterized streaming
model. An instance of the problem consists of a d-CNF formula F and an integer k, and the
objective is to determine if F has a satisfying assignment which sets at most k variables to 1. In
the parameterized streaming model, input is provided as a stream, just as in the usual streaming
model. A key difference is that the bound on the read-write memory available to the algorithm is
O(f(k) log n) (f : N → N, a computable function) as opposed to the O(log n) bound of the usual
streaming model. The other important difference is that the number of passes the algorithm makes
over its input must be a (preferably small) function of k.

We design a (k + 1)-pass parameterized streaming algorithm that solves Min-Ones d-SAT
(d ≥ 2) using space O

(
(kdck + kd) log n

)
(c > 0, a constant) and a (d + 1)k-pass algorithm that uses

space O(k log n). We also design a streaming kernelization for Min-Ones 2-SAT that makes (k + 2)
passes and uses space O

(
k6 log n

)
to produce a kernel with O

(
k6) clauses.

To complement these positive results, we show that any k-pass algorithm for Min-Ones d-SAT
(d ≥ 2) requires space Ω

(
max

{
n1/k/2k, log (n/k)

})
on instances (F, k). This is achieved via a

reduction from the streaming problem POT Pointer Chasing (Guha and McGregor [ICALP
2008]), which might be of independent interest. Given this, our (k + 1)-pass parameterized streaming
algorithm is the best possible, inasmuch as the number of passes is concerned.

In contrast to the results of Fafianie and Kratsch [MFCS 2014] and Chitnis et al. [SODA 2015],
who independently showed that there are 1-pass parameterized streaming algorithms for Vertex
Cover (a restriction of Min-Ones 2-SAT), we show using lower bounds from Communication
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8:2 Parameterized Streaming Algorithms for Min-Ones d-SAT

Complexity that for any d ≥ 1, a 1-pass streaming algorithm for Min-Ones d-SAT requires space
Ω(n). This excludes the possibility of a 1-pass parameterized streaming algorithm for the problem.
Additionally, we show that any p-pass algorithm for the problem requires space Ω(n/p).

2012 ACM Subject Classification Theory of computation → Streaming models; Theory of
computation → Fixed parameter tractability; Theory of computation → Streaming, sublinear
and near linear time algorithms; Mathematics of computing → Combinatorial algorithms

Keywords and phrases min, ones, sat, d-sat, parameterized, kernelization, streaming, space, efficient,
algorithm, parameter

Digital Object Identifier 10.4230/LIPIcs.FSTTCS.2019.8

1 Introduction

The satisfiability problem (SAT) is among most studied NP-complete problems and
serves as the canonical problem for NP, being the first problem which was shown to
be NP-complete [6, 23]. It is an important problem in both theory and practice, and
together with its variants, it appears in nearly every domain of Computer Science (see
for example [9, 15, 16, 17, 30]). Because of this, the problem has been studied in various
paradigms such as classical Complexity Theory [3], Approximation Algorithms [22, 34], Exact
Algorithms [14, 32], Parameterized Complexity [7, 31], and Heuristics [16].

A variant which frequently appears in the literature is d-SAT (d ≥ 1), where problem
instances have at most d variables per clause. While d-SAT is NP-complete for d ≥ 3, 2-SAT
is a classic example of a tractable, i.e. polynomial-time-solvable problem. In this work, we
study an optimization version of d-SAT in the framework of parameterized streaming, which
combines streaming algorithms and parameterized algorithms.

The streaming framework was formulated to study the behaviour of algorithms that
process large amounts of data in a sequential manner. The input appears as a sequence of
items and the assumption is that the amount of read-write memory available to the algorithm
is very limited, typically logarithmic in the total size of the input. Because of this, the
algorithm is unable to store the entirety of its input in memory, and since the input appears
in a sequence, the algorithm does not have random access to the it. It may however make
multiple passes over the input. The goal in the streaming framework is to process the input
by making as few passes (ideally, just one) over it as possible while using as little memory as
possible. The study of problems in this framework dates back to the 1980s [12, 28], although
the framework was formally established only in 1996 [2, 20]. The other player in the combined
framework that we employ is Parameterized Complexity – an approach pioneered by Downey
and Fellows [8]. For details on Parameterized Complexity, we refer the reader to the books
of Downey and Fellows [8], Flum and Grohe [13], Niedermeier [29], and the recent book of
Cygan et al. [7]. Appendix A provides a short introduction to the subject.

Min-Ones d-Sat and the Parameterized Streaming Model. We study the following
optimization version of d-SAT which, among other things, generalizes Vertex Cover
and d-Hitting Set. For d ≥ 1, the problem is defined as follows.

Min-Ones d-SAT Parameter: k

Instance: (F, k), where F is a boolean formula with at most d literals per clause, and
k ∈ N.
Question: Can F be satisfied by setting at most k of its variables to 1?

https://doi.org/10.4230/LIPIcs.FSTTCS.2019.8
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It should be noted here that the problem 2-SAT admits a polynomial-time algorithm [4,
10, 25]. Its minimization version however, being a generalization of Vertex Cover is
NP-hard [33]. Indeed, the graph in a Vertex Cover instance can be seen as a formula
in which the vertices are variables and each edge is a monotone clause containing the two
endpoints as (positive) literals.

Fafianie and Kratsch [11] considered the question of kernelizing d-Hitting Set,
d-Set Matching and Edge Dominating Set in the streaming model. Chitnis et al. [5]
studied the problems Maximal Matching and Vertex Cover in the parameterized
streaming model. The space used by these algorithms is O(f(k) logn), where k is the
parameter, n is the size of the input, and f : N→ N is a computable function.

The parameterized streaming model relaxes the space constraint of the usual streaming
model to f(k) logn, and allows the algorithm to make at most g(k) passes over its input,
where g : N→ N is a (preferably slowly-growing) computable function. The goal now is to
make as few passes over the input as possible, relative to the parameter. Under these new
constraints, it is possible to construct streaming algorithms that have more refined space
requirements, and we can also perform a more delicate analysis of the streaming complexity
of the problem in question. Our results here illustrate this fact.

Our Results. In Section 2, we describe a parameterized streaming algorithm for Min-Ones
d-SAT (d ≥ 2) that solves instances (F, k) using O

(
(kdck + kd) logn

)
(c > 0, a constant) bits

of space and makes k + 1 passes. We then show that by carefully simulating the execution
stack of the standard branching algorithm for Min-Ones d-SAT, a (d+ 1)k-pass, O(k logn)-
space algorithm can be obtained. We believe that such an approach will be useful in the
design of parameterized streaming algorithms for other problems as well. As an application,
we show how the two algorithms can be used to solve IP2 (a restricted Integer Programming
problem) in the parameterized streaming model.

Section 3 describes a streaming kernelization for Min-Ones 2-SAT and an application
of the algorithm to IP2. By making k + 2 passes over the input formula, it produces a
kernel with O

(
k6) clauses while using O

(
k6 logn

)
bits of space. It is known that for d ≥ 3,

Min-Ones d-SAT does not admit a polynomial kernel [24] under certain (fairly reasonable)
assumptions, ruling out a generalization of this result to larger values of d. Our algorithm
also provides an alternative to the known kernelization [27] for the problem, since it can also
be executed in the less restrictive random-access machine (RAM) model.

We then exhibit various lower bounds in Section 4 to complement the positive results
above. For d ≥ 2, we show that any k-pass streaming algorithm for Min-Ones-d-
SAT requires Ω

(
max

{
n1/k/2k, log (n/k)

})
bits of space in the worst case. This result

is obtained by combining a well-known lower bound for the DISJk [26] problem from
Communication Complexity and a lower bound for the streaming problem POT Pointer
Chasing [18]. This (unconditional) lower bound implies, among other things, that the k + 1
pass Min-Ones d-SAT (d ≥ 2) algorithm of section 2 is pass-optimal.

The next result in the section shows that even for d = 1, any 1-pass algorithm for
Min-Ones d-SAT requires space Ω(n). This is in contrast to the results of Fafianie
and Kratsch [11] and Chitnis et al. [5], who independently showed that there are 1-pass
parameterized streaming algorithms for the Vertex Cover problem (a restriction of
Min-Ones 2-SAT). Finally, we show that any p-pass algorithm for Min-Ones d-SAT
(d ≥ 1), where p may be a function of both n and k, requires space O(n/p).

I Note 1.1. Although we do not provide an explicit accounting of the time used by our
algorithms, it is not difficult to see that the streaming FPT algorithms all run in FPT time
overall and the kernelizations, in polynomial time.
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Related Results. Min-Ones 2-SAT was first studied by Gusfield and Pitt [19], who
gave a polynomial-time 2-approximation algorithm for the problem. Misra et al. [27]
exhibited an equivalence between Min-Ones-2 AT and Vertex-Cover via a polynomial-
time parameter-preserving reduction. Fafianie and Kratsch [11], and Chitnis et al. [5]
showed that Vertex Cover admits a single-pass, O

(
k2)-space algorithm. As noted earlier,

Min-Ones 2-SAT generalizes Vertex Cover. Analogously, Min-Ones d-SAT generalizes
d-Hitting Set. The question of kernelizing d-Hitting-Set was studied by Abu-Khzam [1],
and Fafianie and Kratsch [11], who gave a single-pass algorithm that produces a kernel with
O
(
kd
)
sets.

Preliminaries. Here we introduce some basic concepts and notation used in the rest of the
paper. For n ∈ N, [n] denotes the set {1, 2, . . . , n}. Let x ∈ {0, 1}n and i ∈ [n]. The ith
coordinate of x is denoted by x[i]. Consider a set of variables V = {x1, . . . , xn}. A literal is a
variable xi (called an unnegated literal) or its negation ¬xi (called a negated literal). A clause
is a disjunction (OR) of literals, e.g. (x1 ∨ ¬x2 ∨ ¬x3). It is called monotone if it consists
entirely of unnegated literals, and is called anti-monotone if it consists entirely of negated
literals. Clauses containing both negated and unnegated literals are called non-monotone.

A conjunction (AND) of clauses is called a CNF formula. When each clause has at most d
literals, it is called a d-CNF formula. An assignment for a CNF formula F over the variable
set V is a subset S ⊆ V . The assignment satisfies a clause if there is a variable in S that
appears unnegated in the clause or a variable in V \ S that appears negated in the clause.
An assignment which satisfies all clauses in a formula is called a satisfying assignment for
the formula.

2 Streaming FPT Algorithms

The main result of this section is an algorithm that solves instances (F, k) of
Min-Ones d-SAT in k + 1 passes using space O

(
(kdck + kd) logn

)
(c > 0, a constant).

We also describe how to simulate the execution of the standard branching algorithm for the
problem to solve in instances in (d+ 1)k passes using space O(k logn) (see Appendix B.1).
Using these algorithms as subroutines, we then show how IP2, a restricted version of the
Integer Programming problem, where every constraint has at most two variables, can be
solved in the parameterized streaming model (see Appendix D).

The (k+ 1)-pass algorithm begins by a making a single pass over the formula and obtains
a set of minimal assignments for certain “essential” monotone clauses in the formula. In the
next k − 1 passes, these assignments are extended as much as possible using the implications
appearing in the formula. Finally, the algorithm makes an additional pass to check if the
formula as a whole is satisfied by one of the extended assignments.

Let (F, k) be an instance of Min-Ones 2-SAT on the variable set V = {x1, x2, . . . , xn}.
The next result shows how a streaming kernelization for d-Hitting Set (defined below) can
be used to enumerate minimal solutions for a certain hitting set problem.

d-Hitting Set Parameter: k

Instance: (U,F , k), where F is a family of subsets of U of size at most d, and k ∈ N.
Question: Is there a set S ⊆ U of size at most k such that S ∩A 6= ∅ for all A ∈ F ?
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I Proposition 2.1 (♠1). There is an algorithm Enum-d-HS, that finds the set Sk, of all
minimal d-hitting sets of size at most k, for an instance I = (X , U, k) of d-Hitting Set
in time O

(
dk|I|

)
. Moreover, |Sk| ∈ O

(
dk
)
and the algorithm uses space O

(
k|I|+ kdkbU

)
,

where |I| is the size of I and bU is maximum size of the elements of U in bits.

The following result follows from Observation 1, Theorem 1 and Lemma 7 of [11].

I Proposition 2.2. There is a 1-pass streaming algorithm called Stream-HS for d-Hitting-
Set, which given an instance I = (X , U, k) with umax as the maximum element of U , returns
an (equivalent instance) I ′ = (X ′, U ′ ⊆ U, k) using O

(
kd log |U |

)
bits of memory and O

(
kd
)

time at each step, such that the following conditions are satisfied.
1. |X ′| ∈ O

(
kd
)
and the bit size of I ′ is bounded by O

(
kd log |U |

)
.

2. Elements of U ′ are represented using log |U | bits.
3. S ⊆ U (or U ′) of size at most k is a solution to I if and only if it is a solution to I ′.

We note that in item 1 of Proposition 2.2, the size of I ′ can be bounded by O
(
kd log k

)
,

by relabeling, but we want to preserve the exact variables, so we do not use relabeling.
Next, we apply the algorithm Stream-HS of Proposition 2.2 to obtain a set, which we call

a set of essential monotone clauses, C1, and the set S1 of all minimal assignments (as sets of
variables set to 1) for them of size at most k, as follows.

Pass 1. For each monotone clause C = (x1∨x2∨· · ·∨xd′) (where d′ ≤ d) seen in the stream,
pass the set {x1, x2, . . . , xd′} to Stream-HS. Let It = (Xt, Ut, k) be the output of Stream-HS
once the entire stream has been read. Set C1 = Xt. Using Proposition 2.1, compute the set
S1, of all minimal d-hitting sets of size at most k for It.

The next lemma bounds the time and the space used in Pass 1.

I Lemma 2.3 (♠). Pass 1 uses space O
(
(kd + dk)k logn

)
and time O

(
dkkd logn

)
after

reading each clause from the stream.

Let C+ be the set of all monotone clauses of F, let F+ = ∧C∈C+C and F+
1 = ∧C∈C1C.

Recall that C1 is the set of clauses computed in Pass 1. We have the following observation,
which follows from Proposition 2.1 and item 3 of Proposition 2.2.

I Observation 2.4. S1 is the set of all minimal satisfying assignments of size at most k for
both F+ and F+

1 .

The next observation relates satisfying assignments to F and the family S1.

I Observation 2.5 (♠). Let S be the set of all minimal satisfying assignments of size at
most k for F. Then for each S ∈ S, there is S′ ∈ S1, such that S′ ⊆ S.

Now we describe the next k − 1 passes. The algorithm constructs a set Sprm of prime
partial assignments, which will be enough to resolve the instance. Initially, we set Sprm = S1.

Pass ` (2 ≤ ` ≤ k). Consider a non-monotone clause C = (xC1 ∨ xC2 · · · ∨ xCd1
∨ ¬yC1 ∨

¬yC2 ∨ . . .¬yCd2
) (where d1 + d2 ≤ d) seen in the stream. For each S ∈ Sprm, such that

{yC1 , yC2 , . . . yCd2
} ⊆ S and {xC1 , xC2 , . . . xCd1

} ∩ S = ∅ we do the following.
If |S| = k, then remove S from Sprm.
Otherwise, |S| ≤ k − 1. Let S ′prm = Sprm, and for i ∈ [d1], let Si = S ∪ {xCi }. Set
Sprm = (S ′prm \ {S}) ∪ {Si | i ∈ [d1]}.

1 Proofs of results marked with a ♠ can be found in the appendices.
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Clearly, Pass `, where 2 ≤ ` ≤ k, on reading a clause C uses time O(|S1|dk). Moreover, it
modifies the sets in Sprm (increasing |Sprm| by at most a factor of d), by either removing a set
S ∈ S1 completely, or adding one more element to S (when the size is less than k). The above
procedure is executed only for k− 1 passes. Thus, it always maintains that |Sprm| ∈ O

(
dO(k))

(see Proposition 2.1) and each set in Sprm has at most k elements (each representable by logn
bits). Thus, the (total) space used by the algorithm is bounded by O

(
(kd + dO(k))k logn

)
.

For simplicity of description, we introduce the following notation. We set S1
prm = S1 and

for each ` ∈ [k], we let S`prm denote the the set Sprm after the execution of Pass `. We let
ρ = (Q1, Q2, . . . , Qt) be the sequence of non-monotone clauses in F, where the ordering is
given by the order of their appearance in the stream. For ` ∈ [k] \ {1}, i ∈ [t], we let S`prm(i)
be the set Sprm (after modification, if any) at Pass ` after reading the clause Qi. Furthermore,
we let S`prm(0) be the set S`−1

prm . Next, we prove some results that will be useful in establishing
the correctness of the algorithm.

I Lemma 2.6. Let S be the set of all minimal assignments for F of size at most k. For
each ` ∈ [k] and S ∈ S, there is S′ ∈ S`prm, such that S′ ⊆ S.

Proof. We prove this using induction on `. The claim follows for ` = 1 from Observation 2.5.
This forms the base case of our induction. Next, we assume that the claim holds for each ` ≤ z
(for some 1 ≤ z ≤ k−1) and then we prove it for ` = z+1. At the beginning of `th pass when
no non-monotone clause is read from the stream, we have for each S ∈ S, there is S′ ∈ S`prm(0),
such that S′ ⊆ S. This follows from the fact that S`prm(0) = S`−1

prm . Next, we assume that at
Pass `, the claim holds after reading the clause Qi, for each i ≤ p, where p ∈ [t−1]∪{0}. Now
we prove the claim for Qp+1 = (xp+1

1 ∨xp+1
2 · · ·∨xp+1

d1
∨¬yp+1

1 ∨¬yp+1
2 ∨ . . .¬yp+1

d2
). Consider

S ∈ S and let Ŝ ∈ S`prm(p), such that Ŝ ⊆ S. We will show that there is a set S′ ∈ S`prm(p+1),
such that S′ ⊆ S. Let X = {xp+1

1 , xp+1
2 , . . . , xp+1

d1
} and Y = {yp+1

1 , yp+1
2 , . . . , yp+1

d2
}. If Y 6⊆ Ŝ

or X ∩ Ŝ 6= ∅, then Ŝ ∈ S`prm(p+ 1). Hence, S′ = Ŝ is a set such that S′ ⊆ S. Otherwise, we
have Y ⊆ Ŝ and X ∩ Ŝ = ∅. Since S satisfies Qp+1, it must contain a variable, say xp+1

i∗ from
{xp+1

1 , xp+1
2 , . . . , xp+1

d1
}. AsX∩Ŝ = ∅, Ŝ ⊆ S, |S| ≤ k, and xp+1

i∗ ∈ S, we have that |S| ≤ k−1.
For i ∈ [d1], let Ŝi = Ŝ ∪ {xp+1

i }. Recall that S`prm(p+ 1) = (S`prm(p) \ {Ŝ}) ∪ {Ŝi | i ∈ [d1]}.
From the above we can conclude that Ŝi∗ ⊆ S and Ŝi∗ ∈ S`prm(p + 1). This concludes
the proof. J

I Observation 2.7. For i ∈ [k − 1] and a set S ∈ Siprm, if S ∈ Si+1
prm , then for each

` ∈ {i, i+ 1, . . . , k}, we have S ∈ S`prm.

Proof. Consider i ∈ [k − 1] and a set S ∈ Siprm, such that S ∈ Si+1
prm . Let ` ∈

{i + 2, i + 3 . . . , k} be the lowest integer, such that S /∈ S`prm (if such an ` does not
exist, the claim trivially holds). Since S ∈ S`−1

prm and S /∈ S`prm, there is a non-monotone
clause Q = (x1 ∨ x2 · · · ∨ xd1 ∨ ¬y1 ∨ ¬y2 ∨ . . .¬yd2), such that {y1, y2, . . . , yd2} ⊆ S and
{x1, x2, . . . , xd1} ∩ S = ∅. But we also encountered Q at (`− 1)th pass, and S should have
been modified/deleted, which is a contradiction. J

I Lemma 2.8. Let S be the set of all assignments for F of size at most k. For every S ∈ S,
there is S′ ∈ Sprm, such that S′ ⊆ S and S′ satisfies every clause of F.

Proof. Consider S ∈ S and let S′ ∈ Sprm = Skprm be a set such that S′ ⊆ S. The existence
of S′ is guaranteed by Lemma 2.6. We will show that S′ satisfies all the clauses of F. By
the construction of Sprm, there is a set Ŝ ∈ S1, such that Ŝ ⊆ S′. Thus, S′ satisfies each
monotone clause of F (see Proposition 2.1 and 2.2). Next, consider an anti-monotone clause
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C = (¬y1 ∨ ¬y2 ∨ . . .¬yd′) (where d′ ≤ d), and let Y = {y1, y2, . . . , yd′}. Since S satisfies
C, YS = Y \ S is a non-empty set. As S′ ⊆ S, we have S′ ∩ YS = ∅. Thus, S′ satisfies
C. If S′ satisfies all the non-monotone clauses of F, then the claim follows. Otherwise, let
C = (x1 ∨ x2 · · · ∨ xd1 ∨ ¬y1 ∨ ¬y2 ∨ . . .¬yd2) be a non-monotone clause in F which is not
satisfied by S′, and let X = {x1, x2, . . . , xd1} and Y = {y1, y2, . . . , yd2}. Since S′ does not
satisfy C, we have Y ⊆ S′ and X ∩ S′ = ∅. Notice that Y ⊆ S as S′ ⊆ S. As S satisfies C,
we have S∩X 6= ∅. This together with the fact that X ∩S′ = ∅ implies that |S′| ≤ k−1. We
can assume that Ŝ 6= ∅, as Sprm can be assumed to contain only non-empty sets, otherwise, ∅
is a solution to F. The above discussions together with Observation 2.7 and the fact that
|S′| ≤ k − 1, implies that S′ ∈ Sk−1

prm (and we have S′ ∈ Skprm). But then at the kth pass, we
would have encountered C, and S′ would be replaced by d1 many sets, namely S′ ∪ {xi}, for
each i ∈ [d1]. This concludes the proof. J

In the (k + 1)th pass, the algorithm performs the following steps, whose correctness is
established by the discussion above.

Pass k + 1. Consider a clause C seen in the stream. If there is S ∈ Sprm, such that S does
not satisfy C, then remove S from Sprm. When the stream is over, if Sprm 6= ∅, then return
yes, and otherwise, return no.

We now have the following theorem.

I Theorem 2.9. Instances (F, k) of Min-Ones d-SAT (d ≥ 2) can be solved in k+ 1 passes
using space O

(
(kdck + kd) logn

)
(c > 0, a constant).

By carefully adapting the standard branching algorithm for Min-Ones-d-SAT, we obtain
the following theorem.

I Theorem 2.10 (♠). Instances (F, k) of Min-Ones d-SAT (d ≥ 2) can be solved in
(d+ 1)k passes using space O(k logn).

Using Theorem 2.9 and 2.10 we can obtain the following result for IP2, a restricted Integer
Programming problem in which every constraint has at most 2 variables (see Appendix D
for details).

I Theorem 2.11 (♠). IP2 admits algorithms that solve instances (P, k) in
k + 1 passes using space O(f(k) logn) (f : N→ N, a computable function), and in
3k passes using space O(f(k) logn).

3 Streaming Kernelizations

In this section, we describe a kernelization for Min-Ones 2-SAT that makes k + 2 passes
over instances (F, k) using space O

(
k6 logn

)
and produces a kernel with O

(
k6) clauses. In

the first pass, the algorithm computes a set of monotone clauses as in Section 2. Then over
k more passes, for each variable x appearing in these clauses, the algorithm computes a set
of variables which must be set to one if x is set to 1, and the implications that force this.
In the last pass, it collects all anti-monotone clauses which only contain variables that also
appear in the stored clauses.

We now formally describe our algorithm. Let (F, k) be an instance of Min-Ones 2-SAT
on n variables. In the first pass we apply the algorithm Stream-HS of Proposition 2.2 to
obtain a set of monotone clauses, C1. That is, we do the following.
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Pass 1. Obtain a set C1 of monotone clauses of F using the same procedure as the first
pass of Section 2.

Let V be the set of variables appearing in F, V1 be the set of variables appearing in C1.
For each variable v ∈ V1, we maintain a set of variables Pv and a set of clauses Pv. Initially,
Pv = {v} and Pv = ∅, for v ∈ V1. Now we are ready to describe our next k passes.

Pass `. Consider a non-monotone clause C = (x ∨ ¬y) seen in the stream. For each v ∈ V1
such that y ∈ Pv, x /∈ Pv, C /∈ Pv, and |Pv| ≤ k, add x and C to the sets Pv and Pv,
respectively.

For v ∈ V1 and ` ∈ [k + 1], by Pv(`) we denote the set Pv at the end of pass ` (or at the
beginning of pass `+ 1, when ` = 1). Furthermore, we let P = ∪v∈V1Pv and P = ∪v∈V1Pv.

I Observation 3.1 (♠). Let i ∈ [k] and v ∈ V1, such that |Pv(i)| = |Pv(i + 1)|. For all
` ∈ {i, i+ 1, . . . , k + 1}, we have |Pv(`)| = |Pv(i)|.

I Lemma 3.2. Let S be an assignment which satisfies all clauses in P. For each v ∈ V1 ∩S,
we have Pv ⊆ S.

Proof. Consider v ∈ V1∩S and let ρ = (C1 = (x1∨¬y1), C2 = (x2∨¬y2), . . . , Ct = (xt∨¬yt))
be the order in which the clauses in Pv were added. Note that Px = {xi | i ∈ [t]}. We will
show by induction on the index i ∈ [t] that each xi ∈ S. Before reading C1, the only element
in Pv was v. As C1 was added to Pv, it must hold that y1 = v. Since v ∈ S, and S satisfies
each clause in P , S must contain x1. For the induction hypothesis, we suppose that for some
p ∈ [t− 1], we have {xi | i ∈ [p]} ⊆ S. We will now show that xp+1 ∈ S. Since Cp+1 ∈ Pv
and Cp+1 appears after Ci in ρ, for each i ∈ [p], there exists z ∈ {xi | i ∈ [p]}, such that
z = yp+1. But since z ∈ S and S satisfies each clause in P, we have that xp+1 ∈ S. J

Let F′ be the 2-CNF formula containing all the anti-monotone clauses of F and all the
clauses in C1 ∪ P.

I Lemma 3.3. (F, k) is a YES instance of Min-Ones 2-SAT if and only if (F′, k) is a YES
instance of Min-Ones 2-SAT.

Proof. The forward direction follows from the fact that each clause in F′ is also a clause
in F. In the backward direction, let S be a solution to Min-Ones 2-SAT in (F′, k), and
S′ =

⋃
v∈V1∩S Pv. We show that S′ is a solution to Min-Ones-2-SAT in (F, k). Since

V1 ∩ S ⊆ S′, from Proposition 2.2 we have that S′ satisfies each monotone clause of F. From
Lemma 3.2 we have S′ ⊆ S. Thus, S′ satisfies each anti-monotone clause of F (F′ contains
all of them). If S′ satisfies each non-monotone clause of F, then the claim follows. Otherwise,
we have a non-monotone clause C = (x∨¬y) in F, which is not satisfied by S′. We have that
x /∈ S′ and y ∈ S′. Let Vy = {v ∈ V1 | y ∈ Pv}. The construction of S′ implies that there is
v∗ ∈ Vy such that v∗ ∈ S. From the construction of S′ we have that x /∈ Pv∗ . The above
discussions together with Observation 3.1 implies that we would have encountered C at a
pass i ≤ k, and we did not add x to Pv∗ . This means that |Pv∗ | ≥ k+ 1. But this contradicts
the fact that S has size at most k (note that from Lemma 3.2 we have Pv∗ ⊆ S). J

Let V2 = V1 ∪
(⋃

v∈V1
Pv
)
. We will construct a set B of anti-monotone clauses. Initially,

B = ∅. We now describe the (k + 2)th pass of our algorithm, which constructs the set B.
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Pass k + 2. For each anti-monotone clause C = (¬x ∨ ¬y) in the stream with {x, y} ⊆ V2
and C /∈ B, add C to B. Then forget the sets Pv, where v ∈ V1.

Let F̃ be the 2-CNF formula obtained from F by removing all anti-monotone clauses that
are not in B.

I Lemma 3.4 (♠). (F, k) is a yes-instance of Min-Ones-2-SAT if and only if (F̃, k) is a
yes-instance of Min-Ones 2-SAT.

Notice that we have stored the sets of clauses C1, P, and B, of sizes O
(
k2), O

(
k3), and

O
(
k6), respectively. This results in the instance (F̃, k) of Min-Ones 2-SAT. The above

discussions together with Lemma 3.4 implies the following theorem.

I Theorem 3.5. Min-Ones-2-SAT admits an algorithm that kernelizes instances (F, k) in
k + 2 passes using space O

(
k6 logn

)
and produces a kernel with O

(
k6) clauses.

4 Lower Bounds

We begin this section by exhibiting a reduction from the POT Pointer Chasing problem
(defined later) to Min-Ones 2-SAT and use it to prove the following theorem.

I Theorem 4.1. Any streaming algorithm that solves instances (F, k) of Min-Ones d-SAT
(d ≥ 2) in k passes requires space Ω

(
max

{
n1/k/2k, log n

k

})
, where n is the number of variables

in F .

The well-known truncated disjointness problem of Communication Complexity has the
following lower bound.

I Proposition 4.2 (Kushilevitz and Nisan [26], Example 2.12). Let n, k ∈ N with 0 ≤ k ≤ bn/2c.
Any deterministic protocol for DISJk requires Ω

(
log
(
n
k

))
bits of communication overall .

For some background on DISJk and other problems (INDEX and DISJ) appearing
in the proofs below, the reader is referred to Kushilevitz and Nisan’s standard work on
Communication Complexity [26].

Using the bound of Proposition 4.2, it is possible to prove the intuitively obvious notion
that a streaming algorithm which needs to keep track of locations in its input must use space
Ω(logn), where n is the size of its input.

I Lemma 4.3. Let MOdSSolve be a streaming algorithm for Min-Ones d-SAT (d ≥ 2)
that solves instances (F, k) of Min-Ones d-SAT on n variables using space g(n, k). For
any k ∈ {1, . . . , bn/2c}, if MOdSSolve makes p passes to solve instances (F, k), then
g(n, k) = Ω

(
(1/p) log

(
n
k

))
.

Proof. Consider the following protocol for DISJk, in which Alice receives the set S ⊆
{1, . . . , n} and Bob receives the set T ⊆ {1, . . . , n} (|S|, |T | = k). Alice constructs the
forumla FS =

∧
i∈S ¬xi ∨ ¬xi and Bob constructs the formula FT =

∧
i∈T xi ∨ xi. Observe

that (FS ∧ FT , k) is a YES instance of Min-Ones 2-SAT if and only if S ∩ T = ∅.
Now alice runs MOdSSolve with parameter k and FS as partial input, and passes its

memory rS to Bob. Bob resumes execution of MOdSSolve on the memory rS and feed it the
formula FT . With this, the algorithm makes the first pass over FS ∧ FT . Bob then passes
the algorithm’s memory rT back to Alice. Using rT , Alice resumes execution of MOdSSolve.
The process is repeated for as many passes as the algorithm requires over FS ∧FT . Once the
algorithm halts, Bob returns its output as his answer.
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post-order traversal: 1 2 3 4 5 6 7 8 9 10 11 12 13

stream: 3 3 f(1) f(2) f(3) f(4) f(5) f(6) f(7) f(8) f(9) f(10) f(11) f(12) f(13)

level

1
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3

3

0 1 0 0 0 1 1 0 0

116

4

Figure 1 An instance of POT Pointer Chasing with parameters t = 3 and l = 2. The stream
consists of t, k and the values of f appearing as in the lexicographic post-order traversal of the tree.
In the tree, labels appear in black next to vertices, and the corresponding values of f appear in grey.
The chain of pointers leads to the vertex labelled 3, with f(3) = 0.

Since MOdSSolve outputs YES if and only if (FS ∧ FT , k) is a YES instance, the protocol
is valid. The amount of communication per pass between Alice and Bob is at most 2g(n, k),
so the total amount of communication is at most 2pg(n, k). From Proposition 4.2, we have
2pg(n, k) = Ω

(
log
(
n
k

))
, i.e. g(n, k) = Ω

(
(1/p) log

(
n
k

))
. J

The above result shows an Ω(logn) lower bound on the space used by any algorithm that
solves instances (F, k) of Min-Ones d-SAT in Ω(k) passes. This is quite weak, but it is
possible to strengthen the result substantially using a lower bound for the following POT
Pointer Chasing problem.

Consider a complete t-ary tree T with l+ 1 levels rooted at the vertex r. Let the levels be
numbered from 1 to l + 1, with the root being on level 1. For each non-leaf vertex v, define
vi to be the ith child of v (in the lexicographic ordering of its children). Given a function
f : V(T )→ {0, . . . , t− 1}, define f∗(v) = vf(v) for non-leaf vertices v and f∗(v) = f(v) for
leaf vertices. For i ∈ N, (f∗)i(r) denotes the result of applying f∗ to r repeatedly, i times.

POT Pointer Chasing

Instance: (T, f), where T is a complete t-ary tree with l+ 1 levels rooted at r, encoded
as a post-order traversal of its vertices, and f : V(T )→ {0, . . . , t− 1}.
Question: Is (f∗)l(r) = 1?

Figure 1 shows an instance with parameters t = 3 and l = 2. The following result exhibits
a tradeoff between the number of passes made by a streaming algorithm for POT Pointer
Chasing and the space it requires.

I Proposition 4.4 (Guha and McGregor [18], Theorem 1). Any p-pass streaming algorithm
that solves POT Pointer Chasing instances over t-ary trees with (p+ 1) levels requires
space Ω(t/2p) in the worst case.

I Lemma 4.5. Let (T, f) be an instance of POT Pointer Chasing, where T is a t-ary
tree with k + 1 levels. A boolean formula F can be constructed such that (T, f) is a YES
instance of POT Pointer Chasing if and only if (F, k) is a YES instance of Min-Ones
2-SAT.

Proof. The tree T has levels 1, . . . , k + 1, with the root r on level 1 and the leaves on level
k + 1. Since each internal vertex has t children, |V (T )| = tk+1−1

t−1 = O
(
tk
)
. Consider the

following boolean formula F with n = tk−1
t−1 = Θ

(
tk−1) variables.
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Let w = f∗(r), i.e. the f(r)th child of r, and Tw be the subtree of T rooted at w. The
variable set of F is {xv | v ∈ V(Tw)}. For each vertex v on level i = 2, . . . , k of T , F has the
clause xv → xf∗(v) ≡ ¬xv ∨ xf∗(v). For each leaf vertex v, F has the clause ¬xv ∨¬xv if and
only if f(v) = 0. In addition, F has the clause xw ∨ xw.

We now show that (F, k) is an equivalent instance of Min-Ones 2-SAT. Consider the leaf
vertex z = (f∗)k(r), i.e. the vertex reached by chasing pointers from the root of T . If (T, f)
is a YES-instance, i.e. f(z) = 1, then F can be satisfied by setting k variables (corresponding
to variables on the w–z path in T ) to 1, i.e. (F, k) is a YES instance. In the other case, i.e.
f(z) = 0, F is unsatisfiable: F contains the clause xw ∨ xw, a chain of implications from w

to z, and the clause ¬xz ∨ ¬xz, which cannot be satisfied simultaneously. Thus, (F, k) is a
NO instance. J

Observe that the implication xv → xf(v) can be produced by simply reading off the
value f(v). This is because in the stream, the values of f appear as in the (lexicographic)
post-order traversal of T , and knowing the value f(v) and the position of f(v) in the stream
is enough to determine the f(v)th child of v. Thus, the clauses can be produced on the fly
while making a pass over the post order traversal of T .

We now prove Theorem 4.1.

Proof. Let MOdSSolve be a k-pass streaming algorithm for Min-Ones 2-SAT that uses
space g(n, k) on inputs (F, k) over n variables. Consider an algorithm that takes as input an
instances (T, f) of POT Pointer Chasing over trees with k+ 1 levels, producing instances
(F, k) (over n = Θ

(
tk−1) variables) of Min-Ones 2-SAT on the fly as above, and feeding

them as input to MOdSSolve. Because of Lemma 4.5, the output of A on (F, k) correctly
decides (T, f).

The algorithm makes k passes over its input and the amount of space used overall is
O(g(n, k) + logn). This value is Ω

(
t/2k

)
, by Proposition 4.4. Since n = Θ

(
tk
)
, we have

g(n, k) + logn = Ω
(
n1/k/2k

)
. Consider the case k ≥

√
logn. The expression n1/k/2k is

o(1), so g(n, k) = Ω
(
n1/k/2k

)
holds trivially. In the other case, i.e. k <

√
logn, we have

g(n, k) = Ω(logn) by Lemma 4.3, so g(n, k) + logn = O(g(n, k)), i.e. g(n, k) = Ω
(
n1/k/2k

)
.

Observe that the bound g(n, k) = Ω
(
log n

k

)
holds for any k ≤ bn/2c (Lemma 4.3),

and for k > bn/2c, g(n, k) = Ω
(
log n

k

)
holds trivially. Therefore, we have g(n, k) =

Ω
(
max

{
n1/k/2k, log n

k

})
. J

Suppose a streaming algorithm for Min-Ones 2-SAT uses space O
(
f(k)n1/k−ε) (ε > 0,

a constant) to decide instances (F, k) over n variables. Observe that limn→∞
f(k)n1/k−ε

n1/k/2k = 0
for any function f . Thus, we have the following corollary.

I Corollary 4.6. Let ε > 0 be a number. Any streaming algorithm for Min-Ones 2-SAT
that uses space O

(
f(k)n1/k−ε) must make at least k + 1 passes over its input.

The preceding corollary shows that the algorithm of Theorem 2.9, which makes k + 1
passes over (F, k), is the best possible inasmuch as the number of passes is concerned. We now
exhibit two lower bounds on the space complexity of Min-Ones 2-SAT using Communication
Complexity similar to those in Lemma 4.3, which apply to Min-Ones d-SAT even when
d = 1.

I Theorem 4.7. There are no 1-pass streaming algorithms for Min-Ones d-SAT (d ≥ 1)
that use space f(k)g(n) (f, g : N→ N, computable functions; g = o(n)) on instances (F, k)
with n variables.
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Proof. Observe that any instance (a, b) of INDEX can be encoded as the formula
F =

(∧
a[i]=1 ¬xi

)
∧ (xb). (F, 1) is a NO instance if and only if a[b] = 1. Suppose there is a

1-pass algorithm for Min-Ones d-SAT that uses space f(k)g(n) on n-variable inputs with
parameter k. Alice runs the algorithm on

∧
a[i]=1 ¬xi and passes the algorithm’s memory to

Bob. Bob resumes executing the algorithm on the memory and feeds it the additional clause
xb. Using the output of the algorithm, Bob can determine the value a[b].

It is known that any deterministic 1-pass protocol for INDEX requires Ω(n) bits of
communication (Kushilevitz and Nisan [26], Example 4.19). Because Alice passes the
algorithm’s memory to Bob, the size of this memory must be Ω(n), i.e. f(1)g(n) = Ω(n).
Thus, there are no 1-pass parameterized streaming algorithms for Min-Ones d-SAT (d ≥ 1)
that use space O(f(k)g(n)) with g = o(n). J

The above theorem shows that even in the case where every clause consists of exactly one
literal, it is not possible to solve an instance of Min-Ones d-SAT in a single pass without
using space Ω(n). Unlike Theorem 4.1, the next result holds in cases where p, the number of
passes made by the algorithm, is a more general function of k.

I Theorem 4.8. Any p-pass streaming algorithm for Min-Ones d-SAT (d ≥ 1) requires
space Ω(n/p).

Proof. The claim follows from the fact that instances of DISJ can be encoded as SAT
formulas in which every clause comprises one literal. Consider the formula F =

∧
(CS ∪ CT ),

where CS = {xi | i ∈ S} and CT = {¬xi | i ∈ T}. S ∩ T = ∅ if and only if F is satisfiable.
By standard arguments from Communication Complexity, any p-pass streaming algorithm
for Min-Ones 2-SAT must use space Ω(n/p). J

5 Conclusion

In this work, we have proved a variety of results that together provide a complete picture
of the parameterized streaming complexity of Min-Ones d-SAT. One of the main results
is the streaming algorithm for Min-Ones d-SAT which solves instances (F, k) in (k + 1)
passes using space O

(
(kdck + kd) logn

)
(c > 0, a constant). The matching (k+ 1)-pass lower

bound shows that in terms of the number of passes, this result is the best possible.
It is pertinent to note that such results, i.e. which show a sharp tradeoff between the

space complexity of a parameterized streaming problem and the number of passes allowed,
are quite scarce in the literature. It would be interesting to see which other parameterized
streaming problems exhibit such behaviour.
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A A Brief Introduction to Parameterized Complexity

A parameterized problem Π is a subset of Γ∗ × N, where Γ is a finite alphabet. An
instance of a parameterized problem is a tuple (x, k), where x is a classical problem
instance and k is an integer, which is called the parameter. The framework of parameterized
complexity was originally introduced to deal with NP-hard problems, with the aim to limit
the exponential growth in the running time expression to the parameter alone. A central
notion in parameterized complexity is fixed-parameter tractability (FPT) which means, for a
parameterized problem Π, there is an algorithm that given an instance (x, k), decides whether
or not (x, k) is a YES instance of Π in time f(k) ·p(|x|), where f is a computable function of k
and p is a polynomial in the input size. Another central notion in parameterized complexity
is kernelization, which mathematically captures the efficiency of a data preprocessing. A
typical goal of a kernelization algorithm is to store only “small” amount of information,
which is enough to recover the answer to the original instance. The “smallness” of the stored
information is quantified by the input parameter. Formally, a kernelization algorithm or a
kernel for a parameterized problem Π is given an input (x, k), and the goal is to obtain an
equivalent instance (x′, k′) of Π in polynomial time, such that |x′|+ k′ ≤ g(k). Here, g is
some computable function whose value only depends only on k, and depending on whether it
is a linear, polynomial, or exponential function, the kernel is called a linear, polynomial, or
exponential kernel, respectively. It is well known that a parameterized problem is FPT if and
only if it admits a kernel. Thus, in the literature, the term “kernel” is used for polynomial
kernels (unless stated otherwise). For more details on parameterized complexity, we refer the
reader to the books of Downey and Fellows [8], Flum and Grohe [13], Niedermeier [29], and
the recent book by Cygan et al. [7].

B Missing Proofs from Section 2

Proof of Proposition 2.1
The algorithm Enum-d-HS is given in Algorithm 1. We start by proving the correctness
of the algorithm by induction on k. When k ≤ 0, then the algorithm correctly computes
the set Sk (see Steps 1-6). Let us assume that the algorithm returns the correct output for
all k ≤ t, where t ∈ N. We will now prove that the output of the algorithm is correct for
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Algorithm 1 Enum-d-HS.
Input: A set X , of subsets of size at most d of a universe U , and an integer k.
Output: The (multi)set Sk, of all minimal d-hitting sets of size at most k.

1 if k < 0 or ∅ ∈ X then
2 return ∅; /* no hitting set possible */
3 if k = 0 and there is a non-empty set F ∈ X then
4 return ∅; /* no hitting set possible */
5 if k = 0 or there is no set in X then
6 return {∅}; /* ∅ is a hitting set for ∅ */
7 Set Sk = ∅;
8 Let X = {x1, x2, . . . , xd′} (where d′ ≤ d) be an arbitrary non-empty set in X ;
9 for i = 1 to d′ do

10 Let Xi = {Y ∈ X | xi /∈ Y };
11 Si =Enum-d-HS(Xi, U \ {xi}, k − 1);
12 for each S ∈ Si do
13 Sk = Sk ∪ {S ∪ {xi}};

14 Remove those sets from Sk which are not minimal solutions to (X , U, k);
15 return Sk;

k = t + 1 ≥ 1. If there is no non-empty set in X , then the algorithm returns the correct
output (Steps 1-2 and 5-6). Hereafter, we assume that Steps 1-6 are not executed (otherwise,
we already have the correct output). Also, we have that k ≥ 1 and there is a non-empty
set X = {x1, x2, . . . , xd′} ∈ X . Any d-hitting set must contain at least one element from X.
By induction hypothesis, for each i ∈ [d′], we (correctly) compute the set Si of all minimal
d-hitting sets of size at most k− 1, for the instance (Xi, U \ {xi}, k− 1). Notice that each set
S ∈ Si, intersects each set in Xi and may not intersect X. Moreover, S ∪ {xi} is a d-hitting
set for (X , U, k). From the above discussion (together with the induction hypothesis), we
obtain that Sik = {S ∪ {xi} | S ∈ Si} is a set containing all minimal d-hitting sets containing
xi for (X , U, k). Thus, ∪i∈[d′]Sik is a set containing all minimal d-hitting sets for (X , U, k).
Moreover, by construction we have that Sk = ∪i∈[d′]Sik with non-minimal solutions removed,
is the output returned by the algorithm at Step 17. This concludes the proof of correctness
of the algorithm.

We now move to the running time analysis of the algorithm. Notice that the running
time of the algorithm is given by the recurrence: T (k) = d · T (k − 1) + O(|U |+ |X |+ |Sk|).
Also, the size of Sk is given by the recurrence D(k) = d · D(k − 1), where 0 ≤ D(0) ≤ 1.
Thus, the running time of the algorithm is bounded by O

(
dk‖I‖

)
and |Sk| ∈ O

(
dk
)
. Next,

we move to the analysis of the space used by the algorithm. Notice that at any point of time,
in the recursive procedure, memory is allocated for at most k copies of Enum-d-HS. Hence,
the space required by the algorithm can be bounded by O

(
k‖I‖+ kdkbU

)
. J

Proof of Lemma 2.3
From Proposition 2.2, Pass 1 can compute It = (Xt, Ut, k) after reading all the clauses from
the stream using O

(
kd logn

)
space, and using O

(
kd
)
time after reading a clause from the

stream. Furthermore, |Xt| ∈ O
(
kd
)
, and elements of Ut are represented using logn bits

(by Proposition 2.2 and our assumption that variables of F are x1, x2, . . . , xn). Now using
Enum-d-HS of Proposition 2.1, the algorithm computes S1 using space (in bits) bounded by
O
(
(kd + dk)k logn

)
and time bounded by O

(
dkkd logn

)
. J
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Proof of Observation 2.5
Any minimal satisfying assignment S ∈ S is also a satisfying assignment for F+. From
Observation 2.4 we know that S1 is the set of all minimal satisfying assignments of size at
most k for F+. Hence, it follows that there is S′ ∈ S1, such that S′ ⊆ S. J

B.1 (O
(
dk
)
, O(k))-streaming-FPT Algorithm for Min-Ones-d-SAT

In this section, we design an (O
(
dk
)
,O(k))-streaming-FPT algorithm for Min-Ones-d-

SAT. The algorithm closely follows the standard O
(
dk
)
(n+m)O(1) branching algorithm for

Min-Ones-d-SAT, where n and m are the number of variables and clauses in the input
instance.

Let (F, k) be an instance of Min-Ones-d-SAT. By S, we denote the stream of clauses in
F. We give our (O

(
dk
)
,O(k))-streaming-FPT algorithm Stream-MOS, for Min-Ones-d-SAT

algorithm in Algorithm 2. In the following, we describe various functions of the algorithm
Stream-MOS. We note that each of the functions have access to the stream S and a global
variable called pass-count.

1. The function FinishScan takes no input and returns no output (only updates pass-count).
Its goal is only to read the stream till the end and update pass-count, which stores the
number of passes we have made through S. When we enter this function, the pass number
is updated. If we are already at the end of the stream S, then it exits without doing any
other operation. Otherwise, it read S till the end and exits. The purpose of defining this
function (and maintaining pass-count) is to simplify the analysis of the algorithm.

2. The function TestSatisfiability takes as input a set S, and its objective is to determine
whether or not S satisfies each clause of F. A call to TestSatisfiability, makes a
complete scan through S and we explicitly ensure that whenever it is called, we are at
the beginning of the stream. Whenever we find a clause unsatisfied by S in the stream,
the function calls FinishScan to complete the scanning through remaining clauses of S
and update pass-count, and then it exits after returning 0. In the case when there is no
clause which is not satisfied by S, it makes a call to FinishScan to update pass-count,
and exits after returning 1.

3. The function FindBranchClause takes as input a set S. Its objective is to find a clause C
which cannot be satisfied (by just) setting variables in S to 1. More precisely, it returns
a clause C (if it exists) which satisfies two conditions (to be stated, shortly). Let X and
Y be the sets of variables which appear positively and negatively in C, respectively. It
must hold that Y ⊆ S and X ∩ S = ∅. Notice that for a satisfying assignment S′ for
F, such that S ⊆ S′, it must hold that S′ ∩X 6= ∅. Moreover, as S ∩X = ∅, S′ must
contain at least one more vertex (from X), which is not present in S. We will later see
how we use C to progress our branching procedure. To find C, FindBranchClause makes
a complete scan through S. If it finds a clause C with the desired properties, it makes a
call to FinishScan to complete the scan through S and update pass-count, and then it
exits after returning C. If a clause with the desired properties is not found even when we
reach the end of the stream S, it makes a call to FinishScan to update pass-count, and
then exits after returning ♦ (indicating that a clause with the desired property could not
be found).

4. The function DetectSolution takes as input a set S, and its objective is to determine
whether or not there is a solution for (F, k) which sets each variable in S to 1. This
function is defined because our algorithm is a recursive procedure, and as the algorithm
progresses, we maintain a set of variables that have already been set to 1. We note that at
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Algorithm 2 Algorithm Stream-MOS.

Input: A stream of clauses S for an instance (F, k) of Min-Ones-d-SAT.
1 pass-count=0;
2 Function FinishScan()
3 pass-count = pass-count+1;
4 if at end of the stream S then
5 return;
6 while end of the stream S is not reached do
7 Read the next clause in the stream;
8 return;
9 Function TestSatisfiability(Set S)

10 while end of the stream S is not reached do
11 Read the next clause C in the stream;
12 if C is not satisfied by S then
13 FinishScan();
14 return 0;
15 FinishScan();
16 return 1;
17 Function FindBranchClause(Set S)
18 while end of the stream S is not reached do
19 Read the next clause C in the stream, and let X and Y be the sets of

variables in C appearing positively and negatively, respectively;
20 if Y ⊆ S and S ∩X = ∅ then
21 FinishScan();
22 return C;
23 return ♦;
24 Function DetectSolution(Set S)
25 if S > k then
26 return 0;
27 if TestSatisfiability(S)= 1 then
28 return 1;
29 C = FindBranchClause(S);
30 if C 6= ♦ then
31 if |S| = k then
32 return 0;
33 Let X = {x1, x2, . . . , xd′} (where d′ ≤ d) be the set of variables appearing

positively in C;
34 ans = 0;
35 for i = 1 to d′ do
36 ans = ans ∨ DetectSolution(S ∪ {xi});
37 return ans;
38 return 0;
39 Function MainMOS()
40 res = DetectSolution(∅);
41 return res;
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any point of time we allocate memory only for one such set, and whenever we make calls
to other functions, we send the memory location, instead of a separate copy of the set
itself. At some steps we call other functions with a modified set (with an element added
to S), in this case also we send the memory address after appending the new element
(in the front). The above can be achieved by using appropriate memory pointers. Next,
we describe the working of DetectSolution. If |S| > k, then it (correctly) return 0,
indicating that there is no satisfying assignment of size at most k containing S. Hereafter,
we assume that |S| ≤ k. Now the function checks if S is a satisfying assignment for F,
by making a call to TestSatisfiability with (memory location of) S as the argument.
If TestSatisfiability(S) returns 1, then the function exits after (correctly) returning
1. Otherwise, it makes a call to FindBranchClause with (memory location of) S as the
argument, and stores the output of it in C. Next, it considers the case when C 6= ♦. Let
X and Y be the sets of variables appearing positively and negatively in C, respectively. By
the properties of the clauses returned by FindBranchClause, we know that X∩S = ∅ and
Y ⊆ S. Thus, for any satisfying assignment S′ for F with S ⊆ S′, S′ ∩X 6= ∅ must hold.
As X ∩S = ∅, S′ must contain at least one vertex from X and this vertex does not belong
to S. If |S| = k, then there cannot be a satisfying assignment of size at most k containing
S, as otherwise, it will not satisfy C. Thus, in the above case, the function correctly
returns 0, and exits. Next, the function deals with the case when |S| < k. For any x ∈ X,
it checks if there is a satisfying assignment for F of size at most k containing S ∪ {x}.
This is done by making a recursive call to DetectSolution with (the memory location of)
S ∪{x} as the argument. If for any x ∈ X, DetectSolution(S ∪{x}) returns 1, then the
function exits after (correctly) returning 1. If for no x ∈ X, DetectSolution(S ∪ {x})
returns 1, then the function exits after (correctly) returning 0. If none of the above
statements could be used to return an answer, then the algorithm returns 0 and exits.

5. The function MainMOS is the main function of the algorithm, where the algorithm begins
its execution. The objective of MainMOS is to return 1 if (F, k) is a yes-instance of
Min-Ones-d-SAT and return 0, otherwise. Thus, we have only statement, namely,
DetectSolution(∅) in this function. The correctness of this function follows from the
correctness of DetectSolution.

Next, we state a lemma regarding Stream-MOS, which will be used to establish the main
theorem of this section.

I Lemma B.1. Stream-MOS correctly resolves an instance Min-Ones-d-SAT (presented as
a stream S, of clauses). Moreover, it uses space bounded by O(k logn) and makes at most
O
(
dk
)
passes over S.

Proof. The correctness of Stream-MOS is immediate from the correctness of each of its
functions (which is apparent from their respective descriptions). We now bound the space
used by the algorithm and the number of passes it makes over S. The space bounds follows
from the facts that at any point of the time, we have at most O(k) active instances of
DetectSolution and whenever we pass a set as an argument to a function, its memory is
passed, rather than a copy of the set itself. To bound the number of passes that the algorithm
makes over S, it is enough to bound pass-count. Recall that pass-count is updated only when
TestSatisfiability or FindBranchClause is called by DetectSolution. In the above, the
pass-count is updated by TestSatisfiability or FindBranchClause by making a call to
FinishScan, which increments pass-count exactly by 1. Observe that the total number of
(recursive) calls to TestSatisfiability or FindBranchClause, made by DetectSolution
is bounded by O

(
dk
)
. Thus, pass-count is bounded by O

(
dk
)
. This concludes the proof. J

The proof of Theorem 2.10 follows from Lemma B.1.
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C Missing Proofs from Section 3

Proof of Observation 3.1
Consider i ∈ [k] and v ∈ V1, such that |Pv(i)| = |Pv(i+ 1)|. Let ` ∈ {i+ 2, i+ 3 . . . , k+ 1} be
the lowest integer such that |Pv(`)| 6= |Pv(i)| (if such an ` does not exist, the claim trivially
holds). Since |Pv(` − 1)| = |Pv(i)| and |Pv(`)| 6= |Pv(i)|, there is a non-monotone clause
Q = (x∨¬y), such that y ∈ Pv(`− 1) and x /∈ Pv(`− 1). But we also encountered C in pass
(`− 1), and Pv should have been modified, which is a contradiction. J

Proof of Lemma 3.4
From Lemma 3.3, it is enough to show that (F′, k) is a yes-instance of Min-Ones-2-SAT if
and only if (F̃, k) is a yes-instance of Min-Ones 2-SAT.

The forward direction follows from the fact that each clause in F′ is also a clause in
F̃. In the backward direction, let S be a solution to Min-Ones 2-SAT in (F̃, k). Notice
that S satisfies all monotone and non-monotone clauses of F′. For an anti-monotone clause
C = (¬x ∨ ¬y), if at least one of x or y is not in V2, say x /∈ V2, then x /∈ S (since S ⊆ V2).
Otherwise, x, y ∈ V2, and then C is also a clause in F̃. Thus, C is satisfied by S. J

D Streaming FPT Algorithm for IP2

In this section, we consider a restriction of the integer programming problem, IP2 (defined
below). We show how to convert an instance of IP2 to an instance of Min-Ones 2-SAT
under parameterized streaming constraints, using the approach of Hochbaum et al. [21]. This
allows us to use the algorithms for Min-Ones 2-SAT to solve IP2. We consider integer
programs on n variables and m constraints that have the following form.

Minimize
n∑
j=1

wjxj , subject to

aixpi + bixqi ≥ ci, (i ∈ [m], pi, qi ∈ [n]),
0 ≤ xj ≤ uj , (j ∈ [n]), and
xj ∈ {0, 1}, (j ∈ [n]).

where the coefficients appearing in the constraints are integers, and for all j ∈ [n], wj ∈ N.
Such integer programs (hereafter called bounded integer programs) were considered by

Hochbaum et al. [21], who showed that by applying a transformation to the variables of
the program, the problem of finding a feasible solution becomes equivalent to 2-SAT. We
consider the following problem.

IP2
Input: A bounded-IP P, where we want to minimize

∑n
j=1 wjxj , subject to aixpi+bixqi ≥

ci, for i ∈ [m] and 0 ≤ xj ≤ uj , for j ∈ [n], and an integer k ∈ N.
Question: Is there a is feasible solution for P, such that

∑n
j=1 wjxj ≤ k?

Let (P, k) be an instance of bounded-IP, where P is provided as a stream of wi, for i ∈ [n],
followed by the constraints. As a constraint arrives, we show how we create 2-CNF clauses
for it. This will give us an instance of (F, k), such that (P, k) is a yes-instance of IP2 if and
only if (F, k) is a yes-instance of Min-Ones-2-SAT. We note that both the construction
and the equivalence of the instances follows from [21], therefore, we only briefly explain the
construction of F.
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We use the approach described in Section 4 of [21] to construct F. Consider the variable
constraint 0 ≤ xp ≤ up, for p ∈ [n]. By replacing xp with up binary variables xp,l (l ∈ [up]) and
introducing the constraints xp,l ≥ xp,l+1 (l ∈ [up− 1]), we obtain an injective correspondence
between xp and (xp,1, . . . , xp,ui): xp =

∑up
l=1 xp,l. To model these constraints, we add the

clause (xp,l ∨ ¬xp,l+1) to F, for each l ∈ [up − 1].
Let aixp + bixq ≥ ci be a constraint. We only state the case where ap, bq > 0 (for more

details, see [21]). For i ∈ [m] and l ∈ {0, . . . , up}, let αi,l = d(ci − lai)/bie−1. The constraint
can be expressed by adding the clauses to F as follows.(

xp,l+1 ∨ xq,αk,l+1

)
, for every l ∈ {0, . . . up − 1} with 0 ≤ αi,l < uq.

xp,l+1, for every l ∈ {0, . . . , up − 1} with αk,l ≥ uq.
xq,αi,l for l = up with αk,up ≥ 0.

Next, we state how weights (and the function to be minimized) are encoded. Note
that the weights appearing in the objective function are nonnegative integers. Let xp be a
variable with wp > 1. To express the effect of setting xp to 1 on the objective function, we
introduce wp − 1 additional variables yp,1, . . . , yp,wi−1 and the clauses (¬xp ∨ yp,j) to F, for
all j ∈ [wi − 1].

Producing the clauses as a stream. Under the reasonable assumption that the clauses
of P can each be stored in working memory, i.e. in O(f(k) logn) bits of space, and by
the construction of F, it is easy to see that as a constraint of P arrives, we can construct
the of corresponding clauses for that constraint in space bounded by O(g(k) logn). The
above discussions together with the algorithms of Section 2 and B.1, implies the proof of
Theorem 2.11.
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1 Introduction

Koutis and Williams [13, 22, 14] introduced and studied two algorithmic problems on
arithmetic circuits. Given as input an arithmetic circuit C of poly(n) size computing a
polynomial f ∈ F[x1, x2, . . . , xn], the (k,n)-MLC problem is to compute the sum of the
coefficients of all degree-k multilinear monomials in the polynomial f , and the k-MMD
problem is to test if f has a nonzero degree-k multilinear monomial.

These problems are natural generalizations of the well-studied k-path detection and
counting problems in a given graph [13] as well as several other combinatorial problems like
k-Tree, t-Dominating Set, m-Dimensional k-Matching [14], well-studied in the parameterized
complexity, reduce to these problems. In fact, the first randomized FPT algorithms for the
decision version of these combinatorial problems were obtained from an O∗(2k) 1 algorithm
for k-MMD for monotone circuits using group algebras [13, 22, 14]. Recently, Brand et al.
[8] have given the first randomized FPT algorithm for k-MMD for general circuits that runs
in time O∗(4.32k). Their method is based on exterior algebra and color coding [1].

In general, the exact counting versions of these problems are #W[1]-hard. For these
counting problems, improvements to the trivial O∗(nk) time exhaustive search algorithm are
known only in some cases (like counting k-paths) [6]. Since an improvement for (k,n)-MLC
over exhaustive search will yield faster exact counting algorithms for all these problems,
Koutis and Williams [14] pose this as an interesting open problem. They give an algorithm
of run time O∗(nk/2) to compute the parity of the sum of coefficients of degree-k multilinear
monomials.

The techniques based on group algebra [13, 14] and exterior algebra [8] can be broadly
classified asmultilinear algebra techniques. We give a new approach to the k-MMD, (k,n)-MLC
problems, and related problems. Our algorithm is based on computing the Hadamard product
of polynomials. The Hadamard product (also known as Schur product) generally refers to
Hadamard product of matrices and is used in matrix analysis. We consider the Hadamard
product of polynomials (e.g., see [3]). Given polynomials f, g ∈ F[X], their Hadamard
product is defined as f ◦ g =

∑
m([m]f · [m]g)m, where [m]f denotes the coefficient of

monomial m in f .
The Hadamard product is a useful tool in noncommutative computation [3, 5]. A contribu-

tion of the present paper is to develop an efficient way to implement Hadamard product in the
commutative setting which is useful for designing FPT and exact algorithms. As mentioned
above, the Hadamard product has been useful in arithmetic circuit complexity results, e.g.,
showing hardness of the noncommutative determinant [5]. Transferring techniques from
circuit complexity to algorithm design is an exciting area of research. We refer the reader to
the survey article of Williams [21], see also [23].

This paper. We apply the Hadamard product of polynomials in the setting of commutative
computation. This is achieved by combining earlier ideas [3, 5] with a symmetrization trick
shown in Section 2. We then use it to design efficient algorithms for (k,n)-MLC, k-MMD and
related problems.

Consider the elementary symmetric polynomial Sn,k of degree k over the n variables
x1, x2, . . . , xn. By definition, Sn,k is the sum of all the degree-k multilinear monomials.
Computing the Hadamard product of Sn,k and a polynomial f sieves out precisely the
degree-k multilinear part of f . This connection with the symmetric polynomial gives the
following result.

1 The O∗ notation suppresses polynomial factors.
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I Theorem 1. The (k,n)-MLC problem for any arithmetic circuit C of poly(n) size, has a
deterministic O∗(nk/2+c log k) time algorithm where c is a constant.

The field F could be any field where the field operations can be efficiently computable.
The above run time O∗(nk/2+c log k) (where c is a constant) beats the naive O∗(nk) bound,
answering the question asked by Koutis and Williams [14].

An ingredient of the proof is a result in [5] that allows us to efficiently compute the
Hadamard product of a noncommutative algebraic branching program (ABP) with a non-
commutative polynomial f , even with only black-box access to f that allows evaluating
f on matrix-valued inputs. The other ingredient is an algorithm of Björklund et al. [7]
for evaluating rectangular permanent over noncommutative rings, that can be viewed as
an algorithm for evaluating S∗n,k (a symmetrized noncommutative version of Sn,k) over
matrices. Now, applying the routine conversion of a commutative circuit to an ABP, which
incurs only a quasi-polynomial blow-up, we get a faster algorithm for (k,n)-MLC of gen-
eral circuits. As applications of Theorem 1 we obtain improved counting algorithms for
k-Tree, t-Dominating Set, and m-Dimensional k-Matching.

The next algorithmic result we obtain is the following.

I Theorem 2. The k-MMD problem for any arithmetic circuit C of poly(n) size, has a
randomized O∗(4.32k) time and polynomial space-bounded algorithm.

Again, the field F could be any field where the field operation can be efficiently computable.
We briefly sketch the proof idea. Suppose that C is the input arithmetic circuit computing
a homogeneous polynomial f of degree k. We essentially show that k-MMD is reducible to
checking if the Hadamard product f ◦ C ′ is nonzero for some circuit C ′ from a collection
of homogeneous degree-k depth two circuits. This collection of depth two circuits arises
from the application of color coding [1]. Furthermore, the commutative Hadamard product
f ◦ C ′ turns out to be computable in O∗(2k) time by a symmetrization trick combined with
Ryser’s formula for the permanent. The overall running time (because of trying several
choices for C ′) turns out to be O∗(4.32k). Finally, checking if f ◦C ′ is nonzero reduces to an
instance of polynomial identity testing which can be solved in randomized polynomial time
using Demillo-Lipton-Schwartz-Zippel Lemma [9, 24, 18]. The technique based on Hadamard
product seems to be quite different than the exterior algebra based technique. Another
difference is that, our algorithm uses poly(n, k) space whereas the algorithm in [8] takes
exponential space.

Next, we state the results showing fast deterministic algorithms for depth-three circuits.
We use the notation Σ[s]Π[k]Σ to denote depth three circuits of top Σ gate fan-in s and the
Π gates compute the product of k homogeneous linear forms over X.

I Theorem 3. Given any homogeneous depth three Σ[s]Π[k]Σ circuit of degree k, the
(k,n)-MLC problem can be solved in deterministic O∗(2k) time. Over Z, the k-MMD problem
can be solved in deterministic O∗(4k) time. Over finite fields, k-MMD problem can be solved
in deterministic ekkO(log k)(2ck + 2k) · poly(n, k, s) time, where c ≤ 5.

Here the key observation is that we can efficiently compute the commutative Hadamard
product of a depth three circuit with any circuit. It is well-known that the elementary
symmetric polynomial Sn,k can be computed using an algebraic branching program of size
poly(n, k).

We compute the Hadamard product of the given depth three circuit with that homogeneous
branching program for Sn,k, and check whether the resulting depth three circuit is identically
zero or not. The same idea yields the algorithm to compute the sum of the coefficients of the
multilinear terms as well.

FSTTCS 2019
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Related Work. Soon after the first version of our paper [2] appeared in ArXiv, an inde-
pendent work [16, v1] 2 also considers the k-MMD and (k,n)-MLC problems. The main
ingredient of [16] is the application of a nontrivial Waring decomposition over rationals of
symmetric polynomials [15] which does not have any known analogue for small finite fields.
The algorithms obtained for k-MMD and (k,n)-MLC are faster ( O∗(4.08k) time for k-MMD
and O∗(nk/2) for (k,n)-MLC). In comparison, our algorithms also work for all finite fields.
As already mentioned, the algorithm of Koutis and Williams [14] for (k,n)-MLC works over
F2 and the run time is O∗(nk/2). In this sense, our algorithm for (k,n)-MLC can also be
viewed as a generalization that does not depend on the characteristic of the ground field. It
is to be noted that, over fields of small characteristic a Waring decomposition of the input
polynomial may not be available. For example, over F2 the polynomial xy has no Waring
decomposition.

Organization. The paper is organized as follows. In Section 2 we explain the Hadamard
product framework. The proof of Theorem 1 and its consequences are given in Section 3.
Section 4 contains the the proof of Theorem 2. The proof of Theorem 3 can be found in the
full version in ArXiv.

2 Hadamard Product Framework

Computing the Hadamard product of two commutative polynomials is, in general, compu-
tationally hard. This can be observed from the fact that the Hadamard product of the
determinant polynomial with itself is the permanent polynomial. Nevertheless, we develop
a method for some special cases, that is efficient with degree k as the fixed parameter, for
computing the scaled Hadamard product of commutative polynomials.

I Definition 4. The scaled Hadamard product of polynomials f, g ∈ F[X] is defined as

f ◦s g =
∑
m

(m! · [m]f · [m]g) m,

where for monomial m = xe1
i1
xe2
i2
. . . xerir we define m! = e1! · e2! · · · er!.

Computing the scaled Hadamard product is key to our algorithmic results for k-MMD
and (k,n)-MLC. Broadly, it works as follows: we transform polynomials f and g to suitable
noncommutative polynomials. We compute their (noncommutative) Hadamard product
efficiently [3, 5], and we finally recover the scaled commutative Hadamard product f ◦s g (or
evaluate it at a desired point ~a ∈ Fn).

Suppose f ∈ F[x1, x2, . . . , xn] is a homogeneous degree-k polynomial given by a circuit
C. We can define its noncommutative version Cnc which computes the noncommutative
homogeneous degree-k polynomial f̂ ∈ F〈y1, y2, . . . , yn〉 as follows.

I Definition 5. Given a commutative circuit C computing a polynomial in F[x1, x2, ..., xn],
the noncommutative version of C, Cnc is the noncommutative circuit obtained from C by fixing
an ordering of the inputs to each product gate in C and replacing xi by the noncommuting
variable yi : 1 ≤ i ≤ n.

2 See the final version [16] to be appeared in FOCS 2019.
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Let Xk denote the set of all degree-k monomials over X. As usual, Y k denotes all degree-k
noncommutative monomials (i.e., words) over Y . Each monomial m ∈ Xk can appear as
different noncommutative monomials m̂ in f̂ . We use the notation m̂→ m to denote that
m̂ ∈ Y k will be transformed to m ∈ Xk by substituting xi for yi, 1 ≤ i ≤ n. Then, we
observe the following, [m]f =

∑
m̂→m[m̂]f̂ .

The noncommutative circuit Cnc is not directly useful for computing Hadamard product.
However, the following symmetrization helps. We first explain how permutations σ ∈ Sk act
on the set Y k of degree-k monomials (and hence, by linearity, act on homogeneous degree k
polynomials).

For each monomial m̂ = yi1yi2 · · · yik , the permutation σ ∈ Sk maps m̂ to the monomial
m̂σ defined as m̂σ = yiσ(1)yiσ(2) · · · yiσ(k) . By linearity, f̂ =

∑
m̂∈Y k [m̂]f̂ · m̂ is mapped by σ

to the polynomial, f̂σ =
∑
m̂∈Y k [m̂]f̂ · m̂σ.

The symmetrized polynomial of f , f∗, is degree-k homogeneous polynomial f∗ =∑
σ∈Sk f̂

σ. We now explain the use of symmetrization in computing the scaled Hadam-
ard product f ◦s g.

I Proposition 6. For a homogeneous degree-k commutative polynomial f ∈ F[X] given by
circuit C, and its noncommutative version Cnc computing polynomial f̂ ∈ F〈Y 〉, consider the
symmetrized noncommutative polynomial f∗ =

∑
σ∈Sk f̂

σ. Then for each monomial m ∈ Xk

and each word m′ ∈ Y k such that m′ → m, we have: [m′]f∗ = m! · [m]f.

Proof. Let f =
∑
m[m]f ·m and f̂ =

∑
m̂[m̂]f̂ · m̂. Notice that [m]f =

∑
m̂→m[m̂]f̂ . Now,

we write f∗ =
∑
m′ [m′]f∗ ·m′. The group Sk acts on Y k (degree k words in Y ) by permuting

the positions. Suppose m = xe1
i1
· · ·xeqiq is a type e = (e1, . . . , eq) degree k monomial over

X and m′ → m. Then, by the Orbit-Stabilizer lemma the orbit Om′ of m′ has size k!
m! . It

follows that

[m′]f∗ =
∑

m̂∈Om′

m! · [m̂]f̂ = m!
∑
m̂→m

[m̂]f̂ = m! · [m]f.

It is important to note that for some m̂ ∈ Y k such that m̂→ m, even if [m̂]f̂ = 0 then also
[m̂]f∗ = m! · [m]f . J

Next, we show how to use Proposition 6 to compute scaled Hadamard product in
the commutative setting via noncommutative Hadamard product. We note that given a
commutative circuit C computing f , the noncommutative polynomial f̂ depends on the
circuit structure of C. However, f∗ depends only on the polynomial f .

I Lemma 7. Let C be a circuit for a homogeneous degree-k polynomial g ∈ F[X]. For any
homogeneous degree-k polynomial f ∈ F[X], to compute a circuit for f ◦s g efficiently, it
suffices to compute a circuit for f∗ ◦ ĝ efficiently where ĝ is the polynomial computed by the
noncommutative circuit Cnc. Moreover, given any point ~a ∈ Fn, (f ◦s g)(~a) = (f∗ ◦ ĝ)(~a).

Proof. We write f =
∑
m[m]f · m and g =

∑
m′ [m′]g · m′, and notice that f ◦s g =∑

mm! · [m]f · [m]g ·m.
Suppose the polynomial computed by Cnc is ĝ(Y ) =

∑
m∈Xk

∑
m̂→m[m̂]ĝ · m̂. By Pro-

position 6, the noncommutative polynomial f∗(Y ) =
∑
m∈Xk

∑
m̂→mm! · [m]f · m̂. Hence,

(f∗ ◦ ĝ)(Y ) =
∑
m∈Xk

∑
m̂→m

m! · [m]f · [m̂]g · m̂ =
∑
m∈Xk

m! · [m]f
∑
m̂→m

[m̂]g · m̂.
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Therefore, using any commutative substitution (i.e. by substituting the Y variables by X
variables), we get back a commutative circuit for f ◦s g. Moreover, given a point ~a ∈ Fn,

(f∗ ◦ ĝ)(~a) =
∑
m∈Xk

m! · [m]f
∑
m̂→m

[m̂]g · m̂(~a) =
∑
m∈Xk

m! · [m]f ·m(~a)
∑
m̂→m

[m̂]g.

From the definition, [m]g =
∑
m̂→m m̂[ĝ]. Hence, (f∗ ◦ ĝ)(~a) =

∑
m∈Xk m! · [m]f ·m(~a)[m]g =

(f ◦s g)(~a). J

3 The Sum of Coefficients of Multilinear Monomials

In this section we prove Theorem 1. As already sketched in Section 1, the main conceptual
step is to apply the symmetrization trick to reduce the (k,n)-MLC problem to evaluating
rectangular permanent over a suitable matrix ring. Then we use a result of [7] to solve the
instance of rectangular permanent evaluation problem. As corollaries of our technique, we
improve the running time of exact counting of several combinatorial problems studied in [14].

Before we prove the theorem, let us recall the definition of an ABP. An algebraic branching
program (ABP) is a directed acyclic graph with one in-degree-0 vertex called source, and
one out-degree-0 vertex called sink. The vertex set of the graph is partitioned into layers
0, 1, . . . , `, with directed edges only between adjacent layers (i to i+ 1). The source and the
sink are at layers zero and ` respectively. Each edge is labeled by a linear form over variables
x1, x2, . . . , xn. The polynomial computed by the ABP is the sum over all source-to-sink
directed paths of the product of linear forms that label the edges of the path. An ABP is
homogeneous if all edge labels are homogeneous linear forms. ABPs can be defined in both
commutative and noncommutative settings. Equivalently, a homogeneous ABP of width
w computing a degree-k polynomial over X can be thought of as the (1, w)th entry of the
product of w×w matrices M1 · · ·Mk where entries of each Mi are homogeneous linear forms
over X. By [xj ]Mi, we denote the w × w matrix over F, such that (p, q)th entry of the
matrix,([xj ]Mi)(p, q) = [xj ](Mi(p, q)), the coefficient of xj in the linear form of the (p, q)th
entry of Mi.

We now define the permanent of a rectangular matrix. The permanent of a rectangular
k×n matrix A = (aij), with k ≤ n is defined as rPer(A) =

∑
σ∈Ik,n

∏k
i=1 ai,σ(i) where Ik,n is

the set of all injections from [k] to [n]. Also, we define the noncommutative polynomial S∗n,k
as S∗n,k(y1, y2, . . . , yn) =

∑
T⊆[n],|T |=k

∑
σ∈Sk

∏
i∈T yσ(i) which is the symmetrized version

of the elementary symmetric polynomial Sn,k as defined in Proposition 6. Given a set of
matrices M1, . . . ,Mn define the rectangular matrix A = (ai,j)i∈[k],j∈[n] such that ai,j = Mj .
Now we make the following crucial observation.

I Observation 8.

S∗n,k(M1, . . . ,Mn) = rPer(A).

We use a result from [7], that shows that over any ring R, the permanent of a rectangular
k × n matrix can be evaluated using O∗(k

(
n
↓k/2

)
) ring operations. In particular, if R is a

matrix ring Ms(F), the algorithm runs in time O(k
(
n
↓k/2

)
poly(n, s)). Now we are ready to

prove Theorem 1.

Proof. Let us first proof a special case of the theorem when the polynomial f is given by
an ABP B of width s. Notice that, we can compute the sum of the coefficients of the
degree-k multilinear terms by evaluating (f ◦ Sn,k)(~1). Now to compute the Hadamard
product efficiently, we transfer the problem to the noncommutative domain. Let Bnc defines
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the noncommutative version of the commutative ABP B computing the polynomial f . From
Lemma 7, it suffices to compute (Bnc ◦ S∗n,k)(~1). Now, the following lemma reduces this to
evaluating S∗n,k over matrix ring. We recall the following result from [5].

I Lemma 9 (Theorem 2 of [4]). Let f be a homogeneous degree-k noncommutative polynomial
in F〈Y 〉 and B be an ABP of width w computing a homogeneous degree-k polynomial
g = (M1 · · ·Mk)(1, w) in F〈Y 〉. Then (f ◦ g)(~1) = (f(AB1 , . . . , ABn ))(1, (k + 1)w) where for
each i ∈ [n], ABi is the following (k + 1)w × (k + 1)w block superdiagonal matrix,

ABi =


0 [yi]M1 0 . . . 0
0 0 [yi]M2 . . . 0
...

...
. . . . . .

...
0 0 0 . . . [yi]Mk

0 0 0 . . . 0

 .

To see the proof, for any monomial m = yi1yi2 · · · yik ∈ Y k,

(ABi1A
B
i2 · · ·A

B
ik

)(1, (k + 1)w) = ([yi1 ]M1 · [yi2 ]M2 · · · [yik ]Mk)(1, w) = [m]g,

from the definition. Hence, we have,

f(AB1 , AB2 , . . . , ABn )(1, (k + 1)w) =
∑
m∈Y k

[m]f ·m(ABi1 , A
B
i2 , . . . , A

B
ik

)(1, (k + 1)w)

=
∑
m∈Y k

[m]f · [m]g.

Now, we construct a k × n rectangular matrix A = (ai,j)i∈[k],j∈[n] from the given ABP
Bnc setting ai,j = AB

nc

j as defined. Using Observation 8, we now have,

rPer(A)(1, (k+1)s) = S∗n,k(AB
nc

1 , . . . , AB
nc

n )(1, (k+1)s) = (S∗n,k ◦Bnc)(~1) = (Sn,k ◦sB)(~1).

Hence combining the algorithm of Björklund et al. for evaluating rectangular permanent
over noncommutative ring [7] with Lemma 9, we can evaluate the sum of the coefficients
deterministically in time O(k

(
n
↓k/2

)
poly(s, n)).

Now, we are ready to prove the general case. It uses the following standard transformation
from circuit to ABP [20, 19] and reduces the problem to the ABP case again. Given an
arithmetic circuit of size s′ computing a polynomial f of degree k, f can also be computed
by a homogeneous ABP of size s′O(log k). Hence given a polynomial f by a poly(n) sized
circuit, we first get a circuit of poly(n) size for degree-k part of f using standard method of
homogenization [19]. Then we convert the circuit to a homogeneous ABP of size nO(log k).
Then, we apply the first part of the proof on the newly constructed ABP. Notice that the
entire computation can be done in deterministic O∗(nk/2+c log k) for some constant c. J

Some Applications
As immediate consequence of Theorem 1, we improve the counting complexity of several
combinatorial problems studied in [14]. To the best of our knowledge, nothing better than
the trivial exhaustive search algorithm were known for the counting version of these problems.
We start with the k-Tree problem.

I Corollary 10. Given a tree T of k nodes and a graph G of n nodes, we can count the
number of (not necessarily induced) copies of T in G in deterministic O∗(

(
n
↓k/2

)
) time.
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Proof. Let us define Q =
∑
j∈V (T ),i∈V (G) CT,i,j , following [14] where if |V (T )| = 1, we define

CT,i,j = xj and if |V (T )| > 1, let Ti,1, . . . , Ti,` be the connected subtrees of T remaining
after nodei is removed from T . For each t ∈ [`], let ni,t ∈ [k] be the (unique) node in Ti,t
that is a neighbour of i in T , then we define

CT,i,j =
∏̀
t=1

 ∑
j′:(j,j′)∈E(G)

xj · CTi,t,ni,t,j′

 .

By the result of [14], it is known that to solve the k-Tree problem it is sufficient to count
the number of multilinear terms in Q. Following Theorem 1, it suffices to show that Q has
a poly(n, k) sized ABP. It is enough to show that CT,i,j has a poly(n, k) sized ABP and
the ABP for Q follows easily. We construct an ABP for each C(T, i, j) of size poly(n, k)
by induction on size of T . Suppose CT,i,j has such small ABP for |V (T )| ≤ p. Then, for
V (T ) = p + 1, it is clear from the definition that C(T, i, j) will also have a small ABP.
Therefore, the polynomial Q will also have an ABP of size poly(n, k). J

The second application is for t-Dominating Set problem.

I Corollary 11. Given a graph G = (V,E), we can count the number of sets S of size k that
dominates at least t nodes in G in O∗(

(
n
↓t/2
)
) deterministic time.

Proof. Following [14], define

P (X, z) =

∑
i∈V

(1 + zxi)
∏

j:(i,j)∈E

(1 + zxj)

k

.

We inspect [zt]P (X, z) which is a homogeneous degree t polynomial over X, call it Q(X).
As P (X, z) has a small ABP of poly(n, k) size substituing z by any scalar, we obtain an
ABP of size poly(n, k) for Q(X) also by interpolation. Then, we use the standard method to
homogenize the ABP and apply Theorem 1 to count the number of multilinear terms. This
is sufficient to solve the problem by the result of [14]. J

The final application is regarding m-Dimensional k-Matching problem.

I Corollary 12. Given mutually disjoint sets Ui, i ∈ [m], and a collection C of m-tuples from
U1 × · · · ×Um , we can count the number of sub-collection of k mutually disjoint m-tuples in
C in deterministic O∗(

(
n

↓(m−1)k/2
)
) time.

Proof. Following [14] , encode each element u in U = ∪mi=2Ui by a variable xu ∈ X. Encode
each m-tuple t = (u1, . . . , um) ∈ C ⊆ U1 × · · · × Um by the monomial Mt =

∏m
i=2 xui .

Assume U1 = {u1,1, . . . , u1,n}, and let Tj ⊆ C denote the subset of m-tuples whose first
coordinate is u1,j . Consider the polynomial

P (X, z) =
n∏
j=1

1 +
∑
t∈Tj

(z ·Mt)

 .

Clearly, P (X, z) has an ABP of size poly(n,m). Let Q(X) = [zk]P (X, z), we can obtain a
small ABP of size poly(n,m, k) for Q(X) by interpolation. Now, we homogenize the ABP
and apply Theorem 1 to count the number of multilinear terms which is sufficient by the
result of [14]. J
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Hardness for Computing Rectangular Permanent over any Ring
In [7], it is shown that a k × n rectangular permanent can be evaluated over commutative
rings and commutative semirings in O(h(k) · poly(n, k)) time for some computable function
h . In other words, the problem is in FPT parameterized by the number of rows. An
interesting question is to ask whether one can get any FPT algorithm when the entries are
from noncommutative rings (in particular, matrix rings). We prove that such an algorithm is
unlikely to exist. We show that counting the number of k-paths in a graph G, a well-known
#W[1]-complete problem, reduces to this problem. So, unless ETH fails we do not have such
an algorithm [10].

I Theorem 13. Given a k × n matrix X with entries Xij ∈ Mt×t(Q), computing the
rectangular permanent of X is #W[1]-hard with k as the parameter where t = (k+ 1)n under
polynomial time many-one reductions.

Proof. If we have an algorithm to compute the permanent of a k × n matrix over noncom-
mutative rings which is FPT in parameter k, that yields an algorithm which is FPT in
k for evaluating the polynomial S∗n,k on matrix inputs. This follows from Observation 8.
Now, given a graph G we can compute a homogeneous ABP of width n and k layers for the
graph polynomial CG defined as follows. Let G(V,E) be a directed graph with n vertices
where V (G) = {v1, v2, . . . , vn}. A k-walk is a sequence of k vertices vi1 , vi2 , . . . , vik where
(vij , vij+1) ∈ E for each 1 ≤ j ≤ k− 1. A k-path is a k-walk where no vertex is repeated. Let
A be the adjacency matrix of G, and let y1, y2, . . . , yn be noncommuting variables. Define
an n× n matrix B

B[i, j] = A[i, j] · yi, 1 ≤ i, j ≤ n.

Let ~1 denote the all 1’s vector of length n. Let ~y be the length n vector defined by ~y[i] = yi.
The graph polynomial CG ∈ F〈Y 〉 is defined as

CG(Y ) = ~1T ·Bk−1 · ~y.

Let W be the set of all k-walks in G. The following observation is folklore.

I Observation 14.

CG(Y ) =
∑

vi1vi2 ...vik∈W
yi1yi2 · · · yik .

Hence, G contains a k-path if and only if the graph polynomial CG contains a multilinear term.

Clearly the number of k-paths in G is equal to (CG ◦ Sn,k)(~1). By Lemma 7, we know
that it suffices to compute (CGnc ◦S∗n,k)(~1). We construct kn× kn matrices A1, . . . , An from
the ABP of CGnc following Lemma 9. Then from Lemma 9, we know that (CGnc ◦S∗n,k)(~1) =
S∗n,k(A1, . . . , An)(1, t) where t = (k + 1)n. So if we have an algorithm which is FPT in k for
evaluating S∗n,k over matrix inputs, we also get an algorithm to count the number of k-paths
in G in FPT(k) time. J

4 Multilinear Monomial Detection

In this section, we prove Theorem 2. Apart from being a new technique, the Hadamard
product based algorithm runs in polynomial space and does not depend on the characteristic
of the ground field. This is in contrast with the exterior algebra based approach [8] and
Waring rank based approach [16].

We first recall that the Hadamard product of a noncommutative circuit and a noncom-
mutative ABP can be computed efficiently. The proof is similar to the proof of Lemma 9.
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I Lemma 15 (Corollary 4 of [5]). Given a homogeneous noncommutative circuit of size
S′ for f ∈ F〈y1, y2, . . . , yn〉 and a homogeneous noncommutative ABP of size S for g ∈
F〈y1, y2, . . . , yn〉, we can compute a noncommutative circuit of size O(S3S′) for f ◦ g in
deterministic S3S′ · poly(n, k) time where k is the degree upper bound for f and g.

Now we give an algorithm for computing the Hadamard product for a special case in the
commutative setting. Any depth two Π[k]Σ circuit computes the product of k homogeneous
linear forms over the input set of variables X.

I Lemma 16. Given an arithmetic circuit C of size s computing g ∈ F[X], and a homogeneous
Π[k]Σ circuit computing f ∈ F[X], and any point ~a ∈ Fn, we can evaluate (f ◦s g)(~a) in
O∗(2k) time and in polynomial space.

Proof. By standard homogenization technique [19] we can extract the homogeneous degree-
k component of C and thus we can assume that C computes a homogeneous degree-k
polynomial. Write f =

∏k
j=1 Lj , for homogeneous linear forms Lj . The corresponding

noncommutative polynomial f̂ is defined by the natural order of the j indices (and replacing
xi by yi for each i).

B Claim 17. The noncommutative polynomial f∗ has a (noncommutative) Σ[2k]Π[k]Σ circuit,
which we can write as f∗ =

∑2k
i=1 Ci, where each Ci is a (noncommutative) Π[k]Σ circuit.

Before we prove the claim, we show that it easily yields the desired algorithm: First we
notice that

Cnc ◦ f∗ =
2k∑
i=1

Cnc ◦ Ci.

Now, by Lemma 15, we can compute in poly(n, s, k) time a poly(n, s, k) size circuit for the
(noncommutative) Hadamard product Cnc ◦ Ci. As argued in the proof of Lemma 7, for any
~a ∈ Fn we have

(g ◦s f)(~a) = (C ◦s f)(~a) = (Cnc ◦ f∗)(~a).

Thus, we can evaluate (g ◦s f)(~a) by incrementally computing (Cnc ◦ Ci)(~a) and adding up
for 1 ≤ i ≤ 2k. This can be clearly implemented using only polynomial space. J

Now, we prove the above claim. Consider f = L1L2 · · ·Lk. Then f̂ = L̂1L̂2 · · · L̂k, where
L̂j is obtained from Lj by replacing variables xi with the noncommutative variable yi for
each i. We will require the following observation.

I Observation 18.

f∗ =
∑
σ∈Sk

L̂σ(1)L̂σ(2) · · · L̂σ(k).

Proof. Let us prove the claim, monomial by monomial. Fix a monomial m′ in f∗ such
that m′ → m. Suppose m′ = yi1yi2 . . . yik . Note that, m = xi1xi2 . . . xik . Recall from
Proposition 6, [m′]f∗ = m! · [m]f . Now, the coefficient of m′ in

∑
σ∈Sk

∏k
j=1 L̂σ(j) is

[m′]

∑
σ∈Sk

k∏
j=1

L̂σ(j)

 =
∑
σ∈Sk

k∏
j=1

[yij ]L̂σ(j).
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Let us notice that, [yij ]L̂σ(j) = [xij ]Lσ(j). Hence,

[m′]

∑
σ∈Sk

k∏
j=1

L̂σ(j)

 =
∑
σ∈Sk

k∏
j=1

[xij ]Lσ(j). J

Now we observe the following easy fact.

I Observation 19. For a degree k monomial m = xi1xi2 · · ·xik (where the variables can
have repeated occurrences) and a homogeneous Π[k]Σ circuit C =

∏k
j=1 Lj, the coefficient of

monomial m in C is given by m! · [m]C =
∑
σ∈Sk

∏k
j=1([xij ]Lσ(j)).

Proof of Claim 17. Now, the claim directly follows from Observation 19 as∑
σ∈Sk

∏k
j=1[xij ]Lσ(j) = m! · [m]f .

Now define the k × k matrix T such that each row of Ti is just the linear forms
L̂1, L̂2, . . . , L̂k appearing in f . The (noncommutative) permanent of T is given by Perm(T ) =∑
σ∈Sk

∏k
j=1 L̂σ(j), which is just f∗.

We now apply Ryser’s formula [17] (noting the fact that it holds for the noncommutative
permanent too), to express Perm(T ) as a depth-3 homogeneous noncommutative Σ[2k]Π[k]Σ
formula. It follows that f∗ = Perm(T ) has a Σ[2k]Π[k]Σ noncommutative formula. C

We include a proof of Observation 19 for completeness.

Proof. We assume, without loss of generality, that repeated variables are adjacent in the
monomial m = xi1xi2 · · ·xik . More precisely, suppose the first e1 variables are xj1 , and the
next e2 variables are xj2 and so on until the last eq variables are xjq , where the q variables
xjk , 1 ≤ k ≤ q are all distinct.

We notice that the monomial m can be generated in C by first fixing an order σ : [k] 7→ [k]
for multiplying the k linear forms as Lσ(1)Lσ(2) · · ·Lσ(k), and then multiplying the coefficients
of variable xij , 1 ≤ j ≤ k picked successively from linear forms Lσ(j), 1 ≤ j ≤ k. However,
these k! orderings repeatedly count terms.

We claim that each distinct product of coefficients term is counted exactly m! times. Let
Ej ⊆ [k] denote the interval Ej = {` | ej−1 + 1 ≤ ` ≤ ej}, 1 ≤ j ≤ q, where we set e0 = 0.

Now, to see the claim we only need to note that two permutations σ, τ ∈ Sk give rise to
the same product of coefficients term if and only if σ(Ej) = τ(Ej), 1 ≤ j ≤ q. Thus, the
number of permutations τ that generate the same term as σ is m!.

Therefore the sum of product of coefficients
∑
σ∈Sk

∏k
j=1([xij ]Lσ(j)) is same as m! · [m]C,

which completes the proof. J

I Remark 20. Over rationals, computing f ◦s g, when g is a Π[k]Σ circuit, can also be done by
computing g∗ using Fischer’s identity [11]. However, Lemma 16 also works over finite fields.

Now we are ready to prove Theorem 2.

Proof. By homogenization, we can assume that C computes a homogeneous degree k

polynomial f .
We go over a collection of colorings {ζi : [n] → [k]} chosen uniformly at random and

define a Π[k]Σ formula Pi =
∏k
j=1

∑
`:ζi(`)=j x` for each colouring ζi. A monomial is covered

by a coloring ζi if the monomial is nonzero in Pi. The probability that a random coloring
covers a given degree-k multilinear monomial is k!

kk
≈ e−k. Hence, for a collection of O∗(ek)

many colorings {ζi : [n]→ [k]} chosen uniformly at random, with constant probability all
the multilinear terms of degree k are covered.

FSTTCS 2019
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For each coloring ζi, we construct a circuit C ′i = C ◦s Pi.
Notice that we are interested only in multilinear monomials and for each such monomial

m, the additional multiplicative factor m! = 1. Also, the coefficient of each monomial is
exactly 1 in each Pi, and if f contains a multilinear term then it will be covered by some Pi.
Now we perform PIT test on each C ′i using Demillo-Lipton-Schwartz-Zippel Lemma [9, 24, 18]
in randomized polynomial time to complete the procedure. More precisely, we pick a random
~a ∈ Fn and evaluate C ′i on that point. Notice that, by the proof of Lemma 16, it is easy to see
that C ′i(~a) can be computed deterministically in time 2k ·poly(n, s) time and poly(n, k) space.3

To improve the run time from O∗((2e)k) to O∗(4.32k), we can use the idea of Hüffner
et al. [12]4. The key idea is that, using more than k colors we would reduce the number of
colorings and hence the number of ΠΣ circuits, but it would increase the formal degree of
each Pi. Following [12], we use 1.3k many colors and each Pi will be a Π[1.3k]Σ circuit. For
each coloring ζi : [n]→ [1.3k] chosen uniformly at random, we define the following Π[1.3k]Σ
circuit, Pi(x1, x2, . . . , xn, z1, . . . , z1.3k) =

∏1.3k
j=1

(∑
`:ζi(`)=j x` + zj

)
.

Since each Pi is of degree 1.3k, we need to modify the circuit C to another circuit C ′
of degree 1.3k in order to apply Hadamard products. The key idea is to define the circuits
C ′ ∈ F[X,Z] as follows:

C ′(X,Z) = C(X) · S1.3k,0.3k(z1, . . . , z1.3k)

where S1.3k,0.3k(z1, . . . , z1.3k) is the elementary symmetric polynomial of degree 0.3k over
the variables z1, . . . , z1.3k. By the result of [12], for O∗(1.752k) many random colorings with
high probability each multilinear monomial in C will be covered by the monomials of some
Pi (over the X variables).

Now to compute C ′nc◦P ∗i for each i, we symmetrize the polynomial Pi, the symmetrization
happens over theX variables as well as over the Z variables. But in C ′nc we are only interested
in the monomials (or words) where the rightmost 0.3k variables are over Z variables. In
the noncommutative circuit C ′nc, every sub-word zi1zi2 . . . zi0.3k receives a natural ordering
i1 < i2 < . . . < i0.3k.

Notice that

P ∗i (X,Z) =
∑

σ∈S1.3k

1.3k∏
j=1

 ∑
`:ζi(`)=σ(j)

x` + zσ(j)

 .

Our goal is to understand the part of P ∗i (X,Z) where each monomial ends with the
sub-word zi1zi2 . . . zi0.3k and the top k symbols are over the X variables. For a fixed set of
indices W = {i1 < i2 < . . . < i0.3k}, define the set T = [1.3k] \W . Let S[k],T be the set
of permutations σ ∈ S1.3k such that σ : [k] → T and σ(k + j) = ij for 1 ≤ j ≤ 0.3k. As
we have fixed the last 0.3k positions, each σ ∈ S[k],T corresponds to some σ′ ∈ Sk. Let
ZW = zi1zi2 . . . zi0.3k . Now the following claim is immediate.

3 Since the syntactic degree of the circuit is not bounded here, and if we have to account for the bit level
complexity (over Z) of the scalars generated in the intermediate stage we may get field elements whose
bit level complexity is exponential in the input size. So, a standard technique is to take a random prime
of polynomial bit-size and evaluate the circuit modulo that prime.

4 This is also used in [8].
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B Claim 21. The part of P ∗i (X,Z) where each monomial ends with the sub-word ZW and
the first k variables are from X, is P ∗i,W · ZW , where

P ∗i,W (X) =
∑

σ∈S[k],T

k∏
j=1

 ∑
`:ζi(`)=σ(j)

x`

 =
∑
σ′∈Sk

k∏
j=1

 ∑
`:ζi(`)=σ′(j)

x`

 .

Notice that,
∑
W⊆[1.3k]:|W |=0.3k P

∗
i,W contains all the colourful degree-k multilinear

monomials over X. We now obtain the following.

(C ′nc ◦ P ∗i )(X,Z) =
∑

W⊆[1.3k]:|W |=0.3k

(
Cnc(X) ◦ P ∗i,W (X)

)
· ZW .

Setting each zi = 1 and using distributivity of Hadamard product, we get (C ′nc ◦P ∗i )(X,~1) =
Cnc(X) ◦

∑
W⊆[1.3k]:|W |=0.3k P

∗
i,W which is the colourful multilinear part of the input circuit.

We now consider (C ′◦sPi)(X,Z) and substitute 1 for each Z variable and do a randomized
PIT test on the X variables using Demillo-Lipton-Schwartz-Zippel Lemma [9, 24, 18]. By
Lemma 16, for any random ~a ∈ Fn, (C ′ ◦s Pi)(~a) can be computed in O∗(21.3k) = O∗(2.46k)
time and poly(n, k) space. This suffices to check whether the resulting circuit is identically
zero or not. We repeat the procedure for each coloring and obtain a randomized O∗(4.32k)
algorithm. This completes the proof of Theorem 2. J
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Abstract
We consider the approximate pattern matching problem under edit distance. In this problem we are
given a pattern P of length m and a text T of length n over some alphabet Σ, and a positive integer
k. The goal is to find all the positions j in T such that there is a substring of T ending at j which
has edit distance at most k from the pattern P . Recall, the edit distance between two strings is the
minimum number of character insertions, deletions, and substitutions required to transform one
string into the other. For a position t in {1, ..., n}, let kt be the smallest edit distance between P

and any substring of T ending at t. In this paper we give a constant factor approximation to the
sequence k1, k2, ..., kn. We consider both offline and online settings.

In the offline setting, where both P and T are available, we present an algorithm that for all t in
{1, ..., n}, computes the value of kt approximately within a constant factor. The worst case running
time of our algorithm is Õ(nm3/4).

In the online setting, we are given P and then T arrives one symbol at a time. We design
an algorithm that upon arrival of the t-th symbol of T computes kt approximately within O(1)-
multiplicative factor and m8/9-additive error. Our algorithm takes Õ(m1−(7/54)) amortized time per
symbol arrival and takes Õ(m1−(1/54)) additional space apart from storing the pattern P . Both of
our algorithms are randomized and produce correct answer with high probability. To the best of our
knowledge this is the first algorithm that takes worst-case sublinear (in the length of the pattern)
time and sublinear extra space for the online approximate pattern matching problem. To get our
result we build on the technique of Chakraborty, Das, Goldenberg, Koucký and Saks [FOCS’18] for
computing a constant factor approximation of edit distance in sub-quadratic time.
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1 Introduction

Finding the occurrences of a pattern in a larger text is one of the fundamental problems in
computer science. Due to its immense applications this problem has been studied extensively
under several variations [25, 21, 5, 17, 23, 18, 24, 31, 26]. One of the most natural variations
is where we are allowed to have a small number of errors while matching the pattern. This
problem of pattern matching while allowing errors is known as approximate pattern matching.
The kind of possible errors varies with the applications. Generally we capture the amount of
errors by the metric defined over the set of strings. One common and widely used distance
measure is the edit distance (aka Levenshtein distance) [28]. The edit distance between
two strings T and P denoted by dedit(T, P ) is the minimum number of character insertions,
deletions, and substitutions required to transform one string into the other. In this paper we
focus on the approximate pattern matching problem under edit distance. This problem has
various applications ranging from computational biology, signal transmission, web searching,
text processing to many more.

Given a pattern P of length m and a text T of length n over some alphabet Σ, and an
integer k we want to identify all the substrings of T at edit distance at most k from P . As
the number of such substrings might be quadratic in n and one wants to obtain efficient
algorithms, one focuses on finding the set of all right-end positions in T of those substrings
at distance at most k. More specifically, for a position t in T , we let kt be the smallest
edit distance of a substring of T ending at t-th position in T . (We number positions in
T and P from 1.) The goal is to compute the sequence k1, k2, . . . , kn for P and T . Using
basic dynamic programming paradigm we can solve this problem in O(nm) time [33]. Later
Masek and Paterson [29] shaved a logn factor from the above running time bound. Despite
of a long line of research, this running time remains the best till now. Recently, Backurs
and Indyk [8] indicate that this O(nm) bound cannot be improved significantly unless the
Strong Exponential Time Hypothesis (SETH) is false. Moreover Abboud et al. [3] showed
that even shaving an arbitrarily large polylog factor would imply that NEXP does not have
non-uniform NC1 circuits which is likely but hard to prove conclusion. More hardness results
can be found in [2, 9, 1, 4].

In this paper we focus on finding an approximation to the sequence k1, k2, . . . , kn for
P and T . For reals c, a ≥ 0, a sequence k̃1, . . . , k̃n is (c, a)-approximation to k1, . . . , kn, if
for each t ∈ {1, . . . , n}, kt ≤ k̃t ≤ c · kt + a. Hence, c is the multiplicative error and a

is the additive error of the approximation. An algorithm computes (c, a)-approximation
to approximate pattern matching if it outputs a (c, a)-approximation of the true sequence
k1, k1, . . . , kn for P and T . We refer to (c, 0)-approximation simply as c-approximation. Our
main theorem is the following.

I Theorem 1. There is a constant c ≥ 1 and there is a randomized algorithm that computes
a c-approximation to approximate pattern matching in time Õ(n ·m3/4) with probability at
least (1− 1/n3).

In the recent past researchers also studied the approximate pattern matching problem in
the online setting. The online version of this pattern matching problem mostly arises in real life
applications that require matching pattern in a massive data set, like in telecommunications,
monitoring Internet traffic, building firewall to block viruses and malware connections and
many more. The online approximate pattern matching is as follows: we are given a pattern
P first, and then the text T is coming symbol by symbol. Upon receipt of the t-th symbol
we should output the corresponding kt. The online algorithm runs in amortized time O(`) if
it runs in total time O(n · `). We also say that the online algorithm uses extra space O(s) if
in addition to storing the pattern P it uses at most O(s) cells of memory at any time.
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I Theorem 2. There is a constant c ≥ 1 and there is a randomized online algorithm
that computes (c,m8/9)-approximation to approximate pattern matching in amortized time
Õ(m1−(7/54)) and extra space Õ(m1−(1/54)) with probability at least 1− 1/poly(m).

To the best of our knowledge this is the first online approximation algorithm that takes
sublinear (in the length of the pattern) running time and sublinear extra space for the
approximate pattern matching problem. Designing algorithm that uses small extra space is
quite natural from the practical point of view and has been considered for many problems
including pattern matching, e.g. [32, 22].

To prove our result we use the technique developed by Chakraborty, Das, Goldenberg,
Koucký and Saks in [10, 11], where they provide a sub-quadratic time constant factor
approximation algorithm for the edit distance problem. In particular, in [11] authors describe
a constant factor approximation algorithm that given two strings of length n runs in time
Õ(n12/7). Now suppose we only have a black-box access to that approximation algorithm
for computing the edit distance. Then we claim that we get O(1)-approximation to the
offline approximate pattern matching problem in time Õ(nm6/7). Let us first set a parameter
k = m6/7. Now in the first phase we run O(nk) time algorithm by Landau and Vishkin [27]
and get all the values of kt which are at most k. In the next phase we divide the text T into
overlapping substrings of length m with overlap of m− k. In other words for every t that
are multiple of k consider the substring Tt−m+1,t (that starts at (t−m+ 1)-th symbol and
ends at t-th symbol). For all the positions t that are multiple of k and kt > k (as identified
by the first phase) we use the edit distance algorithm of [11] to get O(1)-approximation
of dedit(Tt−m+1,t, P ) and output that value as k̃t. Since kt ≤ dedit(Tt−m+1,t, P ) ≤ 2kt, the
output k̃t is an O(1)-approximation of kt. For all the remaining values of t (that are not
multiples of k, and kt > k) we output k̃t′ + (t− t′) where t′ = b tk c · k, as an estimate of kt.
Since kt′ − (t− t′) ≤ kt ≤ kt′ + (t− t′), for all t such that kt > k we get O(1)-approximation
of kt. Note, the above described process takes Õ(nm6/7) time and thus breaks O(nm) barrier
for the offline approximate pattern matching problem for constant factor approximation.
However our claimed running time in Theorem 1 is better than that of this black-box
algorithm.

In this paper we first design an offline algorithm by building upon the technique used
in [11]. To do this we exploit the similarity between the “dynamic programming graphs” (see
Section 2) for approximate pattern matching problem and the edit distance problem. To get
Õ(nm3/4) time algorithm for the offline approximate pattern matching problem still requires
careful modifications to the edit distance algorithm. However the scenario becomes much
more involved if one wants to design an online algorithm using only a small amount of extra
space. The approximation algorithm for edit distance in [11] works in two phases: first a
covering algorithm is used to discover a suitable set of shortcuts in the pattern matching
graph, and then a min-cost path algorithm on a grid graph with the shortcuts yields the
desired result. In the online setting we carefully interleave all of the above phases. However
that by itself is not sufficient since the first phase, i.e., the covering algorithm used in [11]
essentially relies on the fact that both of the strings are available at any point of time. We
modify the covering technique so that it can also be implemented in the situation when we
cannot see the full text. We show that if we store the pattern P then we need only O(m1−γ)
extra space (for some small constant γ > 0) to perform the sampling. Furthermore, the
min-cost path algorithm in [11] takes O(m) space. We modify that algorithm too in a way so
that it also works using only O(m1−γ) space (for some small constant γ > 0). We describe
our algorithm in more details in Section 5.
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1.1 Related work

The approximate pattern matching problem is one of the most extensively studied problems
in modern computer science due to its direct applicability to data driven applications. In
contrast to the exact pattern matching here a text location has a match if the distance between
the pattern and the text is within some tolerated limit. In our work we study the approximate
pattern matching under edit distance metric. The very first O(nm)-time algorithm was given
by Sellers [33] in 1980. Masek and Paterson [29] proposed an O(nm/ logn)-time O(n)-space
algorithm using Four Russians [7] technique. Later [30, 27, 20] gave O(nk)-time algorithms
where k is the upper limit of allowed edit operations. All of these algorithms use either
O(m2) or O(n) space. However [19, 36] note that achieving O(m) space is also possible while
maintaining the running time. A faster (for small values of k) algorithm was given by Cole
and Hariharan [16], which has running time O(n(1 + k4/m)). We refer the interested readers
to a beautiful survey by Navarro [31] for a comprehensive treatment on this topic. We have
already seen in the previous section that any c-approximation algorithm for the edit distance
problem can be transformed into an O(c)-approximation algorithm for the approximate
pattern matching problem. We get (logm)O(1/ε)-approximation to the approximate pattern
matching problem in time O(nm 1

2 +ε) (for every ε > 0) from the edit distance algorithm
of Andoni et al. [6]. To achieve the same running time while having only constant factor
approximation is an important open problem.

All the above mentioned algorithms assume that the entire text is available from the
very beginning of the process. However in the online version, the pattern is given at the
beginning and the text arrives in a stream, one symbol at a time. Clifford et al. [12] gave
a “black-box algorithm” for online approximate matching where the supported distance
metrics are Hamming distance, matching with wildcards, L1 and L2 norm. Their algorithm
has running time O(

∑log2 m
j=1 T (n, 2j−1)/n) per symbol arrival, where T (n,m) is the running

time of the best offline algorithm. This result was extended in [14] by introducing an
algorithm solving online approximate pattern matching under edit distance metric in time
O(k logm) per symbol arrival. This algorithm uses O(m)-space. In [15] the running time
was further improved to O(k) per symbol. However none of these algorithms for edit distance
metric is black-box and they highly depend on the specific structure of the corresponding
offline algorithm. Recently, Starikovskaya [34] gave a randomized algorithm which has a
worst case time complexity of O((k2√m + k13) log4 m) and uses space O(k8√m log6 m).
Although her algorithm takes both sublinear time and sublinear space for small values of k,
heavy dependency on k in the complexity terms makes it much worse than the previously
known algorithms in the high regime of k. On the lower bound side, Clifford, Jalsenius
and Sach [13] showed in the cell-probe model that expected amortized running time of
any randomized algorithm solving online approximate pattern matching problem must be
Ω(
√

logm/(log logm)3/2) per output.

2 Preliminaries

We recall some basic definitions of [11]. Consider the text T of length n to be aligned along
the horizontal axis and the pattern P of length m to be aligned along the vertical axis. For
i ∈ {1, . . . , n}, Ti denotes the i-th symbol of T and for j ∈ {1, . . . ,m}, Pj denotes the j-th
symbol of P . Ts,t is the substring of T starting by the s-th symbol and ending by the t-th
symbol of T . For any interval I ⊆ {0, . . . , n}, TI denotes the substring of T indexed by
I \ {min(I)} and for J ⊆ {0, . . . ,m}, PJ denotes the substring of P indexed by J \ {min(J)}.
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Edit distance and pattern matching graphs

For a text T of length n and a pattern P of length m, the edit distance graph GT,P is a
directed weighted graph called a grid graph with vertex set {0, · · · , n} × {0, · · · ,m} and
following three types of edges: (i− 1, j)→ (i, j) (H-steps), (i, j − 1)→ (i, j) (V-steps) and
(i− 1, j − 1)→ (i, j) (D-steps). Each H-step or V-step has cost 1 and each D-step costs 0 if
Ti = Pj and 1 otherwise. The pattern matching graph G̃T,P is the same as the edit distance
graph GT,P except for the cost of horizontal edges (i, 0)→ (i+ 1, 0) which is zero.

For intervals I ⊆ {0, . . . , n} and J ⊆ {0, . . . ,m}, GT,P (I × J) is the subgraph of GT,P
induced on I × J . Clearly, GT,P (I × J) ∼= GTI ,PJ

. We define the cost of a path τ in GTI ,PJ
,

denoted by costGTI ,PJ
(τ), as the sum of the costs of its edges. We also define the cost of a

graph GTI ,PJ
, denoted by cost(GTI ,PJ

), as the cost of the cheapest path from (min I,min J)
to (max I,max J).

The following is well known in the literature (e.g. see [33]).

I Proposition 3. Consider a pattern P of length m and a text T of length n, and let
G = G̃T,P . For any t ∈ {1, . . . , n}, let I = {0, · · · , t}, and J = {0, · · · ,m}. Then kt =
cost(G(I × J)) = mini≤t dedit(Ti,t, P ).

A similar proposition is also true for the edit distance graph.

I Proposition 4. Consider a pattern P of length m and a text T of length n, and let
G = GT,P . For any i1 ≤ i2 ∈ {1, · · · , n}, j1 ≤ j2 ∈ {1, · · · ,m} let I = {i1 − 1, · · · , i2} and
J = {j1 − 1, · · · , j2}. Then cost(G(I × J)) = dedit(Ti1,i2 , Pj1,j2).

Let G be a grid graph on I × J and τ = (i1, j1), . . . , (il, jl) be a path in G. Horizontal
projection of a path τ is the set {i1, . . . , il}. Let I ′ be an interval contained in the horizontal
projection of τ , then τI′ denotes the (unique) minimal subpath of τ with horizontal projection
I ′. Let G′ = G(I ′ × J ′) be a subgraph of G. For δ ≥ 0 we say that I ′ × J ′ (1− δ)-covers the
path τ if the initial and the final vertex of τI′ are at a vertical distance of at most δ(|I ′| − 1)
from (min(I ′),min(J ′)) and (max(I ′),max(J ′)), resp..

A certified box of G is a pair (I ′×J ′, `) where I ′ ⊆ I, J ′ ⊆ J are intervals, and ` ∈ N∪{0}
such that cost(G(I ′× J ′)) ≤ `. At high level, our goal is to approximate each path τ in G by
a path via the corner vertices of certified boxes. For that we want that a substantial portion
of the path τ goes via those boxes and that the sum of the costs of the certified boxes is not
much larger than the actual cost of the path. The next definition makes our requirements
precise. Let σ = {(I1× J1, `1), (I2× J2, `2), . . . , (Is× Js, `s)} be a sequence of certified boxes
in G. Let τ be a path in G(I × J) with horizontal projection I. For any k, ζ ≥ 0, we say
that σ (k, ζ)-approximates τ if the following three conditions hold:
1. I1, . . . , Is is a decomposition of I, i.e., I =

⋃
i∈[s] Ii, and for all i ∈ [s− 1], min(Ii+1) =

max(Ii).
2. For each i ∈ [s], Ii × Ji (1− `i/(|Ii| − 1))-covers τ .
3.

∑
i∈[s] `i ≤ k · cost(τ) + ζ.

3 Offline approximate pattern matching

3.1 Technical Overview
To prove Theorem 1 we design an algorithm as follows. For k = 2j , j = 0, . . . , logm3/4, we
run the standard O(nk) algorithm by Landau and Vishkin [27] to identify all t such that
kt ≤ k. To identify positions with kt ≤ k for k > m3/4 where k is a power of two we will use
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the technique of [11] to compute (O(1), O(m3/4))-approximation of k1, . . . , kn. The obtained
information can be combined in a straightforward manner to get a single O(1)-approximation
to k1, . . . , kn: For each t, if for some 2j ≤ m3/4, kt is at most 2j (as determined by the
former algorithm) then output the exact value of kt using the algorithm of [27], otherwise
output the approximation of kt found by the latter algorithm. This way, for kt ≤ m3/4 we
will get the exact value, and for k > m3/4 we will get an O(1)-approximation. We will now
elaborate on the latter algorithm based on [11]. The edit distance algorithm of [11] has two
phases which we will also use. The first phase (covering phase) identifies a set of certified
boxes, subgraphs of the pattern matching graph with good upper bounds on their cost. These
certified boxes should cover the min-cost paths of interest. Then the next phase runs a
min-cost path algorithm on these boxes to obtain the output sequence. We will show that
both of these phases take Õ(nm3/4) time and so the overall running time will be Õ(nm3/4).

We next describe the two phases of the algorithm. The algorithm will use the following
parameters: w1 = m1/4, w2 = m1/2, d = m1/4, θ = m−1/4. The meaning of the parameters
is essentially the same as in [11] though their setting is different. Let c0, c1 ≥ 0 be the large
enough constants from [11]. For simplicity we will assume without loss of generality that
w1 and w2 are powers of two (by rounding them down to the nearest powers of two), θ is a
reciprocal of a power of two (by decreasing θ by at most a factor of two), w2|m (by chopping
off a small suffix from P which will affect the approximation by a negligible additive error
as m3/4 � w2), and m|n (if not we can run the algorithm twice: on the largest prefix of T
of length divisible by m and then on the largest suffix of T of length divisible by m). The
algorithm will not explicitly compute kt for all t but only for t where t is a multiple of w2,
and then it will use the same value for each block of w2 consecutive kt’s. Again, this will
affect the approximation by a negligible additive error.

3.2 Covering phase

We describe the first phase of the algorithm now. First, we partition the text T into substrings
T 0

1 , . . . , T
0
n0

of length m, where n0 = n/m. Then we process each of the parts independently.
Let T ′ be one of the parts. We partition T ′ into substrings T 1

1 , T
1
2 , . . . , T

1
n1

of length w1,
and we also partition T ′ into substrings T 2

1 , T
2
2 , . . . , T

2
n2

of length w2, where n1 = m/w1 and
n2 = m/w2. For a substring u of v starting by i-th symbol of v and ending by j-th symbol of
v, we let {i− 1, i, i+ 1, . . . , j} be its span. Moreover for δ ∈ (0, 1) we call u to be (δ)-aligned
if both i− 1 and j − 1 are divisible by δ(j − i). The covering algorithm proceeds in phases
j = 0, . . . , dlog 1/θe associated with εj = 2−j . Similar to the edit distance algorithm, here
also each phase has two parts, namely the dense substrings and the extension sampling. Then
the covering algorithm proceeds as follows:

Dense substrings

In this part the algorithm aims to identify for each εj , a set of substrings T 1
i that are similar

(i.e., up to “small” edit distance) to more than d (εj/8)-aligned, w1 length substrings of P .
We identify each T 1

i by testing a random sample of relevant substrings of P . If we determine
with high confidence that there are at least Ω(d) substrings of P similar to T 1

i , we add T 1
i

into a set Dj of such strings, and we also identify all T 1
i′ that are similar to T 1

i . By triangle
inequality we would also expect them to be similar to many relevant substrings of P . So we
add these T 1

i′ to Dj as well as we will not need to process them anymore. We output the set
of certified boxes of edit distance O(εjw1) found this way. More formally:
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For j = dlog 1/θe, . . . , 0, the algorithm maintains sets Dj of substrings T 1
i . These sets

are initially empty.

Step 1. For each i = 1, . . . , n1 and j = dlog 1/θe, . . . , 0, if T 1
i is in Dj then we continue

with the next i and j. Otherwise we process it as follows.

Step 2. Set εj = 2−j . Independently at random, sample 8c0 ·m · (εjw1d)−1 · logn many
(εj/8)-aligned substrings of P of length w1. For each sampled substring u check if its edit
distance from T 1

i is at most εjw1. If less than 1
2 · c0 · logn of the samples have their edit

distance from T 1
i below εjw1 then we are done with processing this i and j and we continue

with the next pair.

Step 3. Otherwise we identify all substrings T 1
i′ that are not in Dj and are at edit distance

at most 2εjw1 from T 1
i , and we let X to be the set of their spans relative to the whole T .

Step 4. Then we identify all (εj/8)-aligned substrings of P of length w1 that are at edit
distance at most 3εjw1 from T 1

i , and we let Y to be the set of their spans. (We also allow
some (εj/8)-aligned substrings of P of edit distance at most 6εjw1 to be included in the set
Y as some might be misidentified to have the smaller edit distance from T 1

i by our procedure
that searches for them, see further.)

Step 5. For each pair of spans (I, J) from X × Y we output corresponding certified box
(I × J, 8εjw1). We add substrings corresponding to X into Dj and continue with the next
pair i and j.

Once we process all pairs of i and j, we proceed to the next phase: extension sampling.

Extension sampling

In this part for every εj = 2−j and every substring T 2
i , which does not have all its substrings

T 1
` contained in Dj we randomly sample a set of such T 1

` ’s. For each sampled T 1
` we

determine all relevant substrings of P at edit distance at most εjw1 from T 1
` . There should

be O(d)-many such substrings of P . We extend each such substring into a substring of size
|T 2
i | within P and we check the edit distance of the extended string from T 2

i . For each
extended substring of edit distance at most 3εjw2 we output a set of certified boxes.

Here we define the appropriate extension of substrings. Let u be a substring of T of
length less than |P |, and let v be a substring of u starting by the i-th symbol of u. Let v′
be a substring of P of the same length as v starting by the j-th symbol of P . The diagonal
extension u′ of v′ in P with respect to u and v, is the substring of P of length |u| starting
at position j − i. If (j − i) ≤ 0 then the extension u′ is the prefix of P of length |u|, and if
j − i+ |P | > |P | then the extension u′ is the suffix of P of length |u|.

Step 6. Process all pairs i = 1, . . . , n2 and j = dlog 1/θe, . . . , 0.

Step 7. Independently at random, sample c1 · log2 n · logm substrings T 1
` that are part

of T 2
i and that are not in Dj . (If there is no such substring continue for the next pair of i

and j.)

Step 8. For each T 1
` , find all (εj/8)-aligned substrings v′ of P of length w1 that are at edit

distance at most εjw1 from T 1
` .
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Step 9. For each v′ determine its diagonal extension u′ with respect to T 2
i and T 1

` . Check
if the edit distance of u′ and T 2

i is less than 3εjw2. If so, compute it and denote the distance
by c. Let I ′ be the span of T 2

i relative to T , and J ′ be the span of u′ in P . For all powers a
and b of two, m3/4 ≤ a ≤ b ≤ m, output the certified box (I ′ × J ′, c+ a+ b). Proceed for
the next i and j.

This ends the covering algorithm which outputs various certified boxes.
To implement the above algorithm we will use Ukkonen’s [35] O(nk)-time algorithm to

check whether the edit distance of two strings of length w1 is at most εjw1 in time O(w2
1εj).

Given the edit distance is within this threshold the algorithm can also output its precise
value. We use this algorithm in Step 3. To identify all substrings of length w1 at edit distance
at most εjw1 of S from a given string R (where S is the pattern P of length m and R is
one of the T 1

i of length w1), in Step 4, we use the O(nk)-time pattern matching algorithm
of Landau and Vishkin [27]. For a given threshold k, this algorithm determines for each
position t in S, whether there is a substring of edit distance at most k from R ending at
that position in S. If the algorithm reports such a position t then we know by the following
proposition that the substring St−|R|+1,t is at edit distance at most 2k. At the same time
we are guaranteed to identify all the substrings of S of length w1 at edit distance at most
k from R. Hence in Step 4, finding all the substrings at distance 3εjw1 with perhaps some
extra substrings of edit distance at most 6εjw1 can be done in time O(mw1εj).

I Proposition 5. For strings S and R, and integers t ∈ {1, . . . , |S|}, k ≥ 0 , if mini≤t dedit(
Si,t, R) ≤ k then dedit(St−|R|+1,t, R) ≤ 2k.

Proof. Let Si,t be the best match for R ending by the t-th symbol of S. Hence, k =
dedit(Si,t, R). If Si,t is by ` symbols longer than R then k ≥ ` and dedit(St−|R|+1,t, R) ≤
k + ` ≤ 2k by the triangle inequality. The same is true if Si,t is shorter by ` symbols. J

3.3 Correctness of the covering algorithm
I Lemma 6. Let t ≥ 1 be such that t is a multiple of w2. Let τt be the min-cost path between
vertex (t − m, 0) and (t,m) in the edit distance graph G = GT,P of T and P of cost at
least m3/4 ≥ θm. The covering algorithm outputs a set of weighted boxes R such that every
(I × J, `) ∈ R is correctly certified i.e., cost(G(I × J)) ≤ ` and there is a subset of R that
(O(1), O(kt))-approximates τt with probability at least 1− 1/n7.

It is clear from the description of the covering algorithm that it outputs only correct
certified boxes from the edit distance graph of T and P , that is for each box (I × J, `),
cost(G(I × J)) ≤ `.

The cost of τt corresponds to the edit distance between P and Tt−m+1,t and it is bounded
by 2kt by Proposition 5. Let k′t be the smallest power of two ≥ kt. We claim that by
essentially the same argument as in Proposition 3.8 and Theorem 3.9 of [11] the algorithm
outputs with high probability a set of certified boxes that (O(1), O(k′t))-approximates τt.
Therefore instead of repeating the whole proof, here we sketch the differences between the
current covering algorithm with that of [11] and argue about how to handle them.

The main substantial difference is that the algorithm in [11] searches for certified boxes
located only within O(kt) diagonals along the main diagonal of the edit distance graph. (This
rests on the observation of Ukkonen [35] that a path of cost ≤ kt must pass only through
vertices on those diagonals.) Here we process certified boxes in the whole matrix as each t
requires a different “main” diagonal. Except for this difference and the order of processing
various pieces the algorithms are the same.
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The discovery of certified boxes depends on the number (density) of relevant substrings of
P similar to a given T 1

i . In the edit distance algorithm in [11] this density is measured only
in the O(kt)-width strip along the main diagonal of the edit distance graphs whereas here
it is measured within the whole P . (So the actual classification of substrings T 1

i on dense
(in Dj) and sparse (not in Dj) might differ between the two algorithms.) Hence, one could
think (though technically not quite correct) that the certified boxes output by the current
algorithm form a superset of boxes output by the edit distance algorithm of [11]. However,
this difference is immaterial for the correctness argument in Theorem 3.9 of [11].

Another difference is that in Step 4 we use O(mw1εj)-time algorithm to search for all
the similar substrings. This algorithm will report all the substrings we were looking for and
additionally it might report some substrings of up to twice the required edit distance. This
necessitates the upper bound 8εjw1 in certified boxes in Step 5. It also means a loss of factor
of at most two in the approximation guarantee as the boxes of interest are reported with the
cost 8εjw1 instead of the more accurate 5εjw1 of the original algorithm in [11] which would
give a (45, 15cost(τt))-approximation. (In that theorem θm represents an (arbitrary) upper
bound on the cost of τt provided it satisfies certain technical conditions requiring that θ is
large enough relative to m. This is satisfied by requiring that cost(τt) ≥ m3/4 ≥ θm.)

Another technical difference is that the path τt might pass through two edit distance
graphs GT 0

`−1,P
and GT 0

`
,P , where t ∈ [(`− 1)m+ 1, `m]. This means that one needs to argue

separately about restriction of τt to GT 0
`−1,P

and GT 0
`
,P . However, the proof of Theorem 3.9

in [11] analyses approximation of the path in separate parts restricted to substrings of T of
size w2. As both t and m are multiples of w2, the argument for each piece applies in our
setting as well.

3.4 Time complexity of the covering algorithm
By analyzing the running time we get the following.

I Lemma 7. The covering algorithm runs in time Õ(nm3/4) with probability at least 1−1/n8.

We analyse the running time of the covering algorithm for each T ′ = T 0
i separately. We

claim that the running time on T ′ is Õ(m7/4) so the total running time is Õ((n/m)m7/4) =
Õ(nm3/4).

In Step 1, for every i = 1, . . . , n1 and j = 0, . . . , logm1/4, we might sample O( m
εjw1d

· logn)
substrings of P of length w1 and check whether their edit distance from T 1

i is at most εjw1.
This takes time at most Õ( m

εjw1d
· mw1
· w2

1εj) = Õ(m2/d) = Õ(m7/4) in total.
We say that a bad event happens either if some substring T 1

i has more than d relevant
substrings of P having distance at most εjw1 but we sample less than 1

2 · c0 logn of them,
or if some substring T 1

i has less than d/4 relevant substrings of P having distance at most
εjw1 but we sample more than 1

2 · c0 logn of them. By Chernoff bound, the probability
of a bad event happening during the whole run of the covering algorithm is bounded by
exp(−O(logn)) ≤ 1/n8, for sufficiently large constant c0. Assuming no bad event happens
we analyze the running time of the algorithm further.

Each substring T 1
i that reaches Step 3 can be associated with a set of its relevant substrings

in P of edit distance at most εjw1 from it. The number of these substrings is at least d/4
many. These substrings must be different for different strings T 1

i that reach Step 3 as if they
were not distinct then the two substrings T 1

i and T 1
i′ would be at edit distance at most 2εjw1

from each other and one of them would be put into Dj in Step 5 while processing the other
one so it could not reach Step 3. Hence, we can reach Steps 3–5 for at most 8m

εjw1
· 4
d strings

T 1
i . For a given j and each T 1

i that reaches Step 3, the execution of Steps 3 and 4 takes
O(mw1εj) time, hence we will spend in them Õ(m2/d) = Õ(m7/4) time in total.
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Step 5 can report for each j at most 8m
εjw1

· mw1
certified boxes, so the total time spent in

this step is Õ(m2/w1) = Õ(m7/4) as εjw1 ≥ 1/4.
Step 7 takes order less time than Step 8. In Step 8 we use Ukkonen’s [35] O(nk)-time

edit distance algorithm to check the distance of strings of length w1. We need to check
Õ(n2 · m

εjw1
) pairs for the total cost Õ( mw2

· m
εjw1

· w2
1εj) = Õ(m7/4) per j.

As no bad event happens, for each T 1
` , there will be at most d/4 strings v′ processed in

Step 9. We will spend O(w2
2εj) time on each of them to check for edit distance and O(log2 n)

to output the certified boxes. Hence, for each j we will spend here Õ( mw2
· dw2

2εj) time, which
is Õ(mw2d) in total.

Thus, the total time spent by the algorithm in each of the steps is Õ(m7/4) as required.

4 Min-cost Path in a Grid Graph with Shortcuts

In this section we explain how we use certified boxes to calculate the approximation of kt’s.
Consider any grid graph G. A shortcut in G is an additional edge (i, j)→ (i′, j′) with cost `,
where i < i′ and j < j′.

Let GT,P be the edit distance graph for T and P . Let (I×J, `) be a certified box in GT,P
with |I| = |J |. If ` < 1/2(|I| − 1) add a shortcut edge eI,J from vertex (min I,min J + `) to
vertex (max I,max J − `) with cost 3`. Do this for all certified boxes output by the covering
algorithm to obtain a graph G′T,P . Note, if ` ≥ 1/2(|I| − 1) we do not add any shortcut edge
for the corresponding certified box. Next remove all the diagonal edges (D-steps) of cost 0
or 1 from graph G′T,P and obtain graph G′′T,P .

I Proposition 8. If τ is a path from (t−m, 0) to (t,m) in GT,P which is (k, ζ)-approximated
by a subset of certified boxes σ by the covering algorithm then there is a path from (t−m, 0) to
(t,m) in G′′T,P of cost at most 5 ·(k ·costGT,P

(τ)+ζ) consisting of shortcut edges corresponding
to σ and H and V steps.

We provide the proof of proposition 8 in the full version. By Lemma 6 and Proposition 8,
for t where w2|t, the cost of a shortest path from (t−m, 0) to (t,m) in G′′T,P is bounded by
O(kt). At the same time, any path in G′′T,P from (i, 0) to (t,m), i ≤ t, has cost at least kt.
So we only need to find the minimal cost of a shortest path from any (i, 0) to (t,m) in G′′T,P
to get an approximation of kt.

To find the minimal cost, we reset to zero the cost of all horizontal edges (i, 0)→ (i+ 1, 0)
in G′′T,P to get a graph G. The graph G corresponds to taking the pattern matching graph
G̃T,P , removing from it all its diagonal edges and adding the shortcut edges. The cost of a
path from (0, 0) to (t,m) in G is the minimum over i ≤ t of the cost of a shortest path from
(i, 0) to (t,m) in G′′T,P .

Hence, we want to calculate the cost of the shortest path from (0, 0) to (t,m) for all
t.1 For this we will use a simple algorithm that will make a single sweep over the shortcut
edges sorted by their origin and calculate the distances for t = 0, . . . , n. The algorithm will
maintain a data structure that at time t will allow to answer efficiently queries about the
cost of the shortest path from (0, 0) to (t, j) for any j ∈ {0, . . . ,m}.

The data structure will consist of a binary tree with m+ 1 leaves. Each node is associated
with a subinterval of {0, . . . ,m} so that the j-th leaf (counting from left to right) corresponds
to {j}, and each internal node corresponds to the union of all its children. We denote by

1 Although, we really care only about t where w2|t, as for all the other values of t we will approximate kt

by the value equal to k̃t′ + (t− t′), where t′ = b t
w2
c. Recall, k̃t′ is the estimated value of kt′ .
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Iv the interval associated with a node v. The depth of the tree is at most 1 + log(m+ 1).
At time t, query to the node v of the data structure will return the cost of the shortest
path from (0, 0) to (t,max Iv) that uses some shortcut edge (i, j) → (i′, j′), where j′ ∈ Iv.
Each node v of the data structure stores a pair of numbers (cv, tv), where cv is the cost of
the relevant shortest path from (0, 0) to (tv,max Iv) and tv is the time it was updated the
last time. (Initially this is set to (∞, 0).) At time t ≥ tv, the query to the node v returns
cv + (t− tv).

At time t to find the cost of the shortest path from (0, 0) to (t, j) we traverse the
data structure from the root to the leaf j. Let v1, . . . , v` be the left children of the nodes
along the path in which we continue to the right child. We query nodes v1, . . . , v` to get
answers a1, . . . , a`. The cost of the shortest paths from (0, 0) to (t, j) is a = min{j, a1 +
(j −max Iv1), a2 + (j −max Iv2), . . . , a` + (j −max Iv`

)}. As each query takes O(1) time to
answer, computing the shortest path to (t, j) takes O(logm) time.

The algorithm that outputs the cheapest cost of any path from (0, 0) to (t,m) in G

will process the shortcut edges (i, j)→ (i′, j′) one by one in the order of increasing i. The
algorithm will maintain lists L0, . . . , Ln of updates to the data structure to be made before
time t. At time t the algorithm first outputs the cost of the shortest path from (0, 0) to (t,m).
Then it takes each shortcut edge (t, j)→ (t′, j′) one by one, t < t′. (The algorithm ignores
shortcut edges where t = t′.) Using the current state of the data structure it calculates the
cost c of a shortest path from (0, 0) to (t, j) and adds (c+ d, j′) to list Lt′ , where d is the
cost of the shortcut edge (t, j)→ (t′, j′).

After processing all edges starting at (t, ·) the algorithm performs updates to the data
structure according to the list Lt+1. Update (c, j) consists of traversing the tree from the
root to the leaf j and in each node v updating its current values (cv, tv) to the new values
(c′v, t+ 1), where c′v = min{cv + t+ 1− tv, c+ max Iv − j}. Then the algorithm increments t
and continues with further edges.

If the number of shortcut edges is m then the algorithm runs in time O(n+m(logm+
logm)). First, it has to set-up the data structure, sort the edges by their origin and then it
processes each edge. Processing each edge will require O(logm) time to find the min-cost
path to the originating vertex and then later at time t′ it will require time O(logm) to
update the data structure. As there are Õ( nm ·

m
θw1
· mw1

) ≤ Õ(nm3/4) certified boxes in total
the running time of the algorithm is as required.

The correctness of the algorithm is immediate from its description.

5 Online approximate pattern matching

In this section we describe the online algorithm from Theorem 2. In the online setting the
pattern P is given while the text T arrives in online fashion. The main challenge of this
setting is that at any point of time (other than the pattern) we are allowed to store a substring
of the text of length just sublinear in m. To overcome this situation the online algorithm is
based on interleaved execution of the cover and min-cost path algorithms from Sections 3.2
and 4. Moreover we need to maintain some extra data structure in a clever manner for the
covering algorithm. Also to get the required space bound we use a slightly modified tree data
structure for the min-cost path algorithm. For the online setting we use the same parameters
as the offline one, but we set their values slightly differently: w1 = m11/18, w2 = m20/27,
d = m7/54, θ = m−1/9. Next, we describe the data structure used in the covering algorithm
and the modified tree data structure for the min-cost path algorithm.
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Covering algorithm data structure. For each substring T 0
r of m consecutive input symbols

of text T , and j = dlog 1/θe, . . . , 0 the algorithm will maintain a set D′j that stores the
content of strings T 1

i that reached Step 3 of the covering algorithm during processing of T 0
r .

Moreover for each of such string T 1
i the algorithm will also store a set Yi,j that contains the

spans obtained in Step 4 while processing T 1
i . This is done as the whole m length string T 0

r

can’t be stored at once. Moreover to bound the size of D′j and Yi,j , before adding a new T 1
i

that reached Step 3 of the covering algorithm to D′j , we first ensure that no string close to
T 1
i is already contained in D′j . Also after finishing each T 0

r we discard all the information
associated with it.

Modified tree data structure. Here we describe the modified tree data structure used for
the min-cost path algorithm. Notice, every shortcut edge corresponds to some certified box.
Our covering algorithm has log 1/θ rounds where in any round the total number of possible
vertical positions, where the bottom left corner or the top right corner point of any certified
box might lie is bounded by m

θw1
. Next, we round up all the edit distance estimates to powers

of two, hence in any certified box there are at most 2 logm positions from which a shortcut
edge might start or end. Therefore, the number of distinct vertical positions where these
shortcut edges might originate from or lead to is bounded by q = 2m

θw1
· log 1/θ · logm. Thus

the tree data structure of the min-cost path algorithm will ever perform updates to at most
q logm distinct nodes. We do not need to store the nodes that are never updated, so the
tree data structure will occupy only space Õ( m

θw1
).

5.1 The online algorithm
Now we explain how to interleave the two phases to achieve required time and space bound.
The algorithm processes the input text T in batches of w2 symbols. Upon receipt of the
t-th symbol we buffer the symbol, if t is not divisible by w2 then the algorithm outputs the
estimated value for (t − 1)-th position plus one, i.e., k̃t−1 + 1 as the current value kt and
waits for the next symbol. Otherwise we received batch T 2

` of next w2 symbols, for ` = t/w2,
and we will proceed as follows.

The covering algorithm in the online setting is similar to the covering algorithm offline
setting. However here, we will execute the covering algorithm twice on each T 2

` where during
the first execution the only thing that we will send to the min-cost path algorithm are the
certified boxes produced at Step 9, all other modifications to data structures will be discarded.
During the second run of the algorithm on T 2

` , we will preserve all modifications to D′j ’s and
other data structures except we will discard the certified boxes produced at Step 9 (we will
not send them to the min-cost path algorithm as they are already sent in the first pass).

Covering algorithm. We now describe how the covering algorithm executes on each T 2
` .

The algorithm maintain sets Sj , j = dlog 1/θe, . . . , 0 that are empty at the beginning. We
partition T 2

` into T 1
g , . . . , T

1
h of length w1, where g = (` − 1) · w2

w1
+ 1 and h = g + w2

w1
− 1.

For i = g, . . . , h we do the following. For each j = dlog 1/θe, . . . , 0, set εj = 2−j . Check,
whether T 1

j is at edit distance at most 2εjw1 from some string T 1
i′ in D′j . If it is then send

the set of all the certified boxes (I, J, 8εjw1) to the min-cost path algorithm, where I is the
span of T 1

i in T and J ∈ Yi′,j . If it is not close to any string in D′j then sample the relevant
substring in P as in Step 2 and see how many of them are at edit distance ≤ εjw1 from T 1

i .
If at most 1

2 · c0 · logn of the samples have their edit distance from T 1
i below εjw1 then put

index i into Sj and continue for another j and then the next i. Otherwise we execute Step 4
of the algorithm to find set Y . (We always skip Step 3.) We put T 1

i into Dj and set Yi,j to
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Y . During the first execution of the covering algorithm, upon processing all j and i we will
directly proceed to the sparse extension sampling part whereas after the second execution
of the covering algorithm, we send all the certified boxes (I, J, 8εjw1) to the min-cost path
algorithm, where I is the span of T 1

i and J ∈ Yi,j .
In the extension sampling part for each j = dlog 1/θe, . . . , 0, we sample from the set Sj

the strings T 1
` in Step 7, and we proceed for them as in Steps 8–9. During the first execution

of the covering algorithm, for each certified box (I, J, `′) produced in Step 9 round up `′ to
the nearest larger or equal power of two and send the box to the min-cost path algorithm.

Min-cost path algorithm. The min-cost path algorithm receives certified boxes from the
covering algorithm and it converts them into corresponding shortcut edges. The algorithm
receives the certified boxes at two distinct phases.

Shortcut edges generated after the first execution of the covering algorithm correspond
to boxes that were produced at Step 9. These edges are sorted by their originating vertex,
stored, and processed at appropriate time steps during the next phase.

During the next phase the algorithm receives boxes (I, J, 8εjw1), where I is the span of
some T 1

i and J ∈ Yi,j . It converts them into edges and upon receiving all the edges for a
particular T 1

i , it sorts them according to their originating vertex. Then the min-cost path
algorithm proceeds from time steps (i− 1) ·w1 to i ·w1 − 1, and processes all stored shortcut
edges that originate in these time steps. During these time steps it also updates its tree
data structure as in the offline case. Again we use lists for storing pending updates. At any
moment of time, the number of unprocessed edges and updates is bounded by the number
of edges produced in Step 9 and edges produced for a particular string T 1

i . This is at most
Õ( m

θw1
). We conclude by the following lemma:

I Lemma 9. Let n and m be large enough integers. Let P be the pattern of length m, T
be the text of length n (arriving online one symbol at a time), 1/m ≤ θ ≤ 1 be a real. Let
θw1 ≥ 1, w1 ≤ θw2, w1|w2 and w2|n. With probability at least 1 − 1/poly(n) the online
algorithm for pattern matching runs in amortized time Õ(md + mw1

w2
+ dw2 + m

w1
) per symbol

and in extra space Õ(w2 + m
dθ + m

w1θ
+ m2

θ2w2
1d

+ d).

We defer the proof of the above lemma to the full version. We instantiate the above lemma
for the parameters: w1 = m11/18, w2 = m20/27, d = m7/54, θ = m−1/9, to get the following:

I Theorem 10 (Restatement of Theorem 2). There is a constant c ≥ 1 so that there is a
randomized online algorithm that computes (c,m8/9)-approximation to approximate pattern
matching in amortized time Õ(m1−(7/54)) and extra space Õ(m1−(1/54)) with probability at
least 1− 1/poly(m).

6 Discussion

For our online pattern matching algorithm it can be noticed that there is a clear trade off
among the running time, the extra space used by the algorithm and the additive part of
the approximation factor. Keeping the running time fixed, decreasing the additive part of
the approximation factor (by changing the value of parameter θ) would increase the extra
space used, and also keeping the additive error part fixed, decreasing the running time would
increase the extra space used.
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Open Problem. The online algorithm presented in this paper has non-trivial time and space
complexity only for the case when the edit distance between the pattern and the text is high.
Therefore, it will be nice to extend our online approximation algorithm for the full range of
edit distance, which will be interesting from both theoretical and practical perspectives.
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Abstract
We study the question of algebraic rank or transcendence degree preserving homomorphisms over
finite fields. This concept was first introduced by Beecken et al. [3] and exploited by them and
Agrawal et al. [2] to design algebraic independence based identity tests using the Jacobian criterion
over characteristic zero fields. An analogue of such constructions over finite characteristic fields were
unknown due to the failure of the Jacobian criterion over finite characteristic fields.

Building on a recent criterion of Pandey, Saxena and Sinhababu [14], we construct explicit
faithful maps for some natural classes of polynomials in fields of positive characteristic, when a
certain parameter called the inseparable degree of the underlying polynomials is bounded (this
parameter is always 1 in fields of characteristic zero). This presents the first generalisation of some
of the results of Beecken, Mittmann and Saxena [3] and Agrawal, Saha, Saptharishi, Saxena [2] in
the positive characteristic setting.
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1 Introduction

Multivariate polynomials are fundamental objects in mathematics. These are the primary
objects of study in algebraic complexity with regard to classifying their hardness as well
as algorithmic tasks involving them. The standard computational model for computing
multivariate polynomials is algebraic circuits. They are directed acyclic graphs with internal
nodes labelled by “+” and “×” gates having the obvious operational semantics, and leaves
are labelled by the input variables or field constants.

An important concept about relationships between polynomials is the notion of algebraic
dependence. A set of polynomials f = {f1, . . . , fm} ⊂ F[x] is said to be algebraically
dependent if there is some nonzero polynomial combination of them that is zero. Such a
nonzero polynomial A(z1, . . . , zm) ∈ F[z], if one exists, for which A(f1, . . . , fm) = 0 is called
the annihilating polynomial for the set {f1, . . . , fm}. For instance, if f1 = x, f2 = y and
f3 = x2 + y2, then A = z2

1 + z2
2 − z3 is an annihilator. Note that the underlying field is very

important. For example, the polynomials x+ y and xp + yp are algebraically dependent over
Fp, but algebraically independent over a characteristic zero field.
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11:2 Constructing Faithful Homomorphisms over Fields of Finite Characteristic

Algebraic independence is very well-studied and it is known that algebraically independent
subsets of a given set of polynomials form a matroid ([13]). Hence, the size of the maximum
algebraically independent subset of f is well-defined and is called the algebraic rank or
transcendence degree of f . We denote it by algrank(f) = algrank(f1, . . . , fm).

Several computational questions arise from the above definition. For instance, given a set
of polynomials f = {f1, . . . , fm}, each fi given in its dense representation, can we compute
the algebraic rank of this set efficiently? What if the fi’s are provided as algebraic circuits?

Furthermore, in instances when algrank(f) = m − 1, the smallest degree annihilating
polynomial is unique ([9]). There could be various questions about the minimal degree
annihilator in this case. For instance, can we compute it efficiently? Kayal [9] showed that
even checking if the constant term of the annihilator is zero is NP-hard, and evaluating the
annihilator at a given point is #P-hard. In fact, recently Guo, Saxena, Sinhababu [7] showed
that even in the general case, checking if the constant term of every annihilator is zero is
NP-hard. This effectively means that computing the algebraic rank via properties of the
annihilating polynomials would be hard.

Despite this, over fields of characteristic zero, algebraic rank has an alternate charac-
terisation via the Jacobian criterion. Jacobi [8] showed that the algebraic rank of a set of
polynomials f(⊆ F[x]) is given by the linear rank (over the rational function field F(x)) of
the Jacobian of these polynomials. This immediately yields a randomized polynomial time
algorithm to compute the algebraic rank of a given set of polynomials by computing the rank
of the Jacobian matrix evaluated at a random point [12, 15, 16, 5].

Faithful homomorphisms and PIT
Algebraic independence shares a lot of similarities with linear independence due to the
matroid structure. One natural task is to find a rank-preserving transformation in this
setting. This is defined by what are called faithful homomorphisms.

I Definition 1.1 (Faithful homomorphisms [3]). Let f = {f1, . . . , fm} ⊆ F[x] be a set of
polynomials. If K is an extension field of F, a homomorphism Φ : F[x]→ K[y] is said to be
an F-faithful homomorphism for {f1, . . . , fm} if

algrankF {f1, . . . , fm} = algrankF {Φ(f1), . . . ,Φ(fm)} .

Ideally, we would like a faithful homomorphism with |y| ≈ algrank {f} and K = F. Beecken,
Mittmann and Saxena [3] showed that a generic F-linear homomorphism to algrank(f) many
variables would be an F-faithful homomorphism with high probability.

One important consequence of faithful homomorphisms is that they preserve nonzeroness
of any polynomial composition of f1, . . . , fm.

I Lemma 1.2 ([3, 2]). Suppose f1, . . . , fm ∈ F[x1, . . . , xn] and Φ is an F-faithful homo-
morphism for {f1, . . . , fm}. Then, for any circuit C(z1, . . . , zm) ∈ F[z1, . . . , zm], we have
C(f1, . . . , fm) = 0⇔ C(Φ(f1), . . . ,Φ(fm)) = 0.

Thus, constructing explicit faithful homomorphisms can also be used for polynomial identity
testing (PIT), which is the task of checking if a given algebraic circuit C computes the
identically zero polynomial. For PIT, the goal is to design a deterministic algorithm that
runs in time polynomial in the size of the circuit. There are two types of PIT algorithms,
whitebox and blackbox – in the blackbox setting, we are only provided evaluation access to
the circuit and some of its parameters (such as degree, number of variables, size etc.). Thus
blackbox PIT algorithms for a class C is equivalent to constructing a hitting set, which is
a small list of points in S ⊂ Fn such that any nonzero polynomial f ∈ C is guaranteed to
evaluate to a nonzero value on some a ∈ S.
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It follows from Lemma 1.2 that if we can construct explicit F-faithful homomorphisms
for a set {f1, . . . , fm} whose algebraic rank is k � n, then we have a variable reduction
that preserves the nonzeroness of any composition C(f1, . . . , fm). This approach was used
by Beecken, Mittmann and Saxena [3] and Agrawal, Saha, Saptharishi, Saxena [2], in the
characteristic zero setting, to design identity tests for several subclasses by constructing
faithful maps for {f1, . . . , fm} with algebraic rank at most k = O(1), when

each fi is a sparse polynomial,
each fi is a product of multilinear, variable disjoint, sparse polynomials,
each fi is a product of linear polynomials,

and further generalisations.
All the above constructions crucially depend on the fact that the rank of the Jacobian

captures algebraic independence. However, this fact is true only over fields of characteristic
zero and hence the above results are not known to hold over fields of positive characteristic.

Algebraic independence over finite characteristic
A standard example to exhibit the failure of the Jacobian criterion over fields of finite
characteristic, is

{
xp−1y, yp−1x

}
– these polynomials are algebraically independent over Fp

but the Jacobian is not full-rank over Fp. Pandey, Saxena and Sinhababu [14] characterised
the extent of failure of the Jacobian criterion for {f1, . . . , fm} by a notion called the inseparable
degree associated with this set (formally defined in the full version [4]). Over characteristic
zero, this is always 1 but over characteristic p this is a power of p. In their work, Pandey et al.
presented a Jacobian-like criterion to capture algebraic independence. Informally, each row
of the generalized Jacobian matrix is obtained by taking the Taylor expansion of fi(x + z)
about a generic point, and truncating to just the terms of degree up to the inseparable degree1
(formally defined in the full version [4]). The exact characterisation is more involved and is
presented in Subsection 2.2 but we just state their theorem here.

I Theorem 1.3. [14] Let {f1, . . . , fk} be a set of n-variate polynomials over a field F with
inseparable degree t. Then, they are algebraically dependent if and only if

∃(α1, . . . , αk)( 6= 0) ∈ F(z)k s.t.
k∑
i=1

αi·Ht(fi) = 0 mod 〈Ht(f1), . . . ,Ht(fk)〉≥2
F(z)+〈x〉

t+1
.

Although the above statement seems slightly different from the one in [14], it is not too
hard to see that they are actually equivalent. In their paper, Pandey et al. have stated their
criterion in terms of functional dependence. However, stated this way, it clearly generalises
the traditional Jacobian criterion.

In the setting when the inseparable degree is constant, this characterisation yields a
randomized polynomial time algorithm to compute the algebraic rank. Thus, a natural
question is whether this criterion can be used to construct faithful homomorphisms for similar
classes of polynomials as studied by Beecken et al. [3] and Agrawal et al. [2].

I Remark 1.4. Recently, Guo et al. [7] showed that the task of testing algebraic independence
is in AM ∩ coAM via a very different approach. However, it is unclear if their algorithm also
yields constructions of faithful homomorphisms or applications to PIT in restricted settings.

1 Over characteristic zero, the inseparable degree is 1 and this is just the vector of first order partial
derivatives.
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1.1 Our Results
Following up on the criterion of Pandey, Saxena and Sinhababu [14] for algebraic independence
over finite characteristic, we extend the results of Beecken et al. [3] and Agrawal et al. [2] to
construct faithful homomorphisms for some restricted settings. We note that we have not
formally defined the term inseparable degree yet. Although the definition would be required
to precisely understand the criterion of Pandey, Saxena and Sinhababu [14], it is not essential
for the proofs in this paper. The interested reader may find these field theoretic preliminaries
and formal definitions in the full version of the paper [4].

I Theorem 1.5. Let f1, . . . , fm ∈ F[x1, . . . , xn] such that algrank {f1, . . . , fm} = k and
the inseparable degree is t. If t and k are bounded by a constant, then we can construct
a polynomial (in the input length) sized list of homomorphisms of the form Φ : F[x] →
F(s)[y0, y1, . . . , yk] such that at least one of them is guaranteed to be to F-faithful for the set
{f1, . . . , fm}, in the following two settings:

When each of the fi’s are sparse polynomials,
When each of the fi’s are products of variable disjoint, multilinear, sparse polynomials.

Prior to this, construction of faithful homomorphisms over finite fields was known only in
the setting when each fi has small individual degree [3]. Over characteristic zero fields, the
inseparable degree is always 1 and hence the faithful maps constructed in [3], [2] over such
fields can be viewed as special cases of our constructions.

The above theorem also holds for a few other models studied by Agrawal et al. [2] (for
instance, occur-k products of sparse polynomials). We mention the above two models just as
an illustration of lifting the recipe for faithful maps from [3, 2] to the finite characteristic
setting.

I Corollary 1.6. If {f1, . . . , fm} ∈ F[x1, . . . , xn] is a set of s-sparse polynomials with algebraic
rank k and inseparable degree t where k, t = O(1). Then, for the class of polynomials of the
form C(f1, . . . , fm) for any polynomial C(z1, . . . , zm) ∈ F[z], there is an explicit hitting set
of size (s · deg(C))O(1).

I Corollary 1.7. Let C =
∑m
i=1 Ti be a depth-4 multilinear circuit of size s, where each Ti is a

product of variable-disjoint, s-sparse polynomials. Suppose {T1, . . . , Tm} ∈ F[x1, . . . , xn] is a
set of polynomials with algebraic rank k and inseparable degree t where k, t = O(1). Then, for
the class of polynomials of the form C(T1, . . . , Tm) for any polynomial C(z1, . . . , zm) ∈ F[z],
there is an explicit hitting set of size (s · deg(C))O(1).

Comparison with the PIT of [14]

Pandey et al. [14] also gives a PIT result for circuits of the form
∑
i (fi,1 · · · fi,m) where

algrank {fi,1, . . . , fi,m} ≤ k for every i and each fi,j is a degree d polynomial in F[x1, . . . , xn].
They extend the result of Kumar and Saraf [11] to arbitrary fields by giving quasi-polynomial
time hitting sets if kd is at most poly-logarithmically large.

Corollary 1.7 however is incomparable to the PIT of Pandey et al. [14] for the following
reasons:

The algebraic rank bound in the case of [14, 11] is a gate-wise bound rather than a global
bound. Thus, in principle, it could be the case that algrank {fi,1, . . . , fi,m} is bounded by
k for each i but this would not necessarily translate to a bound on algrank

{∏
j fi,j : i

}
as demanded in Corollary 1.7. Hence, in this regard, the PIT of [14, 11] is stronger.
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In the regime when we have algrank
{∏

j fi,j : i
}

and the inseparable degree of this set
to be bounded by a constant, Corollary 1.7 presents an explicit hitting set of polynomial
size, whereas it is unclear if [14, 11] provide any non-trivial upper bound as this does not
translate to any bound on algrank {fi,1, . . . , fi,m}.

On other models studied by Agrawal et al. [2]

Our results, in its current form, do not extend directly some of the other models studied
by Agrawal et al. [2], most notably larger depth multilinear formulas. The primary hurdle
appears to be the recursive use of explicit faithful homomorphisms for larger depth formulas.
In the characteristic p setting, unfortunately, it is unclear if a bound on the inseparable
degree of the original gates can be used to obtain a bound on the inseparable degree of other
sets of polynomials considered in the recursive construction of Agrawal et al. [2].

1.2 Proof overview
The general structure of the proof follows the outline of Agrawal et al. [2]’s construction of
faithful homomorphisms in the characteristic zero setting. Roughly speaking, this can be
described in the following steps:

Step 1 : For a generic linear map Φ : x → F(s)[y1, . . . , yk], write the Jacobian of the
set {f1 ◦ Φ, · · · , fk ◦ Φ} in terms of the Jacobian of the set {f1, · · · , fk}. This can be
described succinctly as a matrix product of the form

Jy(f ◦ Φ) = Φ(Jx(f)) · Jy(Φ(x)).

Step 2 : We know that Jx(f) is full rank. Ensure that Φ(Jx(f)) (where Φ is applied to
every entry of the matrix Jx(f)) remains full rank. This can be done if f ’s are some
structured polynomials such as sparse polynomials, or variable-disjoint products of sparse
polynomials etc.

Step 3 : Choose the map Φ so as to ensure that

rank(Φ(Jx(f)) · Jy(Φ(x))) = rank(Φ(Jx(f))).

This is typically achieved by choosing Φ so as to make Jy(Φ(x)) a rank-extractor. It
was shown by Gabizon and Raz [6] that a parametrized Vandermonde matrix has this
property, and this allows one to work with a homomorphism of the form (loosely speaking)

Φ : xi 7→
k∑
j=1

sijyj .

We would like to execute essentially the same sketch over fields of finite characteristic
but we encounter some immediate difficulties. The criterion of Pandey et al. [14] over finite
characteristic is more involved but it is reasonably straightforward to execute Steps 1 and
2 in the above sketch using the chain rule of (Hasse) derivatives. The primary issue is in
executing Step 3 and this is for two very different reasons.

The first is that, unlike in the characteristic zero setting, the analogue of the matrix
Jy(Φ(x)) have many correlated entries. In the characteristic zero setting, we have complete
freedom to choose Φ so that Jy(Φ(x)) can be any matrix that we want. Roughly speaking,
we only have n · k parameters to define Φ but the analogue of Jy(Φ(x)) is much larger in the
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finite characteristic setting. Fortunately, there is just about enough structure in the matrix
that we can show that it continues to have some rank-preserving properties. This is done
in Section 3.

The second hurdle comes from the subspace that we need to work with in the modified
criterion. The rank-extractor is essentially parametrized by the variable s. In order to show
that it preserves the rank of Φ(Jx(f)) under right multiplication, we would like ensure that
the variable s effectively does not appear in this matrix. In the characteristic zero setting,
this is done by suitable restriction on other variables to remove any dependencies on s in
Φ(Jx(f)). Unfortunately, in the criterion of Pandey et al. [14], we have to work modulo some
suitable subspace and these elements introduce other dependencies on s that appear to be
hard to remove. Due to this hurdle, we are unable to construct F(s)-faithful homomorphisms
even in restricted settings.

However, we observe that for the PIT applications, we are merely required to ensure
that {f1 ◦ Φ, . . . , fk ◦ Φ} remain F-algebraically independent instead of F(s)-algebraically
independent. With this weaker requirement, we can obtain a little more structure in the
subspace involved and that lets us effectively execute Step 3.

Structure of the paper

We begin by describing some preliminaries that are necessary to understand the criterion
of Pandey, Saxena and Sinhababu [14] in the next section. Following that, in Section 3, we
show that certain Vandermonde-like matrices have rank-preserving properties. We use these
matrices to give a recipe of constructing faithful maps, in Section 4, and execute this for the
settings of Theorem 1.5 in Section 5.

2 Preliminaries

2.1 Notations
For a positive integer m, we will use [m] to denote set {1, 2, . . . ,m}.
We will use bold face letters such as x to denote a set of indexed variables {x1, . . . , xn}.
In most cases the size of this set would be clear from context. Extending this notation,
we will use xe to denote the monomial xe1

1 · · ·xen
n .

For a set of polynomials f1, . . . , fm, we will denote by 〈f1, . . . , fm〉K the set of all K-linear
combinations of f1, . . . , fm. Extending this notation, we will use 〈f1, . . . , fm〉rK to denote
the set of all K-linear combinations of r-products fi1 · · · fir (with i1, . . . , ir ∈ [m]) and
〈f1, . . . , fm〉≥rK similarly. In instances when we just use 〈f1, . . . , fm〉, we will denote the
ideal generated by f1, . . . , fm.

Hitting set generators

I Definition 2.1 (Hitting set generators (HSG)). Let C be a class of n-variate polynomials.
A tuple of polynomials G = (G1(α), . . . , Gn(α)) is a hitting set generator for C if for every
nonzero polynomial P (x) ∈ C we have P (G1(α), . . . , Gn(α)) is a nonzero polynomial in α.

The degree of this generator is defined to be max deg(Gi).

Intuitively, such a tuple can be used to generate a hitting set for C by running over several
instantiations of α. Also, it is well known that any hitting set can be transformed into to
HSG via interpolation.



P. Chatterjee and R. Saptharishi 11:7

Isolating weight assignments

Suppose wt : {xi} → N is a weight assignment for the variables {x1, . . . , xn}. We can extend
it to define the weight of a monomial as follows.

wt(xe) =
n∑
i=1

ei · wt(xi)

I Definition 2.2. A weight assignment wt : {xi} → N is said to be isolating for a set S of
monomials if every pair of distinct monomials in S receives distinct weights.

With this background, we are now ready to state the criterion for algebraic independence
over fields of finite characteristic. Similar to the Jacobian Criterion, Pandey, Saxena and
Sinhababu [14] reduce the problem of checking algebraic independence to that of checking
linear independence. However, their criterion is slightly more subtle in the sense that we will
have to check the linear independence of a set of vectors modulo a large subspace.

A formal statement of the Jacobian criterion along with some field theoretic preliminaries
are present in the full version [4]. These include the formal definition of terms such as insep-
arable degree etc. to precisely understand the criterion of Pandey, Saxena and Sinhababu [14]
but are not essential for the proof in this paper.

2.2 The PSS Criterion over fields of finite characteristic
In this section we present a slightly different perspective on the criterion of Pandey et al. [14].
A more elaborate discussion of their criterion is deferred to the full version [4].

Define the following operator Ht(f) := deg≤t(f(x + z)− f(z)), where deg≤t restricts to
just those monomials in x of degree at most t. It is also worth noting that Ht(f) does not
have a constant term and this would become useful in the criterion.

The operator Ht however, as defined above, is indexed by t. Pandey et al. [14] show that
the correct value of t to work with is the inseparable degree of the given set of polynomials
(see full version [4] for details).

Let Ut(f) = Ut(f1, . . . , fk) denote the subspace 〈Ht(f1), . . . ,Ht(fk)〉≥2
F(z) mod 〈x〉t+1.

Then, for any h ∈ Ut(f), we define the modified Jacobian matrix as follows.

PSSJact(f , h) =


Ht(f1) + h

Ht(f2)
...

Ht(fk)

 .
The columns of this matrix are indexed by monomials in x and entries in the column indexed
by xe are the coefficient of xe in the corresponding rows.

I Theorem 2.3 (Alternate Statement for the PSS-criterion). Let {f1, . . . , fk} be a set of
n-variate polynomials over a field F with inseparable degree t. Then, they are algebraically
independent if and only if for every h ∈ Ut(f), PSSJact(f , h) is full rank.

Let Vt(g1, . . . , gk) denote the subspace 〈Ht(g1), . . . ,Ht(gk)〉≥2
F(g(v)) mod 〈y〉t+1. The fol-

lowing lemma can be inferred in the dependent case.

I Lemma 2.4. Let F any field and K be an extension field of F. If {g1, . . . , gk} is a set
of n-variate polynomials in K[y] that are F-algebraically dependent, then for any positive
integer t, there exists h′ ∈ Vt(g1, . . . , gk) such that PSSJact(g, h′) is not full rank.

A proof is given in the full version [4] for the sake of completeness, but we note that the
steps are almost identical to those in [14].
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3 Rank Condensers from Isolating Weight Assignments

In this section, we focus on rank-preserving properties of certain types of matrices. These
are slight generalisations of similar properties of Vandermonde matrices that were proved
by Gabizon and Raz [6] that would be necessary for the application to constructing faithful
homomorphisms.

I Lemma 3.1. Suppose we have an n× n matrix V given by

V =
((
sj·wi

))
i,j

where wi < wj whenever i < j. If V ′ is a matrix obtained from V by replacing some of the
non-diagonal entries by zero, then det(V ′) 6= 0 and furthermore deg(det(V ′)) =

∑n
i=1 i · wi.

The proof of this lemma is not too hard, and can be found in the full version [4].
The following lemma extends this to rank-preserving properties of a related matrix.

I Lemma 3.2. Let A be a matrix over a field F with k rows and columns indexed by
monomials in x of degree at most D that is full-rank. Further, let w = (w1, . . . , wn) be an
isolating weight assignment for the set of degree D monomials, and let wt(xe) =

∑n
i=1 wiei.

Suppose MΦ is a matrix whose rows are indexed by monomials in x of degree at most D,
and columns indexed by pure monomials

{
ydi : i ∈ {1, . . . , k} , d ≤ D

}
given by

MΦ(xe, ydi ) =
{
si·wt(xe) if deg(xe) = d

0 otherwise
.

where s is a formal variable. Then, rankF(s)(A ·MΦ) = rankF(A).

Proof. By the Cauchy-Binet formula, if we restrict M ′Φ to a set T of k-columns, then

det(A ·M ′Φ[T ]) =
∑

S⊆Columns(A)
|S|=k

det(A[S]) · det(M ′Φ[S, T ])

We wish to show that the above sum is nonzero for some choice of columns T . We do that by
first defining a weight function on minors of A, then proving that there is a unique nonzero
minor of A of largest weight, and then choosing a set of columns T such that the degree of
det(M ′Φ[S, T ]) coincides with this chosen weight function. Define the weight of a minor of A
as follows:

Suppose the columns of the minor is indexed by S = {xe1 , . . . ,xek} with the property
that wt(xe1) < wt(xe2) < · · · < wt(xek). Define the weight of this minor as

wt(S) =
k∑
i=1

i · wt(xei)

where, recall, wt(xei) =
∑
j wj · ei(j).

B Claim 3.3. There is a unique nonzero k × k minor of A of maximum weight.

Proof. Suppose S1 and S2 are two different minors of A with the same weight. We will just
identify S1 and S2 by the set of column indices for simplicity. Say S1 has columns indexed
by xe1 , . . . ,xek with wt(xe1) < wt(xe2) < · · · < wt(xek) and S2 has columns indexed by
xe′

1 , . . . ,xe′
k with wt(xe′

1) < wt(xe′
2) < · · · < wt(xe′

k).
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Suppose S1 and S2 agree on the first i columns, that is ej = e′j for all j ≤ i, and say
wt(ei+1) < wt(e′i+1). By the matroid property, there must be some column xe′

j from S2 that
we can add to S1 \ {xei+1} so that S = S1 \ {xei+1} ∪

{
xe′

j

}
is also a nonzero minor of A.

Suppose that

wt(xe1) < · · · < wt(xei+r ) < wt(xe′
j ) < wt(xei+r+1) < · · · < wt(xek ).

Then,

wt(S) =
i∑

a=1
a · wt(xea) +

i+r∑
a=i+2

(a− 1) · wt(xea) + (i+ r) wt(xe′
j ) +

k∑
a=i+r+1

a · wt(xea)

>

i∑
a=1

a · wt(xea) + (i+ 1) wt(xe′
j ) +

k∑
a=i+2

a · wt(xea) >
k∑
a=1

a · wt(xea) = wt(S1)

Hence, there cannot be two different nonzero minors of A of the same weight. Thus, the
nonzero minor of largest weight is unique. C

We will now choose k columns from M ′Φ as follows in such a way that the degree of the
corresponding determinant agrees with the weight function. Note that the matrix M ′Φ has a
natural block-diagonal structure based on the degree of the monomials indexing the rows
and columns.

Let S0 be the unique k × k minor of A having maximum weight. Further, assume its
columns are indexed by xe1 , . . . ,xek with wt(xe1) < wt(xe2) < . . . < wt(xek). Let
di = deg(xei) =

∑
j(ei)j .

Choose the columns T =
{
yd1

1 , yd2
2 , . . . , ydk

k

}
of the matrix M ′Φ.

By Lemma 3.1, for any set of S′ ⊆ Columns(A), we have deg(det(MΦ[S′, T ])) ≤ wt(S′) and
furthermore we also have deg(M ′Φ[S0, T ]) = wt(S0) as we chose the columns T to ensure that
the main diagonal of the sub-matrix has only nonzero elements. Hence,

det(A ·M ′Φ[T ]) =
∑

S⊆Columns(A)
|S|=k

det(A[S]) · det(M ′Φ[S, T ]) 6= 0

since the contribution from A[S0] det(M ′Φ[S0, T ]) is the unique term of highest degree and so
cannot be cancelled. J

4 Construction of Explicit Faithful Maps

We will be interested in applying a map Φ : F[x] → F(s)[y] and study the transform-
ation of the PSS-Jacobian. Since the entries of the PSS-Jacobian involve Ht(f(x)) =
deg≤t (f(x + z)− f(z)), we would need to also work with Ht(g(y)) where g(y) = f ◦ Φ. To
make it easier to follow, we shall use a different name for the variables in the two cases.
Hence,

Ht(f(x)) := deg≤t (f(x + z)− f(z)) , Ht(g(y)) := deg≤t (g(y + v)− g(v)) .
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4.1 Recipe for constructing faithful maps
Let f1, . . . , fm ∈ F[x1, . . . , xn] be polynomials with algrank {f1, . . . , fm} = k and inseparable
degree t. We will work with linear transformations of the form:

Φ : xi 7→ aiy0 +
k∑
j=1

swi·jyj , for all i ∈ [n],

Φz : zi 7→ aiv0 +
k∑
j=1

swi·jvj , for all i ∈ [n].

where all the variables on the RHS are formal variables. Further, define {g1, . . . , gm} ∈ F[z]
as gi = fi ◦ Φ and Ht(gi) = deg≤t(gi(y + v)− gi(v)).

The main lemma of this section is the following recipe for constructing faithful maps.

I Lemma 4.1 (Recipe for faithful homomorphisms). Let f1, . . . , fm ∈ F[x] be polynomials
such that their algebraic rank is at most k and suppose the inseparable degree is bounded by a
constant t. Further,

suppose G = (G1(α), . . . , Gn(α)) is a hitting-set generator (HSG) for the class of all k×k
minors of PSSJact(f , h) for any h ∈ Ut(f).
suppose w : [n]→ N is an isolating weight assignment for the set of n-variate monomials
of degree at most t.

Then, the homomorphism Φ : F[x1, . . . , xn]→ F(s, α)[y0, . . . , yk] defined as

Φ : xi 7→ y0Gi(α) +
k∑
j=1

yj · sw(i)j ,

is an F-faithful homomorphism for the set {f1, . . . , fm}.

As mentioned earlier, the rough proof sketch would be to first write the PSS-Jacobian of
the transformed polynomials g in terms of f , express that as a suitable matrix product, and
use some rank extractor properties of the associated matrix, as described in Section 3. So
first, let us see how we can get the required matrix product.

I Lemma 4.2 (Evolution of polynomials under Φ). Let Φ : x → F(s)[y] and Φz : z →
F(s)[v] be given as above. Further, for any polynomial h′(a1, . . . , am) ∈ F(g(v))[a], define
h(a1, . . . , am) ∈ F(f(z))[a] as follows.

coeffae(h) is got by replacing every occurrence of gi(v) by fi(z) in coeffae(h′)

Then,

h′(Ht(g1), . . . ,Ht(gm)) = Φ ◦ Φz(h(Ht(f1), . . . ,Ht(fm))).

It is worth noting that the polynomial h(a1, . . . , am) is independent of s. This would be
crucial later on in the proof. The proof of this lemma is not too hard and can be found in
the full version [4].

I Corollary 4.3 (Matrix representation of the evolution). Suppose A′ is a matrix whose
columns are indexed by monomials in y. Further suppose a row in A′ corresponds to a
polynomial, say h′(Ht(g1), . . . ,Ht(gm)) ∈ F(g(v))[y], whose entry in the column indexed
by ye is coeffye(h′(Ht(g))) ∈ F(v, s). If A is the corresponding matrix (having entries
from F(z)) with columns indexed by monomials in x and the corresponding row being
h(Ht(f1), . . . ,Ht(fm)) ∈ F(f(z))[x] as described in Lemma 4.2, then

A′ = Φz(A)× M̃Φ

where M̃Φ(xe,yd) = coeffyd(Φ(xe)).
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Using these and Lemma 3.2, we are now ready to prove Lemma 4.1.

Proof of Lemma 4.1. Without loss of generality, say {f1, . . . , fk} is an algebraically inde-
pendent set. We wish to show that if gi = fi ◦ Φ, then {g1, . . . , gk} is an F-algebraically
independent set as well. Assume on the contrary that {g1, . . . , gk} is an F-algebraically
dependent set. Then for t being the inseparable degree of {f1, . . . , fk}, by Lemma 2.4, there
exists

h′ ∈ Vt(g1, . . . , gk) := 〈Ht(g1), . . . ,Ht(gk)〉≥2
F(g(v)) mod 〈y〉t+1

such that PSSJact(g, h′) is not full rank. Without loss of generality, we can assume that
the entries of PSSJact(g, h′) are denominator-free by clearing out any denominators. Corres-
ponding to h′, define h as in Lemma 4.2, which would also satisfy that

h ∈ Ut(f1, . . . , fk) := 〈Ht(f1), . . . ,Ht(fk)〉≥2
F(z) mod 〈x〉t+1

.

It is worth stressing the fact that the polynomial h is independent of the variable s. Then by
Corollary 4.3 we get

PSSJact(g, h′) = Φz(PSSJact(f , h))× M̃Φ.

Now, if we substitute v0 = 1 and vi = 0 for every i ∈ [k], we get

PSSJact(g, h′)(v0 = 1, v1 = . . . = vk = 0) = PSSJact(f , h)(z = G(α))× M̃Φ.

But since {f1, . . . , fk} is algebraically independent, Theorem 2.3 yields that PSSJact(f , h)
has full rank. Thus, PSSJact(f , h)(z = G(α)) also has full rank since G = (G1(α), . . . , Gn(α))
is a hitting-set generator for the class of all k × k minors of PSSJact(f , h). Most crucially,
the matrix PSSJact(f , h) is independent of the variable s.

To complete the proof, we need to show that multiplication by M̃Φ continues to keep this
full rank to contradict the initial assumption that PSSJact(g, h′) was not full rank.

Finally note that for the Φ we have defined, M̃Φ restricted to only the pure monomial
columns{

yji : i ∈ {1, . . . , k} , j ∈ {0, 1, . . . , t}
}
,

is the same as MΦ as defined in Lemma 3.2. Further, w is an isolating weight assignment for
the set of n-variate monomials of degree at most t, we satisfy the requirements of Lemma 3.2.
Hence, by Lemma 3.2,

rankF(s,α) (PSSJact(g, h′)(v0 = 1, v1 = . . . , vk = 0)) = rankF(α) PSSJact(f , h)(z = G(α))
=⇒ rankF(s,α,v) (PSSJact(g, h′)) ≥ rankF(α) PSSJact(f , h)(z = G(α))

= k,

which contradicts our assumption that it was not full rank. Hence, it must indeed be the
case that {f1 ◦ Φ, . . . , fk ◦ Φ} is F - algebraically independent. J

5 Explicit faithful maps and PIT applications in restricted settings

We now describe some specific instantiations of the recipe given by Lemma 4.1 in restricted
settings. Let us first recall the statement of the main theorem.
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I Theorem 1.5. Let f1, . . . , fm ∈ F[x1, . . . , xn] such that algrank {f1, . . . , fm} = k and
the inseparable degree is t. If t and k are bounded by a constant, then we can construct
a polynomial (in the input length) sized list of homomorphisms of the form Φ : F[x] →
F(s)[y0, y1, . . . , yk] such that at least one of them is guaranteed to be to F-faithful for the set
{f1, . . . , fm}, in the following two settings:

When each of the fi’s are sparse polynomials,
When each of the fi’s are products of variable disjoint, multilinear, sparse polynomials.

Proof. By Lemma 4.1, Φ : F[x1, . . . , xn]→ F(s, α)[y0, . . . , yk] defined as

Φ : xi 7→ y0Gi(α) +
k∑
j=1

yj · sw(i)j ,

is a faithful homomorphism for the set {f1, . . . , fm} if for any h ∈ Ut(f), w = (w1, . . . , wn)
is a basis isolating weight assignment for PSSJac(f , h) and G = (G1(α), . . . , Gn(α)) is such
that the rank of PSSJact(f , h) is preserved after the substitution z→ a for some a ∈ G. We
define the weight using the standard hashing techniques [10, 1].

Defining w: Define w : [n] → N as w(i) = (t + 1)i (mod p), where t is the inseparable
degree.

Assuming t to be a constant, there are only poly(n) many distinct monomials in x of degree
at most t. Thus, standard results by Klivans and Spielman [10] or Agrawal and Biswas [1]
shows that it suffices to go over poly(n) many ‘p’s before w isolates all monomials in x of
degree at most t.
Let PSSJact(f) be the matrix with columns indexed by monomials in x of degree at most t
and rows by k-variate monomials ae in degree at most t, defined as follows.

PSSJact(f)[ae,xd] = coeffxd(Ht(f)e)

Set K =
(
k+t
t

)
be the number of rows in PSSJact(f). Then the following is true.

B Claim 5.1. If G is a hitting set generator for every K ′ ×K ′ minor of PSSJact(f) where
K ′ ≤ K, then the rank of PSSJact(f , h) is preserved for every h ∈ Ut(f).

Proof. We need to show that there is an a in G which has the following property:

For any h ∈ Ut(f), if {Ht(f1) + h,Ht(f2), . . . ,Ht(fk)} are linearly independent, then
so are {Ht(f1)(a) + h(a), Ht(f2)(a), . . . ,Ht(fk)(a)}.

Now suppose this is not the case. Then it must be the case that without loss of generality,
some h ∈ Ut(f), PSSJact(f , h) has full rank but for any a ∈ G,

α1(Ht(f1)(a) + h(a)) +
k∑
i=2

(αi ·Ht(fi)(a)) = 0.

Here, not all of {αi}i∈[k] are zero. However by our hypothesis, this would mean that

α1(Ht(f1) + h) +
k∑
i=2

(αi ·Ht(fi)) 6= 0.
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Let B be a basis of the rows in Ht(f). Then each of {Ht(f1) + h,Ht(f2), . . . ,Ht(fk)} can
be written in terms of rows in B. Thus, the above statement can be rewritten as

K′∑
i=1

βi · bi = α1(Ht(f1) + h) +
k∑
i=2

(αi ·Ht(fi)) 6= 0

where {βi}i∈[K′] are some scalars and K ′ = |B|.
This shows that not all {βi}K

′

i=1 can be zero. Now since G is a hitting set generator for
every K ′ ×K ′ minor in PSSJact(f), there is some a ∈ G such that {bi(a)}i∈[K′] continue
to remain linearly independent. Thus,

∑K′

i=1 βi × bi(a)! = 0, since not all {βi}i∈[K′] is zero.
However, this shows that

α1(Ht(f1)(a) + h(a)) +
k∑
i=2

(αi ·Ht(fi)(a)) =
K′∑
i=1

βi × bi(a) 6= 0.

This contradicts our assumption, and so it must be the case that for any h ∈ Ut(f), the
rank of PSSJact(f , h) is preserved. C

Thus, now it is only a question of finding a hitting set generator of low degree, for every
K ′ ×K ′ minor of PSSJact(f) where K ′ ≤ K. The definitions of these generators for both
cases are similar to those in [2] and the details can be found in the full version [4]. J

5.1 Applications to PIT
As stated in Subsection 1.1, using Lemma 1.2, we get two straightforward corollaries for PIT
for related models (Corollary 1.6 and Corollary 1.7). As mentioned there, the results are
incomparable with the PIT results of Pandey et al. [14] and Kumar and Saraf [11]. For the
proof idea, the interested reader may look at the full version [4].

6 Conclusion and open problems

We studied the task of constructing faithful homomorphisms in the finite characteristic
setting and extended the results of Agrawal et al. [2] in the setting when the inseparable
degree is bounded. There are some very natural open problems in this context.

Are the homomorphisms constructed in the paper also F(s)-faithful homomorphisms?

Our proof only provides a recipe towards constructing F-faithful homomorphisms due to
technical obstacles involving the criterion for algebraic independence over finite character-
istic fields. This is not an issue in characteristic zero fields; Agrawal et al. [2] construct
F(s)-faithful homomorphisms.

How crucial is the notion of inseparable degree in the context of testing algebraic
independence?

The criterion of Pandey, Saxena and Sinhababu [14] crucially depends on this field
theoretic notion and there seems to be compelling algebraic reasons to believe that this
is necessary. However, as mentioned earlier, Guo, Saxena and Sinhababu [7] showed
that algebraic independence testing is in AM ∩ coAM and this proof has absolutely no
dependence on the inseparable degree.
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Abstract
We study the problem of finding maximum-area rectangles contained in a polygon in the plane.
There has been a fair amount of work for this problem when the rectangles have to be axis-aligned or
when the polygon is convex. We consider this problem in a simple polygon with n vertices, possibly
with holes, and with no restriction on the orientation of the rectangles. We present an algorithm
that computes a maximum-area rectangle in O(n3 log n) time using O(kn2) space, where k is the
number of reflex vertices of P . Our algorithm can report all maximum-area rectangles in the same
time using O(n3) space. We also present a simple algorithm that finds a maximum-area rectangle
contained in a convex polygon with n vertices in O(n3) time using O(n) space.
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1 Introduction

Computing a largest figure of a certain prescribed shape contained in a container is a
fundamental and important optimization problem in pattern recognition, computer vision
and computational geometry. There has been a fair amount of work for finding rectangles of
maximum area contained in a convex polygon P with n vertices in the plane. Amenta showed
that an axis-aligned rectangle of maximum area can be found in linear time by phrasing it
as a convex programming problem [3]. Assuming that the vertices are given in order along
the boundary of P , stored in an array or balanced binary search tree in memory, Fischer
and Höffgen gave O(log2 n)-time algorithm for finding an axis-aligned rectangle of maximum
area contained in P [9]. The running time was improved to O(logn) by Alt et al. [2].

Knauer et al. [12] studied a variant of the problem in which a maximum-area rectangle
is not restricted to be axis-aligned while it is contained in a convex polygon. They gave
randomized and deterministic approximation algorithms for the problem. Recently, Cabello
et al. [6] gave an exact O(n3)-time algorithm for finding a maximum-area rectangle with
no restriction on its orientation that is contained in a convex n-gon. They also gave an
algorithm for finding a maximum-perimeter rectangle and approximation algorithms.
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12:2 Maximum-Area Rectangles in a Simple Polygon

This problem has also been studied for containers which are not necessarily convex. Some
previous work on the problem focuses on finding an axis-aligned rectangle of maximum area or
of maximum perimeter contained in a rectilinear polygonal container in the plane [1, 13, 14].
Daniels et al. studied the problem of finding a maximum-area axis-aligned rectangle contained
in a polygon, not necessarily convex and possibly having holes [8]. They gave O(n log2 n)-time
algorithm for the problem. Later, Boland and Urrutia improved the running time by a factor
of O(logn) for simple polygons with n vertices [5]. With no restriction on the orientation of
the rectangles, Hall-Holt et al. gave a PTAS for finding a fat1 rectangle of maximum area
contained in a simple polygon [11].

Our results. We study the problem of finding a maximum-area rectangle with no restriction
on its orientation that is contained in a simple polygon P with n vertices, possibly with
holes, in the plane. We are not aware of any previous work on this problem, except a PTAS
for finding a fat rectangle of maximum area inscribed in a simple polygon [11]. We present
an algorithm that computes a maximum-area rectangle contained in a simple polygon with
n vertices in O(n3 logn) time using O(kn2) space, where k is the number of reflex vertices
of P . Our algorithm can also find all rectangles of maximum area contained in P in the
same time using (n3) space. We also present a simple algorithm that finds a maximum-area
rectangle contained in a convex polygon with n vertices in O(n3) time using O(n) space.

To obtain the running time and space complexities, we characterize the maximum-area
rectangles and classify them into six types, based on the sets of contacts on their boundaries
with the polygon boundary. Then we find a maximum-area rectangle in each type so as to
find a maximum-area rectangle contained in P . To facilitate the process, we construct a
ray-shooting data structure for P of O(n) space which supports, for a given query point in
P and a direction, O(logn) query time. We also construct the visibility region from each
vertex within P , which can be done in O(n2) time using O(n2) space in total. For some
types, we compute locally maximal rectangles aligned to the coordinate axes while we rotate
the axes. To do this, we maintain a few data structures such as double staircases of reflex
vertices and priority queues for events during the rotation of the coordinate axes. They can
be constructed and maintained in O(kn2 logn) time using O(kn2) space. The total number
of events considered by our algorithm is O(n3), each of which is handled in O(logn) time.

I Theorem 1. We can compute a largest rectangle contained in a simple polygon with n
vertices, possibly with holes, in O(n3 logn) time using O(kn2) space, where k is the number
of reflex vertices. We can report all largest rectangles in the same time using O(n3) space.

I Theorem 2. We can find a largest rectangle in a convex polygon P with n vertices in
O(n3) time using O(n) space.

Due to lack of space, some proofs and details are omitted.

2 Preliminary

Let P be a simple polygon with n vertices in the plane. For ease of description, we assume
that P has no hole. When P has holes, our algorithm works with a few additional data
structures and procedures for testing if candidate rectangles contain a hole. We discuss this
in Section 8. Without loss of generality, we assume that the vertices of P are given in order

1 A rectangle is c-fat if its aspect ratio is at most c for some constant c.
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along the boundary of P . We denote by k with k ≥ 1 the number of reflex vertices of P . We
assume the general position condition that no three vertices of P are on a line. Whenever we
say a largest rectangle, it refers to a maximum-area rectangle contained in P .

We use the xy-Cartesian coordinate system and rotate the xy-axes around the origin while
the polygon is stationary. We use Cθ to denote the coordinate axes obtained by rotating the
xy-axes of the standard xy-Cartesian coordinate system by θ degree counterclockwise around
the origin. For a point p in the plane, we use px and py to denote the x- and y-coordinates
of p with respect to the coordinate axes, respectively. We say a segment or line is horizontal
(or vertical) if it is parallel to the x-axis (or the y-axis). Let η(p), λ(p) and δ(p) denote
the ray (segment) emanating from p going horizontally leftwards, rightwards and vertically
downwards in the coordinate axes, respectively, until it escapes P for the first time. We call
the endpoint of a ray other than its source point the foot of the ray. We denote the foot of
η(p), λ(p) and δ(p) by η̄(p), λ̄(p) and δ̄(p), respectively.

We use Dε(p) to denote the disk centered at a point p with radius ε > 0. For any
two points p and q in the plane, we use pq and to denote the line segment connecting p
and q, and |pq| to denote the length of pq. For a segment s, we use D(s) to denote the
smallest disk containing s. For a subset S ⊆ P , we define the visibility region of S as
V (S) = {x ∈ P | px ⊂ P for every point p ∈ S}. For a point p ∈ P , we abuse the notation
such that V (p) = V ({p}). For a set X, we use ∂X to denote the boundary of X.

2.1 Existence of a maximum-area rectangle in a simple polygon
The set G of all parallelograms in the plane is a metric space under the Hausdorff distance
measure dH . The Hausdorff distance between two sets A and B of points in the plane is defined
as dH(A,B) = max{supa∈A infb∈B d(a, b), supb∈B infa∈A d(a, b)}, where d(a, b) denotes the
distance between a and b of the underlying metric. Since the area function µ : G → R≥0 is
continuous in G, the following lemma assures the existence of a largest rectangle contained
in P and thus justifies the problem. Let R denote the set of all rectangles contained in P .
Clearly, R ⊂ G.

I Lemma 3. The set R is compact.

Proof. Define f : R6 → G to be a function that maps a triplet (p, u, v) of points p, u, and v
in R2 to the parallelogram in R2 that has p, p+ u, p+ v, and p+ u+ v as the four corners.

If a parallelogram G ∈ G is not contained in P , there always exists a point q ∈ G and a disk
Dε(q) for some ε > 0 satisfying Dε(q)∩P = ∅ in the plane. Then for any parallelogram Q ∈ G
with dH(G,Q) < ε, the intersection Q∩Dε(q) is not empty and Q is not contained in P . Thus,
C = {G ∈ G | G 6⊂ P} is open in G, and therefore WP =

{
(p, u, v) ∈ R6 | f(p, u, v) ⊂ P

}
=

f−1(G \ C) is closed. This implies that TP =
{

(p, u, v) ∈ R6 | f(p, u, v) ⊂ P, a rectangle
}

=
WP ∩ {(p, u, v) | u · v = 0} is closed and also bounded in R6, i.e. compact. Now we can
conclude that f(TP ) = R is also compact by f being continuous in R6. J

2.2 Classification of largest rectangles
We give a classification of largest rectangles based on the sets of contacts they have on their
boundaries with the polygon boundary. We say a rectangle contained in P has a side-contact
(sc for short) if a side has a reflex vertex of P lying on it, excluding the corners. Similarly, we
say a rectangle contained in P has a corner-contact (cc for short) if a corner lies on an edge
or a vertex of P . When two opposite corners (or two opposite sides) have corner-contacts (or
side-contacts), we say the contacts are opposite.

FSTTCS 2019



12:4 Maximum-Area Rectangles in a Simple Polygon

A B C(C1)

D

B1 C2 C3

D1 D2 E3 F(F1) F2E(E1) E2

B2 B3

Figure 1 Classification of the determining sets of contacts of largest rectangles when rotations
are allowed. Each canonical type X, except A, has a few subtypes Xi for i = 1, 2, 3.

Daniels et al. [8] studied this problem with the restriction that rectangles must be axis-
aligned. They presented a classification of determining sets of contacts, defined below, into
five types for a largest axis-aligned rectangle contained in a simple polygon in the plane.

I Definition 4 (Determining set of contacts [8]). A set Z of contacts is a determining set
of contacts if the largest axis-aligned rectangle satisfying Z has finite area and the largest
axis-aligned rectangle satisfying any proper subset of Z has greater or infinite area.

In our problem, a largest rectangle R is not necessarily axis-aligned. Consider two
orthogonal lines which are parallel to the sides of R and pass through the origin. Since R is
aligned to the coordinate axes defined by the lines, it also has a determining set of contacts
defined by Daniels et al. From this observation, we present a classification of the determining
sets of contacts (DS for short) for a largest rectangle in P into six canonical types, from A to
F, and their subtypes. The classification is given below together with the figures in Figure 1.

Type A. Exactly two opposite ccs lying on convex vertices of P .
Type B. One sc on each side incident to a corner c. In addition, B1 has a sc on each
of the other two sides, and B2 and B3 have a cc on the corner c′ opposite to c. B2 has
another sc on a side incident to c′.
Type C (C1). Two ccs on opposite corners c and c′, and a sc on a side e incident to
a corner c. C2 has another sc on the side incident to c′ and adjacent to e, and C3 has
another sc on a side opposite to e.
Type D. A sc on a side e and a cc on each endpoint of e. D1 has another cc and D2 has
another sc on the side opposite to e.
Type E (E1). A sc on a side e and a cc on each endpoint of the side e′ opposite to e. E2
has another sc on a side other than e and e′. E3 has another cc on an endpoint of e.
Type F (F1). ccs on three corners. F2 has ccs on all four corners.

This classification is the same as the one by Daniels et al., except for types A, E, and F.
We subdivide the last type in the classification by Daniels et al. into two types, E and F, for
ease of description. A DS for type A consists of exactly two opposite corner-contacts lying
on convex vertices of P while the corresponding one by Daniels et al. [8] has two opposite
corners lying on the boundary (not necessarily on vertices) of P . This is because there is no
restriction on the orientation of the rectangle.

2.3 Maximal and breaking configurations
Recall that R denotes the set of all rectangles contained in P . Our algorithm finds a largest
rectangle in R of each (sub)type so as to find a largest rectangle contained in P . We call a
rectangle that gives a local maximum of the area function µ among rectangles in R a local
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maximum rectangle (LMR for short). We say an LMR R is of type X if R has all contacts
of subtype Xi for some i = 1, 2, . . .. Since a largest rectangle contained in P is a rectangle
aligned to the axes that are parallel to its sides, it has contacts of at least one type defined
above and is an LMR of that type. Therefore, our algorithm finds a largest rectangle among
all possible LMRs of each type.

Consider a rectangle R ∈ R that satisfies a DS Z. If there is no contact other than
Z, there exists a continuous transformation of R such that the transformed rectangle is a
rectangle contained in P and satisfying Z. Then by such a continuous transformation the
area of R may change. Imagine we continue with such a transformation until the transformed
rectangle R′ gets another contact. In this case, we say R′ is in a breaking configuration (BC
for short) of Z. During the transformation, the area of R′ may become locally maximum.
If R′ is locally maximum and has no contact other than Z, we say R′ is in a maximal
configuration of Z. There can be O(1) maximal configurations of Z, which can be observed
from the area function of the rectangle.

I Lemma 5. An LMR satisfying Z is in a maximal configuration or a breaking configuration.

For a breaking configuration Z ′ of a DS Z, observe that Z ′ \ Z is a singleton and Z ′ can
be a BC of some other DSs. With this fact, we can classify BCs by avoiding repetition and
reducing them up to symmetry. See Figure 4 for breaking configurations.

We use Γθ(Z) to denote the axis-aligned rectangle of largest area that satisfies a DS Z in
Cθ. We say a DS Z is feasible at an orientation θ if Γθ(Z) is a rectangle contained in P . We
say an orientation θ is feasible for Z if Γθ(Z) is contained in P .

3 Computing a largest rectangle of type A

It suffices to check all possible squares in P with two opposite corners on convex vertices of
P . Since ∂P is a simple closed curve, we can determine if a rectangle R is contained in P by
checking if all four sides of R are contained in P .

I Lemma 6. We can compute a largest rectangle among all LMRs of type A in O((n− k)n+
(n− k)2 logn) time using O(n) space.

4 Computing a largest rectangle of type B

We show how to compute all LMRs of type B and a largest rectangle among them. We
compute for each DS a largest LMR over the maximal and breaking configurations. In doing
so, we maintain a combinatorial structure for each reflex vertex which helps compute all
LMRs of type B during the rotation of the coordinate axes.

4.1 Staircase of a point in a simple polygon
We define the staircase S(u) of a point u ∈ P as the set of points p ∈ P with px ≤ ux and
py ≤ uy such that the axis-aligned rectangle with diagonal up is contained in P but no
axis-aligned rectangle with diagonal uq is contained in P for any point q ∈ P with qx < px
and qy < py. Thus, S(u) can be represented as a chain of segments. See Figure 2 (a).

The staircase of a point u ∈ P in orientation θ, denoted by Sθ(u), is defined as the
staircase of u in Cθ. Every axis-aligned segment of Sθ(u) has one endpoint at a vertex of
P , η̄(u), or δ̄(u). A segment of Sθ(u) that is not aligned to the axes is a part of an edge
e of P and is called an oblique segment. (We say e appears to the staircase in this case.)

FSTTCS 2019



12:6 Maximum-Area Rectangles in a Simple Polygon

Each vertex of Sθ(u) which is a vertex P , η̄(u), or δ̄(u) is called an extremal vertex. An
extremal vertex v is called a tip if it is a reflex vertex of P . A vertex of Sθ(u) contained in
P is called a hinge. A step of Sθ(u), denoted by an ordered pair (a, b), is the part of Sθ(u)
between two consecutive extremal vertices a and b along Sθ(u), where ax ≤ bx and ay ≥ by.
It consists of either (i) two consecutive segments ar and rb for r = δ(a) ∩ η(b), or (ii) three
consecutive segments aδ̄(a), δ̄(a)η̄(b), and η̄(b)b with δ̄(a)x ≤ η̄(b)x and δ̄(a)y ≥ η̄(b)y. Note
that δ̄(a)η̄(b) is the oblique segment of step (a, b) which we denote by ob(a, b). A horizontal,
vertical, or oblique segment of a step can be just a point in case of degeneracy.

We can construct Sθ(u) for a fixed θ in O(n) time by traversing the boundary of P
in counterclockwise direction starting from η̄(u) while maintaining the staircase of u with
respect to the boundary chain traversed so far. When the next vertex v of the boundary
chain satisfies vx ≥ tx and vy ≤ ty for the last vertex t of the current staircase, we append it
to the staircase. If (part of) the edge incident to v is an oblique segment of the staircase,
then we append it together with v to the staircase. If vx < tx, we ignore v and proceed to
the vertex next to v. If vx ≥ tx and vy > ty, we remove the portion of the current staircase
violated by v and append v to the staircase accordingly. Observe that each vertex and each
edge appear on the staircase at most once during the construction.

4.2 Maintaining the staircase during rotation of the coordinate system
Bae et al. [4] considered the rectilinear convex hull for a set Q of n point in the plane and
presented a method of maintaining it while rotating the coordinate system in O(n2) time.
The boundary of the rectilinear convex hull consists of four maximal chains, each of which is
monotone to the coordinate axes. We adopt their method and maintain the staircase of a
reflex vertex u in a simple polygon.

The combinatorial structure of Sθ(u) changes during the rotation. Figure 2 (b-f) show
S0(u), Sθ1(u) and Sθ2(u) for three orientations 0, θ1, and θ2 (0 < θ1 < θ2 < π/2). Two
consecutive steps, (a, b) and (b, c), of the staircase merge into one step (a, c) when δ̄(a) meets
b (Figure 2 (b)). A step (a, b) splits up into two steps (a, v) and (v, b) when η̄(b) meets a
polygon vertex v (Figure 2 (c)). A step changes its type between (A) and (B) when the
hinge of a step hits a polygon edge (and then it is replaced by an oblique segment) or the
oblique segment of a step degenerates to a point (and then it becomes a hinge) (Figure 2
(d)). The upper tip a (or the lower tip b) of a step (a, b) can disappear from the staircase
when δ̄(η̄(u)) meets a (or η̄(δ̄(u)) meets b). Finally, a vertex, possibly along with an edge
incident to it, can be added to or deleted from Sθ(u) when it is met by η̄(δ̄(u)) or δ̄(η̄(u)).
We call such a change of the staircase due to the cases described above a step event.

One difference of the staircase Sθ(u) to the one for a point-set by Bae et al. is that
the two boundary points of Sθ(u) are η̄(u) and δ̄(u). Since the polygon is not necessarily
monotone with respect to the axes, the staircase may change discontinuously when η̄(u) or
δ̄(u) meets a vertex of P , which we call a ray event. The step of Sθ(u) incident to η̄(u) is
replaced by a chain of O(n) steps when η̄(u) meets a vertex of P (Figure 2 (e)). A subchain
incident to δ̄(u) is replaced by a single step when δ̄(u) meets a vertex of P (Figure 2 (f)).
We call the appearance or disappearance of a step caused by a ray event a shift event of the
ray event. Note that O(n) shift events occur at a ray event. Observe that all the changes
occurring in a staircase during the rotation are caused by step, ray, or shift events. We abuse
Sθ(u) to denote the combinatorial structure of the staircase if understood in context.

I Lemma 7. The number of events that occur to Sθ(u) during the rotation is O(n2).
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u
P

(a) (b)

Sθ(u)

(c) (e)

u u

(d)

a

b

a

b
c v

a
b

v

(f)

η(u)

δ(u)

η̄(u)

δ̄(u)

Figure 2 (a) Staircase Sθ(u) (thick gray chain) and the tips (black disks), the extremal vertices
(black disks and circles), and the hinge (square) of Sθ(u). (b–d) Step events, and (e–f) ray events
during the rotation of the coordinate system.

To capture these combinatorial changes and maintain the staircase during the rotation, we
construct for every reflex vertex p of P , the list of segments of visibility region V (p) sorted
in angular order. We compute for every pair (p, q) of reflex vertices of P , the list C(p, q) of
vertices and segments of ∂V ({p, q}) ∩D(pq), sorted in angular order with respect to p and q.
We also compute for every pair (p, e) of a reflex vertex p and edge e, the sorted list L(p, e) of
angles at which δ(η̄(p)) or η(δ̄(p)) meets a vertex of P while η̄(p) or δ̄(p) lies on e. We store
for each orientation in L(p, e) the information on the vertex corresponding to the orientation.
This can be computed by finding the points that e intersects with the boundary of D(tp) for
each vertex t of P . These structures together constitute the event map.

We also construct an event queue for each reflex vertex, which is a priority queue that
stores events indexed by their orientations. This is to update the staircase during the rotation
in a way similar to the one by Bae et al. [4] using the event map. The event map is of size
O(kn2) and can be constructed in O(kn2 logn) time. For a reflex vertex u, we maintain Sθ(u)
and the event queue Q for u during the rotation using the event map. We also store the
extremal vertices and edges of the staircase in a balanced binary search tree T representing
Sθ(u) in order along the staircase so as to insert and delete an element in O(logn) time.

I Lemma 8. The staircases of all k reflex vertices of P can be constructed and maintained
in O(kn2 logn) time using O(kn2) space during the rotation.

4.3 Data structures – double staircases, event map, and event queue
Our algorithm computes all LMRs of type B during the rotation and returns an LMR with
largest area among them. To do so, it maintains for each reflex vertex u two staircases, Sθ(u)
and Sθ+π

2
(u) which we call the double staircase of u, during the rotation of the coordinate

axes and computes the LMRs of type B that have u as the top sc. Let I denote the interval
of orientations such that the horizontal line with respect to any θ ∈ I passing through u is
tangent to the boundary of P locally at u. Let Rθ be the largest axis-aligned rectangle of
type B in θ ∈ I that is contained in P and has u as the top sc. Observe that every reflex
vertex lying on the right side is a tip of Sθ+π

2
(u). We use X to denote the contact set around

the bottom-left corner cθ of Rθ. Then X contains (1) a tip of Sθ(u) touching the left side
and a tip on either Sθ(u) or Sθ+π

2
(u) touching the bottom side (type B1), (2) an oblique

segment e on Sθ(u) touching cθ and a tip on either Sθ(u) or Sθ+π
2
(u) touching the bottom

side (type B2), or (3) just an oblique segment e on Sθ(u) touching cθ (type B3).
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Figure 3 LMRs of (a) type B1, (b) type B2, and (c) type B3. (d) Step event on Sθ+π
2

(u) that
f(q) changes from v to v′. (e) The step event in (d) is a step event on Sθ+π(q).

For a reflex vertex u of P , we construct the double staircase of u, S0(u) and Sπ
2

(u). Then
we maintain the event queue Q containing event orientations in order: the orientations for
staircase events (step and ray events) defined in previous section and the orientations at
which two vertices of V (u) are aligned horizontally. The set of the orientations of the latter
type is to capture the event orientations at which a tip of Sθ(u) is aligned horizontally with
a tip of Sθ+π

2
(u). We call them double staircase events. We initialize Q with the latter type

events. Note that it does not increase the time and space complexities of the event queue.

4.4 Computing LMRs of type B1

Consider a reflex vertex t of P that appears as a tip on Sθ(u). We use f(t) to denote the
upper tip of the step on Sθ+π

2
(u) aligned horizontally to t. For example, in Figure 3(a,b),

v = f(q) in Sθ+π
2

(u). During the rotation of the coordinate axes, we consider the change of
f(t) for each tip t on Sθ(u), as well as step, ray, and shift events on the double staircase. At
each orientation, f(t) can be computed in O(logn) time via binary search on Sθ+π

2
(u) with

ty since the staircase chain is monotone with respect to the y-axis. Thus we do not need to
save the value f(t) for each tip t. We consider the orientation when a tip t on Sθ(u) and
f(t) on Sθ+π

2
(u) are aligned horizontally so that f(t) is set to the next tip on Sθ+π

2
(u). At

such a orientation, we detect a DS candidate of the type B1 with top, left, bottom, and right
scs as u, p, q, and v = f(q), respectively. Note that the bottom sc q might have qx > ux.
We process only the case that q is a tip on Sθ(u), since the other case can be handled when
fixing p as an upper side contact, as described in the following, when step (q, v) disappears
by a step event on Sθ+π

2
(p) and u is a tip on Sθ+π(p).

Consider an event E occurring at θ. When a step of the double staircase that possibly
contributes to a DS of type B1 changes due to E, we detect possible DSs that have been
associated with it. Consider a DS {u, p, q, v} as in Figure 3(a). If E is a step or shift event
on Sθ(u), O(1) tips appear or disappear on Sθ(u) and O(1) DSs are detected at each such
event. If E is a step or shift event on Sθ+π

2
(u), there are O(n) tips t on Sθ(u) such that f(t)

changes. Observe that such an event corresponds to a step event on the staircase of q in
Cθ+π. See Figure 3(d-e). Thus, we may consider only step and shift events on Sθ(u) together
with the double staircase events to detect possible DSs of type B1.

We consider O(1) DSs for each event. Let Z = {u, p, q, v} be a DS of type B1 such that
(p, q) is changed or q and v are aligned horizontally by an event E at θE . Given a closed
interval J , we can compute the set ΘZ of orientations θZ ∈ J maximizing µ(Γθ(Z)) locally in
O(1) time because the area function µ(Γθ(Z)) = (|uv| cos γ+ |up| cos(π−(α+γ)))(|uv| sin γ+
|qv| cos(π2 − (β − γ))) has O(1) extremal values in J . For angles α, β, γ, see Figure 3(a).

We find the maximal interval J of orientations for Z = {u, p, q, v} found in an event E
occurring at θE such that θE ∈ J and all elements of Z appear on the double staircase of
u. This can be done by maintaining the latest orientation (< θE) at which (p, q) starts to
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appear as a step, the latest orientation (< θE) at which v starts to appear as a tip to the
double staircase, and the orientation at which f(q) was set to v. Then J = [θa, θE ], where
θa is the latest of orientation at which all elements of Z and the step consisting of elements
of Z start to appear on the double staircase while satisfying f(q) = v. Note that the LMRs
with contact Z occur at every orientation of ΘZ and the two endpoints (orientations) of J .
Observe that the rectangle ΓθZ (Z) with θZ ∈ ΘZ corresponds to a maximal configuration,
and Γθ(Z) with θ being an endpoint of J corresponds to a breaking configuration. In this
way, we can compute O(1) LMRs satisfying Z in O(1) time.

For a reflex vertex u, we maintain an event queue Q. For each event E in Q, our algorithm
finds O(1) DSs Z that become infeasible by E, and computes the LMRs in O(1) time. Observe
that a DS Z of type B1 becomes infeasible only at shift, step, and double staircase events.
Since our algorithm is applied to every reflex vertex u of P , we do not need to process the
shift and step events occurring on Sθ+π

2
(u). Therefore, we can detect every possible DS Z

by processing the events in Q. By Lemma 8, we have the following lemma.

I Lemma 9. Our algorithm computes all LMRs of type B1 with largest area in O(kn2 logn)
time, where k is the number of reflex vertices.

4.5 Computing LMRs of type B2

A DS Z = {u, e, q, v} of type B2 consists of three reflex vertices u, q, v realizing the top,
bottom, right sc and an oblique segment e realizing the cc at the bottom-left corner cθ
of Γθ(Z). Let w be the point where the extended line of e and the line through u and v
cross. If w appears below cθ, then the area function is µ(Γθ(Z)) = |uq| sin(β + γ)

(
cot(γ −

α)(|uw| sin γ − |uq| sin(β + γ)) − |vw| cos γ
)
. See Figure 3(b). The area of Γθ(Z) with w

appearing above u can be computed in a similar way. Note that there are O(1) orientations
that maximize µ(Γθ(Z)) locally and they can be computed in O(1) time.

Observe that q is contained in Sθ(u) or (q, v) is a step on Sθ+π
2
(u). In addition to the

method from the Section 4.4, we also handle the case that (q, v) is a step on Sθ+π
2
(u) as

follows. For a reflex vertex t appearing as a tip on Sθ+π
2

(u), let g(t) be the edge that contains
η̄(t). We consider every change of f(t) for each tip t on Sθ(u) and the every change of g(t)
for each tip t on Sθ+π

2
(u) during the rotation.

Consider an event E occurring at θE . If f(q) changes from v to v′, we detect the DS
{u, e, q, v}, where e is the edge containing the oblique segment of the step q belongs to, in a
similar way as we process such an event of type B1.

So it remains to consider the case for an event E that changes g(q) for each tip q on
Sθ+π

2
(u) at θE . Observe that g(q) changes only if a double staircase event occurs associated

with q. Whenever a new step (q, v) appears on Sθ+π
2

(u), we do binary search for η̄(q) ∈ e in
V (q). When g(q) changes or a step (q, v) disappears caused by a step or a shift event on
Sθ+π

2
(u), we find O(1) LMRs with DS Z = {u, e, q, v}, and check if they are in P by checking

if the boundary of the rectangles are in P , since we do not know if e appears on Sθ(u) or
not. These LMRs can be computed in a similar way as we do for type B1. Together with
Lemma 8, we have the following lemma.

I Lemma 10. Our algorithm computes all LMRs of B2 with the largest area in O(kn2 logn)
time, where k is the number of reflex vertices of P .
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4.6 Computing LMRs of type B3

Consider the case when DS Z = {u, e, v} is feasible, where e is a polygon edge that appears as
an oblique segment on Sθ(u) and v is a tip on Sθ+π

2
(u) (type B3). See Figure 3(c). To achieve

the largest area, we observe that the bottom-left corner of LMRs satisfying Z must lie at the
midpoint c of the extended line segment pq of e, where p and q are the intersection points of
the line containing e with η(u) and δ(v), respectively. The area function of Γθ({u, cθ, v}),
the rectangle with top sc on u, bottom-left cc on cθ, and right sc on v, is convex with respect
to cθ ∈ l, where l is the line containing e. If c does not lie on e, cθ must lie on a point of e
closest to c to maximize the rectangle area.

The area function of Γθ(Z) for a DS Z of B3 is µ(Γθ(Z)) = |ucθ| sin(α+ γ)
(
|ucθ| cos(π −

(α+γ))+ |uv| cos γ
)
, where cθ is the midpoint of pq (if the midpoint lies on e) or the endpoint

of e that is closer to the midpoint (otherwise) at θ. Since the midpoint moves along l in one
direction as θ increases, there are O(1) intervals of orientations at which the midpoint of pq
is contained in e, and thus this area function has O(1) extremal values in I.

Our algorithm for computing all LMRs of type B3 is simple. First we fix the top sc on u.
For each pair of an edge e and a reflex vertex v, we compute the set ΘZ of orientations that
maximize µ(Γθ(Z)) locally for Z = {u, e, v}. Observe that ΘZ consists of O(1) orientations
because the area function has O(1) extremal values. Then for each θZ ∈ ΘZ , we find two
orientations θ1, θ2 closest to θZ with θ1 ≤ θZ and θ2 ≥ θZ such that the top-right corner of
Γθ(Z) is contained in P by applying binary searching on C(u, v). Finally, we check if Γθ(Z)
is contained in P for O(1) such orientations θ by checking if the boundary of the rectangles
are contained in P . This way we can compute all LMRs of B3 with top sc on u. See Figure 4.
By using the event map and Lemma 8, we have the following lemma.

I Lemma 11. Our algorithm computes all LMRs of B3 with largest area in O(kn2 logn)
time, where k is the number of reflex vertices of P .

5 Computing a largest rectangle of types C and D

LMRs of types C and D can be computed in a way similar to the one for type B. For each reflex
vertex u, we find all LMRs of types C and D that have u on its top side while maintaining
the double staircase of u.

I Lemma 12. We can compute a largest rectangle among all LMRs of types C and D in
O(kn2 logn) time using O(kn2) space, where k is the number of reflex vertices of P .

6 Computing a largest rectangle of type E

We consider the LMRs of type E. Let u be a reflex vertex of P . We detect every DS Z of
type E, containing {u, el, er}, where u is the top sc, el the bottom-left cc, and er the bottom-
right cc. Observe that for each LMR satisfying Z, el and er appear as oblique segments
ob(p, q) ⊂ el and ob(t, v) ⊂ er of Sθ(u) and Sθ+π

2
(u), respectively, such that η̄(t) ∈ ob(p, q)

or λ̄(q) ∈ ob(t, v), depending on whether qy ≤ ty or not. Using this fact, we detect the events
at which Z becomes infeasible, and compute the LMRs satisfying Z.

We compute LMRs of type E at (1) every step and shift event (and ray event) with a step
containing an oblique segment on the double staircase, and (2) every event such that λ̄(q)
meets δ̄(t) on an edge e for a tip q of Sθ(u) and a tip t of Sθ+π

2
(u). At an event E of case

(1), we find DSs Z that become infeasible caused by E. At an event E of case (2) occurring
at θE , we have a step (p, q) on Sθ(u) and a step (t, v) on Sθ+π

2
(u) such that λ̄(q) meets δ̄(v)
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on an edge of P . We consider the same DSs Z1 and Z2 considered in case (1). Observe that
E corresponds to the step event of the double staircase of v at θE − π

2 . The double staircase
of v has a step event at θE − π

2 that δ̄(λ̄(v)) meets q (equivalently, λ̄(q) meets δ̄(v) on an
edge of P at θE). Thus, we can capture E by maintaining the double staircase of v and
insert E to the event queue of u in O(logn) time. We compute this type of events for all
reflex vertices of P by maintaining double staircases of the reflex vertices of P and insert the
events to the event queues of their corresponding reflex vertices whenever such events are
found. There are O(kn2) events in total, and they can be found and inserted to the event
queues in O(kn2 logn) time.

Whenever detecting a DS Z, we take a closed interval J of orientations at which Z

is possibly feasible, and compute O(1) LMRs with contact Z within J . When Z contains
{u, el, er} as the top sc u, bottom-left cc el, and bottom-right cc er, J is the interval such
that ob(p, q) ⊆ el, ob(t, v) ⊆ er, and λ̄(δ̄(p)) ∈ ob(t, v) or λ̄(q) ∈ ob(t, v). Note that the
interval satisfying λ̄(δ̄(p)) ∈ ob(t, v) or λ̄(q) ∈ ob(t, v) can be computed in O(logn) time
using binary search on L(p, el) and L(v, er). If Z contains p as the left sc or e′ as the top-left
cc, we consider the BCs such that v is the right sc or there is another cc on the top-right
corner. Note that the BC of the second case corresponds to a BC of type D1. The orientation
at which such a BC occurs can be computed in O(1) time by solving basic system of linear
equations. Therefore, J can be computed in O(logn) time.

We compute O(1) LMRs for each event and check if they are contained in P in O(logn)
time. There are O(kn2) events corresponding to case (2) which are computed in O(kn2 logn)
time before we handle the events of type E. By Lemma 7, we have the following lemma.

I Lemma 13. We can compute a largest rectangle among all LMRs of type E in O(kn2 logn)
time using O(kn2) space, where k is the number of reflex vertices of P .

7 Computing a largest rectangle of type F

To find all LMRs of type F, we compute the maximal configurations and breaking configurations
of DSs of type F as follows. Consider a DS Z1 = {e1, el, e2} of type F1 and a DS Z2 =
{e1, el, er, e2} of type F2. Then the LMR of a BC of type F1 is the rectangle satisfying Z1∪{u}
or Z1 ∪ {er}, or a rectangle satisfying Z1 with cc on an end vertex of an edge in Z1, where u
is a reflex vertex and er is an edge of P . The LMR satisfying Z1 ∪ {u} belongs to type D1 or
E3 which is computed as an LMR of D or E. The LMR satisfying Z1 ∪ {er} belongs to type
F2 and it is considered for type F2. The LMR of a BC of type F2 is the rectangle satisfying
Z2 ∪ {u}, Z2 ∪ {e′} or the rectangle satisfying Z2 with cc on an end vertex of an edge in
Z2, where u is a reflex vertex and e′ is an edge of P . The LMR satisfying Z2 ∪ {u} belongs
to a BC of type E3 which is computed as an LMR of type E. (See the last BC of type E3
in Figure 4.) Thus, we consider the LMRs of maximal configurations of type F or breaking
configurations Z of type F containing a cc on an end vertex of an edge in Z only.

We say an edge pair (e1, e2) is h-aligned (and v-aligned) at θ if there are points p1 ∈ e1
and p2 ∈ e2 such that p1p2 is horizontal (and vertical) and is contained in P at θ. A pair
(e1, e2) of edges is h-misaligned (and v-misaligned) at θ if the pair is not h-aligned (and not
v-aligned) at θ. Note that a edge pair (e1, e2) changes between being h- or v-aligned and
being h- or v-misaligned only when two vertices of P are aligned horizontally or vertically
during the rotation. We say a triplet (e1, el, e2) of edges t-aligned at θ if there is a point
x ∈ e1 such that λ̄(x) ∈ e2 and δ̄(x) ∈ el at some θ′ ∈ {θ, θ + π

2 , θ + π, θ + 3π
2 }. An edge

triplet (e1, el, e2) is t-misaligned if it is not t-aligned at θ.
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We compute LMRs of type F at (1) every event such that two vertices are aligned
horizontally or vertically, and (2) every event such that δ̄(η̄(u)) meets p for every vertex pair
(u, p) at θ′ ∈ {θ, θ+ π

2 , θ+ π, θ+ 3π
2 }. In case (1), at an event such that two vertices u and v

are aligned horizontally, we find an edge pair (e1, e2) which becomes h-misaligned in O(logn)
time using ray-shooting queries with η(u) and λ(v), assuming that ux < vx if such pair exists.
Then we also find edges el and er such that el contains δ̄(η̄(u)) and er contains δ̄(λ̄(v)). We
can find such edges in O(logn) time using ray-shooting queries. Then we compute the set
ΘZi of orientations that maximize µ(Γθ(Zi)) for each DS Z1 = {e1, el, e2}, Z2 = {e1, er, e2}
and Z3 = {e1, el, er, e2} and check if Γθ(Zi) is contained in P for θ ∈ ΘZi . Observe that
the top-left cc of every LMR of type F1 lies at the midpoint c of wt, for the intersection w
of two lines, one containing e1 and one containing el, and the intersection t of two lines,
one containing e1 and one containing e2. Note that every area function of type F as O(1)
extremal values. If c 6∈ e1, we take the point on e1 that is closest to the midpoint. Thus, each
ΘZi has O(1) elements and we can check for each Γθ(Zi) if it is contained in P in O(logn)
using ray-shooting queries. We also compute the BCs satisfying Zi with cc on an end vertex
of an edge in Zi, and check their feasibility. There are O(1) such BCs which can be computed
in O(1) time. We can compute in O(1) time µ(Γθ(Z)) for each BC Z. An event at which
two vertices u and v are aligned vertically can be handled in a symmetric way.

In case (2), when δ̄(η̄(u)) meets p, we find an edge triplet (e1, el, e2) which becomes
t-misaligned in O(logn) time using ray-shooting queries with η(u), λ(u) and δ(p). We also
find edges er and e′r such that δ̄(λ̄(u)) ∈ er and λ̄(p) ∈ e′r in O(logn) time using ray-shooting
queries. Similar to case (1), we compute ΘZi for each DS Z1 = {e1, el, e2}, Z2 = {e1, el, er, e2}
and Z3 = {e1, el, e

′
r, e2} and check if Γθ(Zi) ⊆ P for θ ∈ ΘZi . Then we compute the BCs

satisfying Zi with cc on an end vertex of an edge in Zi and check their feasibility.
There are O(n2) events corresponding to case (1) and O(n3) events corresponding to

case (2). We can compute them in O(n3) time in total. For each event, we find O(1) DSs in
O(logn) time and compute O(1) maximal and breaking configurations of each DS in O(1)
time, and check their feasibility in O(logn) time. And the only data structure we use for
type F is a ray-shooting data structure of O(n) space.

I Lemma 14. We can compute a largest rectangle among all LMRs of type F in O(n3 logn)
time using O(n) space.

8 Computing a largest rectangle in a simple polygon with holes

Our algorithm can compute a largest rectangle in a simple polygon P with h holes and n
vertices. We use the same classification of largest rectangles and find the LMRs of the six
types. We construct a ray-shooting data structure, such as the one by Chen and Wang [7]
in O(n+ h2 polylog h) time using O(n+ h2) space, which supports a ray-shooting query in
O(logn) time. We also construct the visibility region from each vertex of P , which can be
done in O(n2 logn) time using O(n2) space by using the algorithm in [7]. Each visibility
region is simple and has O(n) complexity. The staircase of a vertex of P can be constructed
in O(n logn) time using plane sweep with ray-shooting queries. Each staircase of a vertex u
of P has O(n) space. There are O(n2) events to the staircase of u since it is equivalent to
the staircase constructed in V (u), a simple polygon with O(n) vertices.

We say a rectangle is empty if there is no hole contained in it. Since P has holes, there
can be a hole contained in a rectangle R even though every side of R is contained in P .
Thus, we check the emptiness of rectangles, together with the test for their sides being
contained in P . The emptiness of a rectangle can be checked by constructing a triangular
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range searching data structure for n vertices of P in O(n2) time and space [10]. For a query
with two triangles obtained from subdividing the rectangle by a diagonal, it answers the
number of vertices lying in the triangle in O(logn) time. Since the remaining part of our
algorithm works as it is, we have Theorem 1.

9 Computing a largest rectangle in a convex polygon

When P is convex, there is no reflex vertex and therefore it suffices to consider only the
LMRs of types A and F. Using the method in Lemma 6, we can compute a largest LMR of
type A in O(n2 logn) time using O(n) space.

For type F, we find the events considered in Section 7 and all DSs corresponding to the
events in case (1) that a vertex u is aligned to another vertex in O(n) time by maintaining
rays λ(u), δ(λ̄(u)), δ(u) and λ(δ̄(u)) during the rotation. Since P is convex, the foot of each
ray emanating from u changes continuously along the boundary of P . Similarly, we find
all DSs corresponding to the events in case (2) in Section 7 that an edge triplet becomes
t-misaligned. It is caused by δ̄(η̄(u)) meeting p for a vertex pair (u, p) and its corresponding
DSs can be computed in O(n) time by maintaining η(u), δ(u), ξ(p) and λ(p) during the
rotation, where ξ(p) is the vertically upward ray from p. Thus, we can find all events and
their corresponding DSs in O(n2) time for case (1) and in O(n3) time for case (2). Since
every LMR is contained in P , we can find the maximal configuration of each DS in O(1) time.
We conclude with Theorem 2.

B1

C1 D1

E1

B2

B3

C2

C3

D2

E2

E3

Figure 4 Canonical (sub)types (gray rectangles) and their breaking configurations without
duplication. The breaking configurations of subtypes F1 and F2 appear as breaking configurations of
other types: By adding a sc to a DS Z of type F1, Z becomes a BC of type either D1 or E3. By
adding a cc to a DS Z of type F1, Z becomes a BC of type F2. By adding a sc to a DS Z of type F2,
Z becomes a BC (of the last type) of type D1.
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Abstract
Network motifs are small patterns that occur in a network significantly more often than expected.
They have gathered a lot of interest, as they may describe functional dependencies of complex
networks and yield insights into their basic structure [22]. Therefore, a large amount of work went into
the development of methods for network motif detection in complex networks [20, 28, 8, 31, 16, 1, 25].
The underlying problem of motif detection is to count how often a copy of a pattern graph H occurs
in a target graph G. This problem is #W[1]-hard when parameterized by the size of H [14] and
cannot be solved in time f(|H|)no(|H|) under #ETH [7].

Preferential attachment graphs [3] are a very popular random graph model designed to mimic
complex networks. They are constructed by a random process that iteratively adds vertices and
attaches them preferentially to vertices that already have high degree. Preferential attachment has
been empirically observed in real growing networks [24, 19].

We show that one can count subgraph copies of a graph H in the preferential attachment
graph Gn

m (with n vertices and nm edges, where m is usually a small constant) in expected time
f(|H|)mO(|H|6) log(n)O(|H|12)n. This means the motif counting problem can be solved in expected
quasilinear FPT time on preferential attachment graphs with respect to the parameters |H| and m.
In particular, for fixed H and m the expected run time is O(n1+ε) for every ε > 0.

Our results are obtained using new concentration bounds for degrees in preferential attachment
graphs. Assume the (total) degree of a set of vertices at a time t of the random process is d. We
show that if d is sufficiently large then the degree of the same set at a later time n is likely to be
in the interval (1± ε)d

√
n/t (for ε > 0) for all n ≥ t. More specifically, the probability that this

interval is left is exponentially small in d.
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Keywords and phrases random graphs, motif counting, average case analysis, preferential attachment
graphs
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1 Introduction

Network motifs are small patterns that occur in a network significantly more often than
expected. They are relevant for example in the analysis of biological networks such as
transcription networks of bacteria [22]. Detecting network motifs is computationally very
expensive and there exist numerous algorithms for this task [20, 28, 8, 31, 16, 1, 25]. The
underlying problem of motif detection is to count how often a copy of a pattern graph H
occurs in a target graph G. This can be very hard, as counting perfect matchings is #P-
hard [29]. One of the fastest algorithms by Curticapean, Dell, and Marx can count subgraph
copies of a graph H with k edges in a graph G of size n in time kO(k)n0.174k+o(k) [12]. When
it comes to parameterized complexity, counting k-cliques is #W[1]-hard [14] and cannot be
done in time f(k)no(k) under #ETH [7].
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13:2 Motif Counting in Preferential Attachment Graphs

A general question is whether problems that are hard on general graphs can be solved
efficiently in real-world networks. To this end, the average run time of algorithms on random
graphs has been considered (see [15] for a survey from 1997). For example Janson, Łuczak
and Norros show that in certain scale-free random graphs with exponent α > 2 one can find
a maximal clique in polynomial time [18].

Preferential attachment graphs [3] are random graphs designed to mimic complex networks.
They are constructed by a random process that iteratively adds vertices and attaches
them preferentially to vertices that already have high degree. Scale-free behaviour has
been identified as a central property of many complex networks [6, 9] and the preferential
attachment process is a widely recognized explanation [5] of this behaviour. Preferential
attachment has been empirically observed in real growing networks [24, 19].

Recently, the behaviour of some algorithms on preferential attachment graphs has been
analyzed. Let Gnm be the preferential attachment graph with n vertices and m edges per
vertex by (see Section 2 or a rigorous definition). For example, Korula and Lattanzi present
a reconciliation algorithm with proven 97% success in preferential attachment graphs [21]
and Cooper and Frieze show that the cover time of a simple random walk on Gnm is with
high probability asymptotic to 2m

m−1n log(n) [10].
We show that the motif counting problem can be solved in expected quasilinear time on

preferential attachment graphs by a simple algorithm for any motif of constant size. For
simple graphs G and H let #Sub(H,G) be the number of subgraphs of G isomorphic to H.
If the graph G has loops or multi-edges (as preferential attachment graphs do) then the
subgraphs is counted with respect to the simple graph corresponding to G. Our main result
is the following.

I Theorem 5. There exists a function f such that for every graph H and n,m ∈ N one can
compute #Sub(H,Gnm) in expected time f(|H|)mO(|H|6) log(n)O(|H|12)n.

This means one can compute #Sub(H,Gnm) in expected quasilinear FPT time on pref-
erential attachment graphs with respect to the parameters |H| and m. In particular, for
fixed H and m the expected run time is O(n1+ε) for every ε > 0. Our results can be easily
extended to alternative definitions of #Sub(H,G) for multigraphs.

Our result is obtained as follows: At first, we define a value γl(G) for every graph G

and l ∈ N+ and present a simple algorithm to compute #Sub(H,G) in time f(|H|)γ|H|(G)
for some function f (Lemma 3). We then bound γl(G) by the number of subgraphs in
G of bounded size with at most two pendant vertices (Lemma 7). Using this insight, we
can bound the expected value of γl(G) in preferential attachment graphs by E[γl(Gnm)] =
mO(l6) log(n)O(l12)n (Theorem 4), which directly yields the efficient subgraph counting
algorithm. This analysis is based on concentration bounds for vertex degrees, which are
proven in Section 5.

Concentration Bounds for Degrees in Preferential Attachment Graphs

A large part of the analysis of our motif counting algorithm is based on concentration bounds
for degrees, which we believe to be of individual interest. Aspects of the degree distributions
in preferential attachment graphs are well studied [5, 4, 2, 17, 23, 27, 26, 32]. For example,
Bollobás et al. [5] show that the degree sequence follows a power law distribution and Peköz
et al. [26, 27] bound the rate of convergence of the degree of individual vertices to a limit
distribution. The resulting tail bounds for degrees of individual vertices, however, have
only polynomial accuracy. We complement these results by providing exponentially strong
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concentration bounds for vertices or sets of vertices with high degree. We believe these
bounds to be useful for proving structural properties and analyzing algorithms on preferential
attachment graphs beyond motif counting.

Let the vertices in a preferential attachment graph be v1, v2, v3, . . . in order of insertion.
Let t ∈ N and S ⊆ {v1, . . . , vt}. We analyze the evolution of the degree of S in the random
process over time. For n ≥ t and m ≥ 1 we define dnm(S) to be the sum over all degrees of
vertices in S in Gnm (we define dnm(vi) := dnm({vi})).

Assume the degree of S at a time t to be dtm(S) = d. It can be shown that the expected
degree of S at a later time n ≥ t of the same random process asymptotically approaches
E[dnm(S) | dtm(S) = d] ∼

√
n
t d [30]. In general, the preferential attachment process is too

unstable and chaotic to guarantee that the degree of S closely centered around its expected
value. We show, however, that if d is sufficiently large then the degree of S at time n is likely
to be in the interval (1± ε)

√
n
t d (for ε > 0) for all n ≥ t. More specifically, the probability

that this interval is left is exponentially small in d. This is formalized by the following
theorem.

I Theorem 19. For t,m, d ∈ N+, 0 < ε ≤ 1/2, S ⊆ {v1, . . . , vt} with Pr[dtm(S) = d] 6= 0
and d ≥ log(log(3tm))ε−200

Pr
[
(1− ε)

√
n

t
d < dnm(S) < (1 + ε)

√
n

t
d for all n ≥ t

∣∣∣ dtm(S) = d
]
≥ 1− e−ε

200d.

Note that concentration is guaranteed for all n ≥ t simultaneously. This means especially
that the degree of large sets of vertices is strongly concentrated at all times of the random
process. The constants have been chosen to ease calculations and can be greatly improved.

2 Preliminaries

We will denote probabilities by Pr[∗] and expectation by E[∗]. The logarithm is the natural
logarithm. We use common graph theory notation [13]. The order of a graph is |G| = |V (G)|.
The size of a graph is ‖G‖ = |V (G) + E(G)|. All graphs (except preferential attachment
graphs) are simple graphs. The underlying simple graph of a multigraph is obtained by
replacing multi-edges with a single edge and removing self-loops. In this work we focus on
the preferential attachment random graph model [3]. The model generates random graphs by
iteratively inserting new vertices and edges. It depends on a parameter m that equals the
number of edges attached to a newly created vertex. We follow the definition of Bollobás
et al. [5]: For a fixed m, the random process is defined by starting with a single vertex and
iteratively adding vertices, thereby constructing a sequence of graphs G1

m, G
2
m, . . . ,Gtm, where

Gtm has t vertices and mt edges. We define dtm(v) to be the degree of vertex v in the graph
Gtm. The random process for m = 1 works as follows. A random graph is started with one
vertex v1 that has exactly one self-loop. This graph is G1

1. We then define the graph process
inductively: Given Gt−1

1 with vertex set {v1, . . . , vt−1}, we create Gt1 by adding a new vertex
vt together with a single edge from vt to vi, where i is chosen at random from {1, . . . , t} with

Pr[i = s] =
{
dt−1

1 (vs)/(2t− 1) 1 ≤ s < t,

1/(2t− 1) s = t.

This means we add an edge to a random vertex with a probability proportional to its degree
at the time. For m > 1, the process can be defined by merging sets of m consecutive vertices
in Gmt1 to single vertices in Gtm [5]. Let v′1, . . . , v′mt be the vertices of Gmt1 . The graph Gtm
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13:4 Motif Counting in Preferential Attachment Graphs

with vertices v1, . . . , vt is constructed by merging v′(i−1)m+1, . . . , v
′
im into a single vertex vi.

The graph Gtm is a multigraph. The number of edges between vertices vi and vj in Gtm
equals the number of edges between the corresponding sets of vertices in Gmt1 . Self-loops
and multi-edges are allowed.

In this work we obtain concentration bounds for the total degree of a set of vertices
S ⊆ {v1, . . . , vt} during the random process. We define the degree of a set S at time n ≥ t
as dnm(S) =

∑
v∈S d

n
m(v).

3 Subgraph Counting

We start by presenting a very simple algorithm that decides for a graph G and a connected
pattern graph H if there exists a subgraph of G isomorphic to H. Then Lemma 2 and 3
generalize this algorithm into a counting algorithm for arbitrary pattern graphs.

Assume there is a subgraph H ′ of G isomorphic to H that we want to find and let l = |H|.
Since H ′ is a connected graph with at most l vertices there exists a vertex v ∈ V (G) such
that H ′ is contained in the l-neighborhood G[NG

l (v)] of v. We build a spanning tree T of
G[NG

l (v)]. Since T is a tree, it is fairly easy to find H ′ if H ′ is a subgraph of T . But what
happens if H ′ contains edges that are not contained in T? We call the edges of G[NG

l (v)]
that are not in T the extra edges of the l-neighborhood of v. Since H has at most

(
l
2
)

edges, there exists a subset F of at most
(
l
2
)
many extra edges such that H is contained in

(V (T ), E(T ) ∪ F ). The graph (V (T ), E(T ) ∪ F ) is a tree with at most
(
l
2
)
extra edges and

therefore has bounded treewidth. Using Courcelle’s theorem [11] it is still easy to find H ′ in
(V (T ), E(T ) ∪ F ). In summary, one can find the graph H ′ by enumerating all v ∈ V (G) and
sets F of at most

(
l
2
)
extra edges in the l-neighborhood of v in G, and then using Courcelle’s

theorem.
We define a value γl(G) of a graph G, which can be obtained by multiplying the size of

each l-neighborhood with the number of sets of extra edges of size at most
(
l
2
)
.

I Definition 1. Let G be a graph and l ∈ N+. We define

γl(G) =
∑

v∈V (G)

|NG
l (v)|

(l2)∑
k=0

(
‖G[NG

l (v)]‖ − |NG
l (v)| − 1

k

)
.

For multigraphs G, γl(G) is defined with respect to the simple underlying graph.

We now show that γl(G) captures the run time of the previously discussed algorithm (up to
a factor independent of G). We start with counting connected patterns and generalize this
afterwards to arbitrary patterns.

I Lemma 2. There exists a function f such that for every graph G and connected graph H
one can compute #Sub(H,G) in time f(|H|)γ|H|(G).

Proof. Let l = |H|. We compute spanning trees Tv of G[NG
l (v)] for v ∈ V (G) in time∑

v∈V (G) O(‖G[NG
l (v)]‖) by breadth-first searches. Let Fv := {F | F ⊆ E(G[NG

l (v)]) \
E(Tv), |F | ≤

(
l
2
)
} be the set of all subsets of at most

(
l
2
)
edges that are in G[NG

l (v)] but not
in Tv. We construct the sets Fv for v ∈ V (G) in time

∑
v∈V (G) O(‖G[NG

l (v)]‖+ |Fv|l2).
Let I be the set of all subgraphs of G isomorphic to H. For v ∈ V (G) and F ∈ Fv let

Iv,F be the set of subgraphs H ′ of (V (Tv), E(Tv) ∪ F ) such that H ′ is isomorphic to H,
v ∈ V (H ′) and F ⊆ E(H ′). We claim that #Sub(H,G) = |I| =

∑
v∈V

∑
F∈Fv

|Iv,F (H)|
|H| . Let

H ′ be a subgraph of G. If H ′ is not isomorphic to H then by definition H ′ 6∈ Iv,F for all
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v ∈ V (G), F ∈ Fv. Assume now that H ′ is isomorphic to H. To prove the claim, need to
make sure that H ′ is counted exactly |H| times. This is the case because H ′ ∈ Iv,F if and
only if v ∈ V (H ′) and F = E(H ′) \ E(Tv).

In order to compute #Sub(H,G), it is now sufficient to iterate over all v ∈ V and F ∈ Fv
and compute |Iv,F |. The graph (V (Tv), E(Tv) ∪ F ) is a tree with at most

(
l
2
)
additional

edges and therefore has treewidth at most
(
l
2
)

+ 1. By Courcelle’s theorem [11], there exists
a function f ′ such that one can compute |Iv,F | in time f ′(l)|NG

l (v)|.
The run time of this procedure is dominated by the time taken to compute Tv,Fv for

v ∈ V (G) and |Iv,F | for v ∈ V, F ∈ Fv. Since ‖G[NG
l (v)]‖ ≤ |NG

l (v)|+ |Fv|, this run time is
bounded by∑

v∈V (G)

O
(
‖G[NG

l (v)]‖+ |Fv|l2 + |Fv|f ′(l)|NG
l (v)|

)
= O

(
f ′(l)

∑
v∈V
|Fv||NG

l (v)|
)
. J

I Lemma 3. There exists a function f such that for graphs G and H one can compute
#Sub(H,G) in time f(|H|)γ|H|(G).

Proof. (Sketch) Let H be a representative set of all connected pairwise non-isomorphic
graphs with at most |H| vertices. We compute #Sub(H ′, G) for every connected graph
H ′ ∈ H. Via inclusion-exclusion, we can compute #Sub(H,G). We sketch how the procedure
works if H consists of two components. Via induction, it can be generalized to an arbitrary
number of components. Let C1 and C2 be the components of H. The value c = #Sub(C1, G) ·
#Sub(C2, G) counts all ways in which the two components of H can be embedded in G.
However, c might be larger than #Sub(H,G) since it also counts all embeddings where the
two components intersect in G by sharing one or more vertices. Every intersection of the
two components is connected, thus, we can count them and subtract them. J

We now have a subgraph counting algorithm with efficient run time if the function γ|H|(G)
is small. If G has bounded degree or is a tree, then γ|H|(G) is an fpt function for the
parameter |H|. It remains to show that the function is also small for certain random graphs.

4 Bounding γl in Preferential Attachment Graphs

The remainder of this paper is concerned with the analysis of the run time of the aforemen-
tioned algorithm on preferential attachment graphs. This is done by using our concentration
bounds for degrees (Theorem 19) to prove the following theorem.

I Theorem 4. Let l, n,m ∈ N+ with n ≥ 2. Then E[γl(Gnm)] = mO(l6) log(n)O(l12)n.

This is then sufficient to prove our main result.

I Theorem 5. There exists a function f such that for every graph H and n,m ∈ N one can
compute #Sub(H,Gnm) in expected time f(|H|)mO(|H|6) log(n)O(|H|12)n.

Proof. Direct consequence of Lemma 3 and Theorem 4. J

We prove Theorem 4 via multiple steps. In Lemma 7, we bound for every graph G and
l ∈ N+, γl(G) ≤ 16l6 |B2

4l3(G)|, where Bbl (G) is defined below.

I Definition 6. For a graph G and l, b ∈ N let Bbl (G) be the set of subgraphs in G of size at
most l with no isolated vertices and at most b pendant vertices. If G is a multigraph then
Bbl (G) is defined with respect to the simple underlying graph.
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13:6 Motif Counting in Preferential Attachment Graphs

Then we use the degree bounds from Theorem 19 to step by step (Lemma 8 – 11) bound the
expected value of |Bbl (G)| in preferential attachment graphs.

I Lemma 7. Let G be a graph and l ∈ N+. Then γl(G) ≤ 16l6 |B2
4l3(G)|.

Proof. For every v ∈ V (G) let Tv be a breadth-first spanning tree with root v in G[NG
l (v)]

and Fv := {F | F ⊆ E(G[NG
l (v)]) \E(Tv), |F | ≤

(
l
2
)
} be the set of all subsets of at most

(
l
2
)

edges that are in G[NG
l (v)] but not in Tv. Clearly γl(G) =

∑
v∈V (G) |NG

l (v)||Fv|.
Let v ∈ V (G), w ∈ NG

l (v), F ∈ Fv. Let U ⊆ V (G) be the set containing v, w and all
endpoints of the edges in F . We define a graph Hv,w,F as follows: Start with the empty
graph, add the vertices U , the edges F , and for every u ∈ U the unique path in Tv from v to
u. Since Tv is a breadth-first spanning tree, every path in Tv starting at v contains at most
l + 1 vertices. Since also |U | ≤ 2

(
l
2
)

+ 2, we can bound V (Hv,w,F ) ≤ (2
(
l
2
)

+ 2)(l + 1) ≤ 4l3.
Furthermore Hv,w,F contains no vertices with degree zero and every vertex in Hv,w,F except
for v and w is guaranteed to have degree at least two. This implies Hv,w,F ∈ B2

4l3(G).
Let further v′ ∈ V (G), w′ ∈ NG

l (v). If there exists F ′ ∈ F(v′) with Hv,w,F = Hv′,w′,F ′

then v ∈ V (Hv,w,s) and w ∈ V (Hv,w,s). Also there exists at most one F ′ ∈ Fv such
that Hv,w,F = Hv′,w′,F ′ . Thus, there are at most 16l6 choices for v′, w′, F ′ such that
Hv,w,F = Hv′,w′,F ′ . J

It is now sufficient to bound the expected value of |Bbl (G)| in preferential attachment
graphs. At first, we use Theorem 19 to give an upper bound on the degrees of single vertices.

I Lemma 8. There exists h > 0 such that for a ∈ R, n, t, d ∈ N+ with n ≥ at, and
a ≥ h log log(3at) it holds that Pr

[
dn1 (vt) ≥ a

√
n
t

]
≤ e−a/h.

Proof. Let S = {vt, . . . , vt+da/5e}. Then dn1 (vt) ≤ dn1 (S). We assume h to be large enough
that a ≥ 1000. Therefore t+ da/5e ≤ at ≤ n and a/5 ≤ dt+da/5e

1 (S) ≤ 2d1 + a/5e ≤ a/2. We
use these inequalities to bound

Pr
[
dn1 (vt) ≥ a

√
n

t

]
≤
ba/2c∑
d=da/5e

Pr
[
d
t+da/5e
1 (S) = d

]
Pr
[
dn1 (S) ≥ 2

√
n

t
d
∣∣∣ dt+da/5e

1 (S) = d
]
.

Let ε = 1/2. We choose h large enough such that a/5 ≥ log(log(3(t + da/5e)))ε−200 and
ε200a/5 ≥ a/h. Theorem 19 yields for da/5e ≤ d ≤ ba/2c

Pr
[
dn1 (S) ≥ (1 + ε)

√
n

t+ da/5ed
∣∣∣ dt+da/5e

1 (S) = d
]
≤ e−ε

200d ≤ e−a/h. J

While it is easy to use the expected degree of a vertex to show that the probability that
a single edge vxvy exists in Gn1 is close to 1/√xy, it is surprisingly involved to bound the
probability that multiple edges occur. This is because the existence of some edges influences
the degree. Lemma 8 helps us here. We first show the result for m = 1 (Lemma 9) and then
lift it to arbitrary values of m (Lemma 10).

I Lemma 9. Let n ≥ 2 and E ⊆
({v1,...,vn}

2
)
. Then

Pr[E ⊆ E(Gn1 )] ≤ log(n)O(|E|)2 ∏
vxvy∈E

1/√xy.
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Proof. We can assume E that E = {vx1vy1 , . . . , vxlvyl} with xi < yi for 1 ≤ i ≤ l and
yi < yj if i < j. Also, we define for k ≤ l, Ek = {vx1vy1 , . . . , vxkvyk} as the subset of the
first k edges. The chain rule gives us

Pr[E ⊆ E(Gn1 )] =
l∏

k=1
Pr[vxkvyk ∈ E(Gn1 ) | Ek−1 ⊆ E(Gn1 )].

We fix some 1 ≤ k ≤ l and set x = xk, y = yk. It is now sufficient to show that

Pr[vxvy ∈ E(Gn1 ) | Ek−1 ⊆ E(Gn1 )] ≤ log(n)O(k)/
√
xy.

If dy−1
1 (vx) = l for l ∈ N then the edge vxvy is inserted with probability l/(2y − 1). Thus

Pr[vxvy ∈ E(Gn1 ) | Ek−1 ⊆ E(Gn1 )] =
∞∑
l=1

l/(2y − 1) · Pr[dy−1
1 (vx) = l | Ek−1 ⊆ E(Gn1 )]

= 1/(2y − 1) · E[dy−1
1 (vx) | Ek−1 ⊆ E(Gn1 )] ≤ E[dy1(vx) | Ek−1 ⊆ E(Gn1 )]/y. (1)

Let now λ ∈ R, whose value we will specify later. Since dy1(vx) ≤ 2y, the law of total
probability states

E[dy1(vx) | Ek−1 ⊆ E(Gn1 )] ≤ λ+ 2yPr[dy1(vx) > λ | Ek−1 ⊆ E(Gn1 )]
≤ λ + 2yPr[dy1(vx) > λ]/Pr[Ek−1 ⊆ E(Gn1 )]. (2)

We now need to find a lower bound for Pr[Ek−1 ⊆ E(Gn1 )]. For the first y steps the summed
degree of all vertices is at most 2y. Also each vertex has degree at least one. This means
that every individual edge has probability at least 1/2y, independent of where previous edges
are. This observation together with the chain rule yields

Pr[Ek−1 ⊆ E(Gn1 )] =
k−1∏
i=1

Pr[vxivyi ∈ E(Gn1 ) | Ei−1 ⊆ E(Gn1 )] ≤ 1/(2y)k. (3)

Combining (1), (2), and (3) yields

Pr[vxvy ∈ E(Gn1 ) | E ⊆ E(Gn1 )] ≤ λ/y + 2yPr[dy1(vx) > λ](2y)k/y. (4)

Let h be the constant from Lemma 8. We now set λ = h log(y)2k
√
y/x. Then (4) and

Lemma 8 (with a = h log(y)2k and e−a/h = y−2k) yield

Pr[vxvy ∈ E(Gn1 ) | E ⊆ E(Gn1 )] ≤ h log(y)2k
√
y/x/y+ 2y−2k(2y)k = log(n)O(k)/

√
xy. J

I Lemma 10. Let n,m ∈ N+, n ≥ 2 and E ⊆
({v1,...,vn}

2
)
. Then

Pr[E ⊆ E(Gnm)] ≤ log(n)O(|E|)2
m2|E|

∏
vxvy∈E

1/√xy.

Proof. One can simulate Gnm via Gmn1 , by merging every m consecutive vertices into a single
one. For vxvy ∈ E let Exy = {vx′vy′ | m(x − 1) + 1 ≤ x′ ≤ mx,m(y − 1) + 1 ≤ y′ ≤ my}.
This means the edge vxvy is present after the merge operation in Gnm if any edge from Exy is
present in Gmn1 . The union bound and Lemma 9 yield

Pr[E ⊆ E(Gnm)] ≤ log(n)O(|E|)2 ∏
vxvy∈E

∑
vx′vy′∈Exy

1/
√
x′y′

≤ log(n)O(|E|)2
m2|E|

∏
vxvy∈E

1/√xy.
J
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13:8 Motif Counting in Preferential Attachment Graphs

We can now bound E[|Bbl (Gnm)|] by iterating over all possible embeddings of graphs of
size at most l with no isolated vertices and b pendant vertices into Gnm. We use Lemma 10 to
bound the probability that the edges required for this embedding are indeed present in Gnm.

I Lemma 11. Let l, b, n,m ∈ N+ with n ≥ 2. Then E[|Bbl (Gnm)|] = nb/2 log(n)O(l4)mO(l2).

Proof. Let H be a graph with at most l vertices, at most b pendant vertices and no isolated
vertices. Let p be the expected number of subgraphs of Gnm that are isomorphic to H. We
want to give an upper bound for p. Let V (H) = {u1, . . . , uγ} with γ ≤ l and let δ1, . . . , δγ
be the degree sequence of V (H). We compute the following bound for later

n∑
xi=1

1√
xδii

≤ 1 +
∫ n

1

1√
xδi

dx ≤ 1 +
{

log(n) if δi ≥ 2,
2
√
n if δi = 1.

(5)

For integers 1 ≤ x1, . . . , xγ ≤ n, we consider an embedding of H into Gnm that maps
ui to vxi (for 1 ≤ i ≤ γ). According to Lemma 10, the probability that this embedding of
H is a subgraph of Gnm is at most log(n)O(l4)mO(l2)∏γ

i=1
1√
xi
δi
. We sum over all possible

embeddings and use (5) to bound p by

n∑
x1=1

· · ·
n∑

xγ=1
log(n)O(l4)mO(l2)

γ∏
i=1

1√
xδii

= log(n)O(l4)mO(l2)
n∑

x1=1

1√
xδ1

1

· · ·
n∑

xγ=1

1√
x
δγ
γ

(5)= log(n)O(l4)mO(l2)(1 + log(n))γ(1 + 2
√
n)b = nb/2 log(n)O(l4)mO(l2).

For an arbitrary but fixed graph H with at most l vertices, no isolated vertices and at
most b pendant vertices we have bound the expected number of occurrences p. There
are no more than 2l2 graphs with at most l fixed vertices. Therefore, E[|Bbl (Gnm)|] ≤
2l2nb/2 log(n)O(l4)mO(l2). J

At last, Theorem 4 is a direct consequence Lemma 7 and Lemma 11.

5 Degree Bounds

In this section we show that under certain conditions the degree of vertices is closely centered
around their expected value. This is formalized in Theorem 19, which is proven at the end
of this section. We separately show upper and lower bounds and then join these bounds
together. These bounds are proven by first giving bounds that hold for a short interval of
time (Section 5.1) and then extending these bounds for longer intervals of time (Section 5.2).

Let n ≥ t and S ⊆ {v1, . . . , vt}. Remember that dnm(S) is the degree of a set S in Gnm.
Due to the technical nature of this section, we sometimes consider the set S ⊆ {v1, . . . , vt}
to be fixed and write D(n) as shorthand for dn1 (S) to avoid having large formulas as a
superscript. We also define D(n) := D(bnc) for n ∈ R. For n > t we can explicitly state the
probability distribution of D(n) under the condition D(n− 1) as

Pr[D(n) = x | D(n− 1)] =


D(n− 1)/(2n− 1) x = D(n− 1) + 1
1−D(n− 1)/(2n− 1) x = D(n− 1)
0 otherwise.
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5.1 Short-Term Degree Bounds
Here we show that for small δ from time-step t to (1 + δ)t it is very likely that we increase
the degree of the set S by a factor of 1 + δ/2 +O(δ2).

I Lemma 12. Let 0 < δ < 1 and t ≥ 2
δ2 . Then

Pr
[
D
(
(1 + δ)t

)
≤
(
1 + δ

2 − 2δ2)D(t)
∣∣ D(t)

]
≤ e− 1

16 δ
3D(t).

Proof. For every t′ ∈ R D(t′) = D(bt′c). For every t′ ∈ N either D(t′) = D(t′ − 1) or
D(t′) = D(t′ − 1) + 1. Let N be the number of integers between t and (1 + δ)t. Let ∆i with
1 ≤ i ≤ N be the Bernoulli variable indicating that D(btc + i) = D(btc + i − 1) + 1 and
∆ = ∆1 + · · ·+ ∆N . Then D(t) + ∆ = D((1 + δ)t). Furthermore

Pr[∆i = 1 | ∆1, . . . ,∆i−1, D(t)] = D(btc+ i− 1)
2(btc+ i)− 1 ≥

D(t)
2(1 + δ)t .

Let X = X1 + · · · + XN be the sum of identically distributed Bernoulli variables with
Pr[Xi = 1] = D(t)

2(1+δ)t . We consider two experiments: The first game is N tosses of a fair coin.
The second one is N tosses of a biased coin, where the probability that the ith coin comes up
head depends on the outcome of the previous coins but always is at least 1/2. Obviously, the
probability of at least s heads in the second experiment is at least as high as the probability
of at least s heads in the first experiment. The same argument implies

Pr[∆ ≤ s | D(t)] ≤ Pr[X ≤ s | D(t)]. (6)

With t ≥ 2
δ2 we get N ≥ δt− 1 ≥ (δ − 1

2δ
2)t and

E[X | D(t)] = N Pr[Xi = 1 | D(t)] ≥ (δ − δ2/2)D(t)
2(1 + δ) . (7)

In contrast to ∆, we can directly apply Chernoff bounds to X:

Pr
[
X ≤ (1− δ)E

[
X | D(t)

] ∣∣∣ D(t)
]
≤ e− 1

2 δ
2E[X|D(t)]. (8)

Combining the above inequality with (7), (6) and (8) yields

Pr
[
∆ ≤ (1− δ)(δ − δ2/2)D(t)

2(1 + δ)

∣∣∣ D(t)
] (6)(7)
≤ Pr

[
X ≤ (1− δ)E[X | D(t)]

∣∣∣ D(t)
]

(8)
≤ e−

1
2 δ

2E[X|D(t)]
(7)
≤ e−

δ3−δ4/2
4(1+δ) D(t) ≤ e−

1
16 δ

3D(t). (9)

For 0 ≤ δ ≤ 1, (1−δ)(δ−δ2/2)
2(1+δ) ≥ δ

2 − 2δ2. Thus, by (9) and D((1 + δ)t) = ∆ +D(t)

Pr
[
D((1 + δ)t) ≤ (1 + δ/2− 2δ2)D(t)

∣∣ D(t)
]

= Pr
[
∆ ≤ (δ/2− 2δ2)D(t)

∣∣ D(t)
]

≤ e−
1

16 δ
3D(t).

J

Unfortunately, an additional factor of log(2et) is introduced in the following upper bound.
The proof is very similar to the previous one and is omitted for lack of space.

I Lemma 13. Let 0 < δ ≤ 1
e2 and t ≥ 2

δ2 . Then

Pr
[
D((1 + δ)t) ≥ (1 + δ/2 + 2δ2)D(t)

∣∣∣ D(t)
]
≤ log(2et)e− 1

8 δ
3D(t).
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5.2 Long-Term Degree Bounds
In the previous subsection we established bounds for a small interval from step t to step
(1 + δ)t with an error of order δ2. In this subsection we combine these bounds into long-term
bounds. We get these bounds by defining positions t0 = t and tk+1 = (1 + δk)tk with k ∈ N
and using the union bound to guarantee that for each interval from time tk to tk+1 the
short-term bounds hold. The choice of δk is of high importance for the success of this strategy.
It turns out that we need the product

∏∞
k=1(1 + δk) to diverge, but the error

∏∞
k=1(1 + δ2

k)
to converge. We settle for δk = ε/k2/3, which satisfies both conditions.

Lemma 14 and Lemma 15 bridge the gap between the bounds for small intervals and
longer periods by stating that if the degree differs by a factor of (1± ε) from its expected
value then there has been one interval where the allowed error O(δ2) has been exceeded.

I Lemma 14. Let 0 < ε ≤ 1/8, t > 0, and f : R → R be an increasing function. For every
k ∈ N let δk = ε

k2/3 , hk =
∏k−1
i=1 (1 + δi), and ck =

∏k−1
i=1 (1 + 1

2δi − 2δ2
i ).

If there is an n ∈ N, such that t < n and f(n) < (1− ε)
√

n
t f(t), then there is a k ∈ N

such that f((1 + δk)hkt) < (1 + 1
2δk − 2δ2

k)f(hkt) and f(hkt) ≥ ckf(t).

Proof. Consider any n ∈ N, n ≥ t. Let k(n) ∈ N be the maximal value such that hk(n)t ≤ n.
Then n

1+δk(n)
≤ hk(n)t, because of the maximality of k(n). Notice that

(1− ε)
√
n

t
≤ e− 1

2 εe−
1
2 ε

√
n

t
= e−

1
2 ε

√
n

teε
≤ e− 1

2 ε
√

n

t(1 + δk(n))
≤ e− 1

2 ε
√
hk(n)

and for all k ∈ N

ck ≥
k−1∏
i=1

e
1
2 δi−3δ2

i ≥
(k−1∏
i=1

eδi
) 1

2
∞∏
i=1

e
− 3ε2

i4/3 ≥
(k−1∏
i=1

(1 + δi)
) 1

2
e−4ε2

≥ e− 1
2 ε
√
hk.

Combining the upper two inequalities gives us (1 − ε)
√
n/t ≤ ck. We assumed f(n) <

(1− ε)
√

n
t f(t). Monotonicity of f yields f(hk(n)t) ≤ f(n) < (1− ε)

√
n
t f(t) ≤ ck(n)f(t).

Let J = { j ≥ 0 | f(hj+1t) < cj+1f(t) }. The set J is not empty because k(n) − 1 ∈ J
by the equation above. Furthermore, 0 /∈ J because h1 = c1 = 1 and therefore f(h1t) =
f(t) = c1f(t). Let now k be the minimal value in J . Then k > 0, f(hkt) ≥ ckf(t), and
f(hk+1t) < ck+1f(t). At last, we have

f((1+ δk)hkt) = f(hk+1t) < ck+1f(t) = (1+ 1
2δk−2δ2

k)ckf(t) ≤ (1+ 1
2δk−2δ2

k)f(hkt). J

The proof of Lemma 15 is similar to the one of Lemma 14 and is therefore omitted.

I Lemma 15. Let 0 < ε ≤ 1/40, t > 0, and f : R → R be an increasing function. For every
k ∈ N let δk = ε

k2/3 , hk =
∏k−1
i=1 (1 + δi), and ck =

∏k−1
i=1 (1 + 1

2δi + 2δ2
i ).

If there is an n ∈ N, such that t < n and f(n) > (1 + ε)
√

n
t f(t), then there is a k ∈ N

such that f((1 + δk)hkt) > (1 + 1
2δk + 2δ2

k)f(hkt) and f(hkt) ≤ ckf(t).

I Lemma 16. Let 0 < ε ≤ 1/40, t > 1
ε6 . For every k ∈ N let δk = ε

k2/3 , hk =
∏k−1
i=1 (1 + δi),

c+
k =

∏k−1
i=1 (1 + 1

2δi + 2δ2
i ) and c−k =

∏k−1
i=1 (1 + 1

2δi − 2δ2
i ). Then

Pr
[
D((1 + δk)hkt) < (1 + 1

2δk − 2δ2
k)D(hkt), D(hkt) ≥ c−k D(t)

∣∣ D(t)
]
≤ e− 1

16 δ
3
kc
−
k
D(t),

Pr
[
D((1 + δk)hkt) > (1 + 1

2δk + 2δ2
k)D(hkt), D(hkt) ≤ c+

kD(t)
∣∣ D(t)

]
≤ log(2et)e− 1

8 δ
3
kc

+
k
D(t).
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Proof. At first we focus on the first bound. By the law of total probability

Pr
[
D((1 + δk)hkt) < (1 + 1

2δk − 2δ2
k)D(hkt), D(hkt) ≥ c−k D(t)

∣∣ D(t)
]

≤ Pr
[
D((1 + δk)hkt) < (1 + 1

2δk − 2δ2
k)D(hkt)

∣∣ D(hkt) ≥ c−k D(t)
]
.

The second line of this equation states the probability that the degree of a vertex is in the
future below a certain threshold under the condition that it is currently above a certain
threshold. We can bound this probability if we assume that it currently is not above, but
exactly at the threshold:

Pr
[
D((1 + δk)hkt) < (1 + 1

2δk − 2δ2
k)D(hkt)

∣∣ D(hkt) ≥ c−k D(t)
]

≤ Pr
[
D((1 + δk)hkt) < (1 + 1

2δk − 2δ2
k)D(hkt)

∣∣ D(hkt) = c−k D(t)
]
.

Similarly, the probability that the degree of a vertex is in the future above a certain threshold
under the condition that it is currently below a certain threshold can be bounded by assuming
that it is exactly at the threshold. Thus, it suffices to prove the following two bounds

Pr
[
D((1 + δk)hkt) < (1 + 1

2δk − 2δ2
k)D(hkt)

∣∣ D(hkt) = c−k D(t)
]
≤ e− 1

16 δ
3
kc
−
k
D(t),

Pr
[
D((1 + δk)hkt) > (1 + 1

2δk + 2δ2
k)D(hkt)

∣∣ D(hkt) = c+
kD(t)

]
≤ log(2et)e− 1

8 δ
3
kc

+
k
D(t).

Lemma 12 and 13 state that if 0 ≤ δk = e/k3/2 ≤ 1/e2 and hkt ≥ 2/δ2
k for every k then these

bounds are true. We observe that for 0 ≤ ε ≤ 1/8 the first precondition is always satisfied. We
will finish the proof by showing that hkt ≥ 2/δ2

k for every k. Observe that for 0 ≤ k ≤ 1 we
have hkt ≥ 2/ε2 ≥ 2/δ2

k. We can therefore assume k ≥ 2. First, we need a lower bound for hk.

hk =
k−1∏
i=1

(1 + ε

i2/3 ) ≥
k−1∏
i=1

e
ε

i2/3 ≥ e3ε(k−1)1/3
≥ e2εk1/3

One can show that ex/x4 ≥ e4/256 for x > 0. We therefore get for x = 2εk1/3

hk ≥ e2εk1/3
= e2εk1/3

(2εk1/3)4
16ε6

δ2
k

≥ ex

x4
16ε6

δ2
k

≥ e4

256
16ε6

δ2
k

≥ 2ε6

δ2
k

.

Since t ≥ 1
ε6 it follows that hkt ≥ 2

δ2
k

. J

I Lemma 17. For 0 < ε ≤ 1/40 and 1
ε6 < t ∈ N

Pr
[
(1− ε)

√
n

t
D(t) < D(n) < (1 + ε)

√
n

t
D(t) for all n ≥ t

∣∣∣ D(t)
]

≥ 1 − log(15t)ε−6 exp
(
−ε1510−24D(t)

)
.

Proof. Observe that

Pr
[
(1− ε)

√
n

t
D(t) < D(n) < (1 + ε)

√
n

t
D(t) for all n ≥ t

∣∣∣ D(t)
]
≥ 1− (p+ + p−)
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with

p− := Pr
[
D(n) < (1− ε)

√
n

t
D(t) for some n ≥ t

∣∣∣ D(t)
]

p+ := Pr
[
D(n) > (1 + ε)

√
n

t
D(t) for some n ≥ t

∣∣∣ D(t)
]
.

We proceed by finding upper bounds for p+ and p−. For k ∈ N let δk = ε
k2/3 , hk =∏k−1

i=1 (1 − δi), c−k =
∏k−1
i=1 (1 − 1

2δi − 2δ2
i ) and c+

k =
∏k−1
i=1 (1 − 1

2δi + 2δ2
i ). Every function

f(t) : R → R that is a realization of the random variables D(t) is monotonically increasing.
It follows using Lemma 14, Lemma 15, the union bound over all possible choices of k, and
Lemma 16 that

p− ≤
∞∑
k=0

Pr
[
D((1 + δk)hkt) < (1 + 1

2δk − 2δ2
k)D(hkt), D(hkt) ≥ c−k D(t)

∣∣∣ D(t)
]

≤
∞∑
k=0

e−
1

16 δ
3
kc
−
k
D(t),

p+ ≤
∞∑
k=0

Pr
[
D((1 + δk)hkt) > (1 + 1

2δk + 2δ2
k)D(hkt), D(hkt) ≤ c+

kD(t)
∣∣∣ D(t)

]
≤
∞∑
k=0

log(2et)e− 1
8 δ

3
kc

+
k
D(t).

It remains to show that p+ + p− ≤ log(15t)ε−6 exp
(
−ε1510−24D(t)

)
. This last last step

requires a longer calculation which we omit because of space limitations. J

The next lemma is a slight variant of Lemma 17. The proof is omitted for lack of space.

I Lemma 18. For t ∈ R, t ≥ 1, 0 < ε ≤ 1/2, d ∈ N with Pr[D(t) = d] 6= 0 and
d ≥ log(log(3t))ε−200

Pr
[
(1− ε)

√
n

t
d < D(n) < (1 + ε)

√
n

t
d for all n ≥ t

∣∣∣ D(t) = d
]
≥ 1− e−ε

200d.

At last, we generalize this result to different values of m.

I Theorem 19. For t,m, d ∈ N+, 0 < ε ≤ 1/2, S ⊆ {v1, . . . , vt} with Pr[dtm(S) = d] 6= 0
and d ≥ log(log(3tm))ε−200

Pr
[
(1− ε)

√
n

t
d < dnm(S) < (1 + ε)

√
n

t
d for all n ≥ t

∣∣∣ dtm(S) = d
]
≥ 1− e−ε

200d.

Proof. As stated in the introduction, we can simulate Gnm via Gmn1 , by merging every m
consecutive vertices into a single one. Let Gnm be a graph with vertices V = {v1, . . . , vn}.
We can assume that this graph has been constructed from a graph Gmn1 with vertex set
V ′ = {v′1, . . . , v′mn} by merging v′(i−1)m+1, . . . , v

′
im into vi for 1 ≤ i ≤ n. Let S′ ⊆ V ′ be the

set of vertices in Gmn1 that are merged into S. Since the graph allows multi-edges, dnm(S) and
dmn1 (S′) have the same probability distribution. Lemma 17 states with dmn1 (S′) = D(mn)

Pr
[
(1−ε)

√
n

t
d < dmn1 (S′) < (1+ε)

√
n

t
d for all nm ≥ tm

∣∣∣ dtm1 (S′) = d
]
≥ 1−e−ε

200d. J
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Abstract
In k-Clustering we are given a multiset of n vectors X ⊂ Zd and a nonnegative number D, and
we need to decide whether X can be partitioned into k clusters C1, . . . , Ck such that the cost

k∑
i=1

min
ci∈Rd

∑
x∈Ci

‖x− ci‖p
p ≤ D,

where ‖ · ‖p is the Minkowski (Lp) norm of order p. For p = 1, k-Clustering is the well-known
k-Median. For p = 2, the case of the Euclidean distance, k-Clustering is k-Means. We study
k-Clustering from the perspective of parameterized complexity. The problem is known to be
NP-hard for k = 2 and it is also NP-hard for d = 2. It is a long-standing open question, whether the
problem is fixed-parameter tractable (FPT) for the combined parameter d+k. In this paper, we focus
on the parameterization by D. We complement the known negative results by showing that for p = 0
and p =∞, k-Clustering is W[1]-hard when parameterized by D. Interestingly, the complexity
landscape of the problem appears to be more intricate than expected. We discover a tractability
island of k-Clustering: for every p ∈ (0, 1], k-Clustering is solvable in time 2O(D log D)(nd)O(1).
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1 Introduction

Recall that for p > 0, the Minkowski or Lp-norm of a vector x = (x[1], . . . , x[d]) ∈ Rd is
defined as

‖x‖p =
( d∑
i=1
|x[i]|p

)1/p
.

Respectively, we define the (Lp-norm) distance between two vectors x = (x[1], . . . , x[d]) and
y = (y[1], . . . , y[d]) as

distp(x, y) = ‖x− y‖pp =
d∑
i=1
|x[i]− y[i]|p.
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We also consider distp for p = 0 and p = ∞. For p = 0, distp is L0 (or the Hamming)
distance, that is the number of different coordinates in x and y:

dist0(x, y) = |{i ∈ {1, . . . , d} | x[i] 6= y[i]}|.

For p =∞, distp is L∞-distance, which is defined as

dist∞(x, y) = max
i∈{1,...,d}

|x[i]− y[i]|.

The k-Clustering problem is defined as follows. For a given (multi) dataset of n vectors
(points) X ⊂ Zd, the task is to find a partition of X into k clusters C1, . . . , Ck minimizing
the cost

k∑
i=1

min
ci∈Rd

∑
x∈Ci

distp(x, ci),

intuitively, ci is a centroid of the cluster Ci.
In particular, for p = 1, distp is the L1-distance and the corresponding clustering problem

is known as k-Median. (Often in the literature, k-Median is also used for clustering
minimizing the sums of the Euclidean distances.) For p = 2, distp is the L2 (Euclidean)
distance, and then the clustering problem becomes k-Means.

Let us note that optimal clusterings for the same set of vectors can be drastically different
for various values of p, as shown in Figure 1. As we show in the paper, the complexity of
k-Clustering also strongly depends on the choice of p.

Figure 1 Optimal clusterings of the same set of vectors with different distances: dist1 in the left
subfigure, dist1/4 in the right subfigure. Shapes denote clusters, crosses denote cluster centroids.

k-Clustering, and especially k-Median and k-Means, are among the most prevalent
problems occurring in virtually every subarea of data science. We refer to the survey of Jain
[22] for an extensive overview. While in practice the most common approaches to clustering
are based on different variations of Lloyd’s heuristic [25], the problem is interesting from
the theoretical perspective as well. In particular, there is a vast amount of literature on
approximation algorithms for k-Clustering whose behavior can be analyzed rigorously, see
e.g. [1, 2, 6, 8, 9, 16, 17, 20, 24, 13, 23, 10, 30].

When it comes to exact solutions, we observe the following phenomena. While heuristic
algorithms for k-Clustering work surprisingly well in practice, from the perspective
of the parameterized complexity, k-Clustering is intractable for all previously studied
parameterizations, see Table 1. The k-Clustering problem is naturally “multivariate”: in
addition to the input size n, there are also parameters like space dimension d, number of
clusters k or the cost of clustering D. The problem is known to be NP-complete for k = 2
[3, 15] and for d = 2 [28, 26]. By the classical work of Inaba et al. [21], in the case when
both d and k are constants, k-Clustering is solvable in polynomial time O(ndk+1). It is a
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long-standing open problem whether k-Clustering is FPT parameterized by d+ k. Under
ETH, the lower bound of nΩ(k), even when d = 4, was shown by Cohen-Addad et al. in [11]
for the settings where the set of potential candidate centers is explicitly given as input.
However the lower bound of Cohen-Addad et al. does not generalize to the settings of this
paper when any point in Euclidean space can serve as a center. For the special case, when
the input consists of binary vectors and the distance is Hamming, the problem is solvable in
time 2O(D logD)(nd)O(1) [18].

Our results and approaches. In this paper we investigate the dependence of the complexity
of k-Clustering from the cost of clustering D. It appears, that adding this new “dimension”
makes the complexity landscape of k-Clustering intricate and interesting. More precisely,
we consider the following problem.

Input: A multiset X of n vectors in Zd, a positive integer k, and a nonnegative
number D.

Task: Decide whether there is a partition of X into k clusters {Ci}k
i=1 and k

vectors {ci}k
i=1, called centroids, in Rd such that

k∑
i=1

∑
x∈Ci

dist(x, ci) ≤ D.

k-Clustering with distance dist

Let us remark that vector set X (like the column set of a matrix) can contain many
equal vectors. Also we consider the situation when vectors from X are integer vectors, while
centroid vectors are not necessarily from X. Moreover, coordinates of centroids can be reals.

Our main algorithmic result is the following theorem.

I Theorem 1. k-Clustering with distance distp is solvable in time 2O(D logD)(nd)O(1) for
every p ∈ (0, 1].

Thus k-Clustering when parameterized by D is fixed-parameter tractable (FPT) for
Minkowski distance distp of order 0 < p ≤ 1. In the first step of our algorithm we use color
coding to reduce solution of the problem to the Cluster Selection problem, which we
find interesting on its own. In Cluster Selection we have t groups of weighted vectors
and the task is to select exactly one vector from each group such that the weighted cost of
the composite cluster is at most D. More formally,

Input: A set of m vectors X given together with a partition X = X1 ∪ · · · ∪Xt

into t disjoint sets, a weight function w : X → Z+, and a nonnegative
number D.

Task: Decide whether it is possible to select exactly one vector xi from each set
Xi such that the total cost of the composite cluster formed by x1, . . . , xt

is at most D:

min
c∈Rd

t∑
i=1

w(xi) · dist(xi, c) ≤ D.

Cluster Selection with distance dist
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The Cluster Selection problem is closely related to variants of the well-known
Consensus Pattern problem. Namely, for the Hamming distance, the definition of
Cluster Selection nearly coincides with the Colored Consensus Strings with
Outliers problem studied in [7], only in the latter the alphabet is assumed to be of
constant size.

Informally (see Theorem 10 for the precise statement), our reduction shows that if the
distance norm satisfies some specific properties (which distp satisfies for all p) and if Cluster
Selection is FPT parameterized by D, then so is k-Clustering. Therefore, in order to
prove Theorem 1, all we need is to show that Cluster Selection is FPT parameterized by
D when p ∈ (0, 1]. This is the most difficult part of the proof. Here we invoke the theorem of
Marx [27] on the number of subhypergraphs in hypergraphs of bounded fractional edge cover.

Superficially, the general idea of the proof of Theorem 1 is similar to the idea behind the
algorithm for Binary r-Means for L0 from [18]. In both cases, the classical color coding
technique of Alon et al. [4] is used as a preprocessing step. However, the further steps in [18]
strongly exploit the fact that the data is binary. As we will see in Theorem 2, the existence
of an FPT algorithm for k-Clustering in L0 is highly unlikely. Thus the reductions from
[18] cannot be applied in our case, and we need a new approach.

More precisely, for clustering in L0 we prove the following theorem.

I Theorem 2. With distance dist0, k-Clustering parameterized by d+D and Cluster
Selection parameterized by d+ t+D are W[1]-hard.

In particular, this means that up to a widely-believed assumption in complexity that
FPT 6= W[1], Theorem 2 rules out algorithms solving k-Clustering in time f(d,D) · nO(1)

and algorithms solving Cluster Selection in L0 in time g(t, d,D) ·nO(1) for any functions
f(d,D) and g(t, d,D). A similar hardness result holds for L∞.

I Theorem 3. With distance dist∞, k-Clustering parameterized by D and Cluster
Selection parameterized by t+D are W[1]-hard.

This naturally brings us to the question: What happens with k-Clustering for p ∈
(1,∞), especially for the Euclidean distance, that is p = 2. Unfortunately, we are not able to
answer this question when the parameter is D only. However, we can prove that

I Theorem 4. k-Clustering and Cluster Selection with distance dist2 are FPT when
parameterized by d+D.

Thus in particular, Theorem 4 implies that k-Clustering with distance dist2 is FPT
parameterized by d+D. On the other hand, we prove that

I Theorem 5. Cluster Selection with distance distp is W[1]-hard for every p ∈ (1,∞)
when parameterized by t+D .

In particular, Theorem 5 yields that the approach we used to establish the tractability
(with parameter D) of k-Clustering for p = 1 will not work for p > 1.

We summarize our and previously known algorithmic and hardness results for the problems
k-Clustering and Cluster Selection with different distances in Table 1.

In the extended abstract, we provide a full proof of Theorems 1 and 15. Proofs of
Theorems 2, 3, 4, 5, 19 and 28 can be found in the full version of this paper [19].

The remaining part of this paper is organized as follows. Section 2 contains preliminaries.
In Section 3 we prove Theorem 10 which provides us with FPT Turing reduction from
k-Clustering to Cluster Selection. Theorem 10 appears to be a handy tool to establish
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Table 1 Complexity of k-Clustering and Cluster Selection.

distp k-Clustering Cluster Selection

p = 0 W[1]-hard param. d + D [Thm 2]
NP-c for k = 2 [15] W[1]-hard param. d + t + D [Thm 2]

0 < p ≤ 1
2O(D log D)(nd)O(1) [Thm 1]

NP-c for k = 2 when p = 1 [15]
NP-c for d = 2 when p = 1 [28]

2O(D log D)(nd)O(1) [Thm 15]
W[1]-hard param. t + d

for p = 1 [Thm 19]

1 < p <∞
FPT param. d + D for p = 2 [Thm 4]

NP-c for k = 2 when p = 2 [3]
NP-c for d = 2 when p = 2 [26]

FPT param. d + D for p = 2 [Thm 4]
W[1]-hard param. t + D [Thm 5]

p =∞ W[1]-hard param. D [Thm 3]
NP-c for k = 2 [Thm 28] W[1]-hard param. t + D [Thm 3]

tractability of k-Clustering. In Section 4 we prove Theorem 1, the main algorithmic result
of this work, stating that when p ∈ (0, 1], k-Clustering and Cluster Selection admit
FPT algorithms with parameter D. We conclude with open problems in Section 5.

2 Preliminaries and notation

Cluster notation. By a cluster we always mean a multiset of vectors in Zd. For distance
dist, the cost of a given cluster C is the total distance from all vectors in the cluster to the
optimally selected cluster centroid, minc∈Rd

∑
x∈C dist(x, c). An optimal cluster centroid

for a given cluster C is any c ∈ Rd minimizing
∑
x∈C dist(x, c). For most of the considered

distances, we argue that an optimal cluster centroid could always be chosen among selected
family of vectors (e.g. integral). Whenever we show this, we only consider optimal cluster
centroids of the stated form afterwards.

Complexity. A parameterized problem is a language Q ⊆ Σ∗×N where Σ∗ is the set of strings
over a finite alphabet Σ. Respectively, an input of Q is a pair (I, k) where I ⊆ Σ∗ and k ∈ N; k
is the parameter of the problem. A parameterized problemQ is fixed-parameter tractable (FPT)
if it can be decided whether (I, k) ∈ Q in time f(k) · |I|O(1) for some function f that depends
of the parameter k only. Respectively, the parameterized complexity class FPT is composed
by fixed-parameter tractable problems. The W-hierarchy is a collection of computational
complexity classes: we omit the technical definitions here. The following relation is known
amongst the classes in the W-hierarchy: FPT = W[0] ⊆ W[1] ⊆ W[2] ⊆ . . . ⊆ W[P ]. It is
widely believed that FPT 6= W[1], and hence if a problem is hard for the class W[i] (for any
i ≥ 1) then it is considered to be fixed-parameter intractable. We refer to books [12, 14] for
the detailed introduction to parameterized complexity.

Real computations. As is usual in computational geometry, we express the running time of
algorithms in terms of number of operations over the reals. This is natural since to compute
Lp-distances we have to deal with numbers of form xp where x is an integer and p is any
real number. However, in special cases the bounds hold even for more restrictive models,
e.g. when p = 1 or p = 2 the algorithms operate only on integers of polynomially bounded
length.
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3 From k-Clustering to Cluster Selection

In this section we present a general scheme for obtaining an FPT algorithm parameterized
by D, which is later applied to various distances.

First, we formalize the following intuition: there is no reason to assign equal vectors to
different clusters.

I Definition 6 (Initial cluster and regular partition). For a multiset of vectors X, an inclusion-
wise maximal multiset I ⊂ X such that all vectors in I are equal is called an initial cluster.

We say that a clustering {C1, . . . , Ck} of X is regular if for every initial cluster I there
is a i ∈ {1, . . . , k} such that I ⊂ Ci.

Now we prove that it suffices to look only for regular solutions.

I Proposition 7. Let (X, k,D) be a yes-instance to k-Clustering. Then there exists a
solution of (X, k,D) which is a regular clustering.

Proof. Let us assume that the instance (X, k,D) has a solution. There are k clusters {Ci}ki=1
and k vectors {ci}ki=1 in Rd such that

∑k
i=1
∑
x∈Ci

dist(x, ci) ≤ D. Note that for every x ∈ Cj ,
dist(x, cj) ≥ min1≤i≤k dist(x, ci). So if we consider a new clustering {C ′1, . . . , C ′k} with the
same centroids, where C ′j are all vectors from X for which cj is the closest centroid, the total
distance does not increase. If we also break ties in favor of the lower index, then for any
initial cluster I the same centroid ci will be the closest, and all vectors from I will end up in
C ′i, so {C ′1, . . . , C ′k} is a regular clustering. J

From now on, we consider only regular solutions.

I Definition 8 (Simple and composite clusters). We say that a cluster C is simple if it is an
initial cluster. Otherwise, the cluster is composite.

Next we state a property of k-Clustering with a particular distance, which is required
for the algorithm. Intuitively, each unique vector adds at least some constant to the cluster
cost. In the subsequent sections we show that the property holds for all distances in our
consideration.

I Definition 9 (α-property). We say that a distance has the α-property for some α > 0 if for
any s the cost of any composite cluster which consists of s initial clusters is at least α(s− 1).

The Cluster Selection problem defined in the introduction is a key subroutine in our
algorithm. In some cases the problem is solvable trivially, but it presents the main challenge
for our main algorithmic result with the L1 distance. The intuition to the weight function in
the definition of Cluster Selection is that it represents sizes of initial clusters, that is,
how many equal vectors are there.

We also need a procedure to enumerate all possible optimal cluster costs which are less
than D. It may not be straightforward since not all distances in our consideration are integer.
So we assume that the set of all possible optimal cluster costs which are less than D is also
given in the input. Now we are ready to state the result formally.

I Theorem 10. Assume that the α-property holds, Cluster Selection is solvable in time
Φ(m, d, t,D), where Φ is a non-decreasing function of its arguments, and we are given the set
D of all possible optimal cluster costs which are at most D. Then k-Clustering is solvable
in time

2O(D logD)(nd)O(1)|D|Φ(n, d, 2D/α,D).
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Proof. By the α-property, in any solution there are at most D/α composite clusters, since
each contains at least two initial clusters. Moreover, there are at most 2D/α initial clusters
in all composite clusters.

Thus by Proposition 7, solving k-Clustering is equivalent to selecting at most T :=
d2D/αe initial clusters and grouping them into composite clusters such that the total cost
of these clusters is at most D. We design an algorithm which, taking as a subroutine an
algorithm for Cluster Selection, solves k-Clustering. An example is shown in Figure 2.

To perform the selection and grouping, our algorithm uses the color coding technique of
Alon, Yuster, and Zwick from [4]. Consider the input as a family of initial clusters I. We
color initial clusters from I independently and uniformly at random by T colors 1, 2, . . . , T .
Consider any solution, and the particular set of at most T initial clusters which are included
into composite clusters in this solution. These initial clusters are colored by distinct colors
with probability at least T !

TT ≥ e−T . Now we construct an algorithm for finding a colorful
solution.

A random coloring

Cluster Selection on and

Cluster Selection on , and

The resulting clustering

Figure 2 An illustration to the algorithm in Theorem 10. We start with a particular random
coloring and a particular partition of colors P = {P1, P2}, where P1 = { , } and P2 = { , , }.
We make two calls to Cluster Selection with respect to P1 and P2 and construct the resulting
clustering. In the example, all input vectors are distinct.

We consider all possible ways to split colors between clusters (some colors may be unused).
Hence we consider all possible families P = {P1, . . . , Ph} of pairwise disjoint non-empty
subsets of {c ∈ {1, . . . , T} : there exists J ∈ I colored by c}. Each family P corresponds
to a partition of the set of colors {1, . . . , T} if we add one fictitious subset for colors which
are not used in the composite clusters. The total number of partitions does not exceed
TT = 2O(D logD).

FSTTCS 2019
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When partition P is fixed, we form clusters by solving instances of Cluster Selection:
For each i ∈ {1, . . . , h}, we take initial clusters colored by elements of Pi, bundle together
those with the same color, and pass the resulting family to Cluster Selection. First note
that there cannot be P ∈ P of size at most one, since then Cluster Selection has to make
a simple cluster while we assume that all clusters obtained from P are composite. Second,
the total number of clusters has to be k, the number of clusters is |I| −

∑
P∈P |P |+ |P|. For

each P we check that both conditions hold, and if not, we discard the choice of P and move
to the next one, before calling the Cluster Selection subroutine.

Next, we formalize how we call the Cluster Selection subroutine. We fix the set of
colors Pi = {c1, . . . , ct}, then take the sets Ij = {J ∈ I : J is colored by cj} for j ∈ {1, . . . , t}.
We turn each set of initial clusters Ij into a set of weighted vectors Xj naturally: For each
J ∈ Ij , we put one vector x ∈ J into Xj , and w(x) := |J |. The family of sets of vectors X1,
. . . , Xt and the weight function w are the input for Cluster Selection. Then we search
for the minimum cluster cost bound di ≤ D from D, for which the instance (X1, . . . , Xt, di)
of Cluster Selection is a yes-instance, running each time the algorithm for Cluster
Selection.

If for some i setting di to D leads to a no-instance, or if
∑h
i=1 di > D, then we discard the

choice of the partition P and move to the next one. Otherwise, we report that k-Clustering
has a solution and stop. Next, we prove that in this case the solution indeed exists.

We reconstruct the solution to k-Clustering as follows: For each i ∈ {1, . . . , h}
the corresponding to Pi = {c1, . . . , ct} instance of Cluster Selection has a solution
{x1, . . . , xt}. For each j ∈ {1, . . . , t}, consider the corresponding initial cluster Jj consisting
of w(xj) vectors equal to xj . For each i ∈ {1, . . . , h} we obtain a composite cluster ∪tj=1Jj ,
all other clusters are simple. So the total cost is

∑h
i=1 di, which is at most D. Thus, if the

algorithm finds a solution, then (X, d,D) is a yes-instance.

In the opposite direction. If there is a solution to k-Clustering, then there is a regular
solution, and with probability at least e−T initial clusters which are parts of composite clusters
in this solution are colored by distinct colors. Then, there is a partition P = {P1, . . . , Ph}
which corresponds to this solution. This partition is obtained as follows: put into P1 colors
from the first composite cluster, into P2 from the second and so on. At some point our
algorithm checks the partition P , and as it finds the optimal cost value for each cluster, then
it is at most the cost of the corresponding cluster of the solution from which we started.

To analyze the running time, we consider 2O(D logD) partitions P, for each P we |P| =
O(D) times search for optimal di. And for each of |D| possible values 1 of di we make one
call to the Cluster Selection algorithm, which takes time at most Φ(n, d, T,D).

To amplify the error probability to be at least 1/e, we do N = deT e iterations of the
algorithm, each time with a new random coloring. As each iteration succeeds with probability
at least e−T , the probability of not finding a colorful solution after N iterations is at most
(1− e−T )eT ≤ e−1 < 1. So the total running time is 2O(D logD) · (nd)O(1)|D|Φ(n, d, 2D/α,D).

The algorithm could be derandomized by the standard derandomization technique using
perfect hash families [4, 29]. So k-Clustering is solvable in the same deterministic time. J

1 We could also binary search for the optimal di ∈ D instead, thus replacing |D| by log |D| in the running
time. However, for all choices of D we consider this does not make a difference.
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4 Algorithms and complexity for distances with p ∈ (0, 1]

The main motivation for the results in this section is the study of k-Clustering with the
L1 distance, the case widely known as k-Medians. However, our main algorithmic result
also extends to distances of order p ∈ (0, 1) since in some sense they behave similarly to the
L1 distance.

4.1 FPT algorithm when parameterized by D

In this subsection, we prove Theorem 1: when p ∈ (0, 1], k-Clustering admits an FPT
algorithm with parameter D. First we state basic geometrical observations for cases p = 1
and p ∈ (0, 1), Then we propose a general algorithm for Cluster Selection which relies
only on these properties. Finally, we show how Theorem 10 could be applied.

The next two claims deal with the structure of optimal cluster centroids. We state and
prove them in the case of weighted vectors where each vector has a positive integer weight
given by a weight function w. The unweighted case is just a special case when the weight of
each vector is one. The proofs of the claims are straightforward and are available in the full
version of this paper.

First, we show that coordinates of cluster centroids could always be selected among the
values present in the input, which helps greatly in enumerating cluster centroids that may
be optimal.

B Claim 11. Assume p ∈ (0, 1], let C = {x1, . . . , xt} be a cluster and w : {x1, · · · , xt} → Z+
be a weight function. There is an optimal (subject to the weighted distance w(xi) ·distp(xi, c))
centroid c of C such that for each i ∈ {1, . . . , d}, the i-th coordinate c[i] of the centroid
is from the values present in the input in this coordinate, that is c[i] ∈ {x1[i], . . . , xt[i]}.
Moreover, for p = 1 we may assume that the optimal value is a weighted median of the values
present in the i-th coordinate.

In particular, by Claim 11 we may assume that the coordinates of optimal cluster centroids
are integers. Then, the α-property holds with α = 1 since at most one of the initial clusters
could have distance zero to the cluster centroid, and all others have distance at least one
since the cluster centroid is integral. Namely, let x be a vector in the cluster, and c be the
cluster centroid, if x 6= c, then there is a coordinate j where x and c differ, and since they
are both integral, |x[j]− c[j]| ≥ 1, and

distp(x, c) =
d∑
i=1
|x[i]− c[i]|p ≥ |x[j]− c[j]|p ≥ 1p = 1.

In what follows, the expression half of vectors by weight means that the total weight of
the corresponding set of vectors is at least half of the total weight of C.

B Claim 12. If at least half of the vectors by weight in the cluster C have the same value z
in some coordinate i, then the optimal cluster centroid is also equal to z in this coordinate.

In order to apply Theorem 10, we need an FPT algorithm for Cluster Selection.
Before obtaining it, we state some properties of hypergraphs, which we need for the algorithm.

A hypergraph G is a set of vertices V (G) and a collection of hyperedges E(G), each
hyperedge is a subset of V (G). If G and H are hypergraphs, we say that H appears at
V ′ ⊂ V (G) as a subhypergraph if there is a bijection π : V (H)→ V ′ with a property that for
any E ∈ E(H) there is E′ ∈ E(G) such that π(E) = E′ ∩ V ′, the action of π is extended to
subsets of V (H) in a natural way.
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A fractional edge cover of a hypergraph H is an assignment ψ : E(H)→ [0, 1] such that
for every v ∈ V (H),

∑
E∈E(H):v∈E ψ(E) ≥ 1. The fractional cover number ρ∗(H) is the

minimum of
∑
E∈E(H) ψ(E) taken over all fractional edge covers ψ.

We need the following result of Marx [27] about finding occurences of one hypergraph in
another.

I Lemma 13 ([27]). Let H be a hypergraph with fractional cover number ρ∗(H), and let G be
a hypergraph where each hyperedge has size at most `. There is an algorithm that enumerates
in time |V (H)|O(|V (H)|) · `|V (H)|ρ∗(H)+1 · |E(G)|ρ∗(H)+1 · |V (G)|2 every subset V ′ ⊂ V (G)
where H appears in G as a subhypergraph.

Also, the following version of the Chernoff Bound will be of use.

I Proposition 14 ([5]). Let X1, X2, . . . , Xn be independent 0-1 random variables. Denote
X =

∑n
i=1Xi and µ = E[X]. Then for 0 < β ≤ 1,

P [X ≤ (1− β)µ] ≤ exp(−β2µ/2),
P [X ≥ (1 + β)µ] ≤ exp(−β2µ/3).

We are ready to proceed with the proof that Cluster Selection with p ∈ (0, 1] is FPT
when parameterized by D.

I Theorem 15. For every p ∈ (0, 1], Cluster Selection with distance distp is solvable in
time 2O(D logD)(md)O(1).

Proof. First we check if any of the given vectors could be the centroid of the resulting
composite cluster. When the centroid is fixed, we find the optimal solution in polynomial
time by just selecting the cheapest vector with respect to this centroid from each set. If at
some point we find a suitable centroid, then we return that the solution exists. If not, we
may assume that the centroid is not equal to any of the given vectors. As a consequence,
any vector x selected into the solution cluster contributes at least w(x) to the total distance,
since the centroid must be integral by Claim 11. So we may now consider only vectors of
weight at most D and, moreover, the total weight of the resulting cluster is at most D.

Consider a resulting cluster C with the centroid c. There is some x1 in C from X1, and
distp(x1, c) ≤ D. So if we try all possible x1 from X1 (there are at most m of them), any
feasible centroid is at distance at most D from at least one of them. Since x1 and c are integral,
they could be different in at most D coordinates, as distp(x1, c) =

∑d
i=1 |x1[i]− c[i]|p ≤ D.

We try all possible x1 ∈ X1. After x1 is fixed, we enumerate all subsets P of coordinates
{1, . . . , d} where x1 and c could differ, we show how to do it efficiently afterwards. When the
subset of coordinates P is fixed, we consider all possible centroids, which are integral, equal to
x1 in all coordinates except P , and differ from x1 by at most D1/p in each of coordinates from
P . If |x1[i∗]− c[i∗]| > D1/p for some coordinate i∗, then distp(x1, c) =

∑d
i=1 |x1[i]− c[i]|p ≥

|x1[i∗]− c[i∗]|p > D, so c can not be a centroid. With restrictions stated above, there are at
most 2O(D logD) possible centroids.

It remains to show that we could enumerate all possible coordinate subsets efficiently. We
reduce this task to the task of finding a specific subhypergraph and then apply Lemma 13.

B Claim 16. There are 2O(D logD) coordinate subsets where x1 and an optimal cluster
centroid c could differ. There exists an algorithm which enumerates all of them in time
2O(D logD)(md)O(1).
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Proof. Let G be a hypergraph with V (G) = {1, . . . , d}, one vertex for each coordinate, and
for each vector x in ∪tj=1Xj we take w(x) multiple hyperedges Ex which contains exactly
the coordinates where x and x1 differ. We add an edge only if there are at most D such
coordinates, otherwise x can not be in the same cluster as x1. So hyperdeges in G are of size
at most D. Since we consider only vectors of weight at most D, |E(G)| ≤ Dm.

For a solution, let xj be the vector selected from the corresponding Xj , for j ∈ {1, . . . , t},
C = {x1, . . . , xt} be the solution cluster and c be the centroid. All vectors in C are identical
in all coordinates except at most D, since if there are different values in at least D + 1
coordinates, the cost is at least D + 1. Denote this subset of coordinates as Q, c could also
differ from x1 only at Q. Denote the subset of coordinates where c differs from x1 as P ,
P ⊂ Q and so |P | ≤ D. The solution (C, c) induces a subhypergraph H of G in the following
way. Leave only hyperedges corresponding to the vectors in C, and restrict them to vertices
in P . There are at most D vertices and at most D hyperedges in H, since the total weight is
at most D. An example of the correspondence between input vectors and hypergraphs is
given in Figure 3.

D = 2
v 1 2 3 4 5
x1 0 2 1 3 2
x2 0 1 1 3 1
x3 1 2 1 3 1
x4 0 2 2 3 2
x5 0 2 2 3 1

c 0 2 2 3 2

1

2

3

45

x2

x3
x5

x4

Figure 3 An illustration of the hypergraph construction in Claim 16. On the left, the vector
x1 and other input vectors x2, . . . , x5 are given. On the right, the corresponding hypergraph G.
The solution is in red: on the left, the resulting cluster {x1, x4, x5} is of cost 2; on the right, the
corresponding subhypergraph is H. Note that in H the hyperedge x5 is restricted to the only vertex
3, so its size is one.

The next claim shows that the fractional cover number of H is bounded by a constant.

B Claim 17. Each vertex in H is covered by at least half of the hyperedges of H, and
ρ∗(H) ≤ 2.

Proof. Consider a vertex p ∈ P , and assume that less than half of the hyperedges cover p. It
means that in the p-th coordinate the centroid c differs from x1, but less than half of the
vectors in C by weight differ from x1 in this coordinate. This contradicts Claim 12.

So each vertex is covered by at least half of the hyperedges, and setting ψ ≡ 2
|E(H)| leads

to ρ∗(H) ≤ 2. C

In order to enumerate all possible subsets of coordinates P , we try all hypergraphs H
with at most D vertices and at most D hyperedges, and if each vertex is covered by at least
half of the hyperedges, we find all places where H appears in G by Lemma 13. The last step
is done in 2O(D logD) · (md)O(1) time. However, the number of possible H could be up to
2Ω(D2). The following claim, which is analogous to Proposition 6.3 in [27], shows that we
could consider only hypergraphs with a logarithmic number of hyperedges.
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B Claim 18. If D ≥ 2, it is possible to delete all except at most 160 lnD hyperedges from
H so that in the resulting hypergraph H∗ each vertex is covered by at least 1/4 of the
hyperedges, and ρ∗(H∗) ≤ 4.

Proof. Denote s = |E(H)|, construct a new hypergraph H∗ on the same vertex set V (H)
by independently selecting each hyperedge of H with probability (120 lnD)/s. Applying
Proposition 14 with β = 1/3, probability of selecting more than 160 lnD hyperedges is
at most exp((−120 lnD)/27) < 1/D2. By Claim 17, each vertex v of H is covered by at
least s/2 hyperedges, and the expected number of hyperedges covering v in H∗ is at least
60 lnD. By Proposition 14 with β = 1/3, the probability that v is covered by less than
40 lnD hyperedges in H∗ is at most exp(−60 lnD/18) ≤ 1/D3. By the union bound, with
probability at least 1− 1/D2 −D · 1/D3 > 0 we select at most 160 lnD hyperedges and each
vertex is covered by at least 40 lnD hyperedges. So the claim holds, and ρ∗(H∗) ≤ 4 by
setting ψ ≡ 4

|E(H∗)| . C

Thus, if there is a subhypergraph H in G corresponding to a solution, then there is also
a subhypergraph H∗ in G appearing at the same subset of V (G) with at most 160 lnD
hyperedges and where each vertex is covered by at least 1/4 of the hyperedges. Since we
only need to enumerate possible coordinate subsets, in our algorithm we try all hypergraphs
of this form and apply Lemma 13 for each of them. Since there are at most 2O(D logD)

hypergraphs with at most 160 lnD hyperedges and since the fractional cover number is still
bounded by a constant, the total running time is 2O(D logD) · (md)O(1), as desired. C

With Claim 16 proven, the proof of the theorem is complete. J

Combining Theorem 10 and Theorem 15, we obtain an FPT algorithm for k-Clustering.
This proves Theorem 1, which we recall here.

I Theorem 1. k-Clustering with distance distp is solvable in time 2O(D logD)(nd)O(1) for
every p ∈ (0, 1].

Proof. We have an algorithm for Cluster Selection whose running time is specified by
Theorem 15. By Claim 11, the α-property holds. The only missing part is to describe the
way of producing the set D of all possible cluster costs which are at most D.

In the case p = 1 all distances are integral so we can take D = {0, . . . , D}.
For the general case, let B = {ap : a ∈ {1, . . . , dD1/pe}}. Consider a cluster C =

{x1, . . . , xt} and the corresponding optimal cluster centroid c. For any xj ∈ C, distp(xj , c) =∑d
i=1 |xj [i]−c[i]|p is a combination of elements of B with nonnegative integer coefficients. This

is because xj and c are integral and the cluster cost is at most D, hence |xj [i]− c[i]| ≤ D1/p

for each i ∈ {1, . . . , d}. Since weights are also integral, the whole cluster cost is a combination
of distances between cluster vectors and the centroid with nonnegative integer coefficients,
and so also a combination of elements of B with nonnegative integer coefficients. This means
that we can take

D =
{∑
b∈B

ab · b : ab ∈ Z, ab ≥ 0,
∑
b∈B

ab ≤ D

}
,

the sum of coefficients ab is at most D since all elements of B are at least 1. The size of D is
at most |B|D = 2O(D logD). J
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Note that another widely studied version of k-Clustering is where centroids ci could
be selected only among the set of given vectors. Naturally, our algorithm also works in this
setting since the set of possible centroids is only restricted further.

Also note that Claim 11 and Claim 12 do not hold in the case p > 1, and our algorithm
relies heavily on the structure provided by them. Therefore, it does not seem that the
algorithm could be extended to the case p > 1.

5 Conclusion and open problems

In this paper, we presented an FPT algorithm for k-Clustering with p ∈ (0, 1] parameterized
by D. However, for the case p ∈ (1,∞) we were able only to show the W[1]-hardness of
Cluster Selection. While intractability of Cluster Selection does not exclude that
k-Clustering could be FPT with p ∈ (1,∞), it indicates that the proof of this (if it is true
at all) would require an approach completely different from ours. Thus an interesting and
very concrete open question concerns the parameterized complexity of k-Clustering with
p ∈ (1,∞) and parameter D.

Another open question is about the fine-grained complexity of k-Clustering when
parameterized by k + d. For several distances, we know XP-algorithms: an O(ndk+1)
algorithm by Inaba et. al. [21] for p = 2, as well as trivial algorithms for p ∈ [0, 1]. For the
case when the possible cluster centroids are given in the input, the matching lower bound is
shown in [11]. However, we are not aware of a lower bound complementing the algorithmic
results in the case when any point in Euclidean space can serve as a centroid.
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Abstract
Inspired by Nisan’s characterization of noncommutative complexity (Nisan 1991), we study different
notions of nonnegative rank, associated complexity measures and their link with monotone computa-
tions. In particular we answer negatively an open question of Nisan asking whether nonnegative
rank characterizes monotone noncommutative complexity for algebraic branching programs. We
also prove a rather tight lower bound for the computation of elementary symmetric polynomials
by algebraic branching programs in the monotone setting or, equivalently, in the homogeneous
syntactically multilinear setting.
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1 Introduction

Measures based on rank are one of the main tools to prove lower bounds in algebraic
complexity theory. The complexity of first-order partial derivatives is the key ingredient for
the best lower bound known for general circuits [2]. When looking at higher-order partial
derivatives, one can consider their rank: the rank of partial derivatives, and some variants,
have been intensively used to obtain lower bounds on restricted models [20, 21, 18]. Nisan [19]
provided one of the earliest and cleanest examples of such a measure: when computing a
polynomial over noncommuting variables by a so-called algebraic branching program, it gives
an exact characterization of the complexity.1 To state this result more precisely, let us give
here the definition of algebraic branching programs used in [19].

I Definition 1. An algebraic branching program (ABP) is a layered directed acyclic graph
with a source s and a sink t. The first layer contains only the source s, the last layer contains
only the sink t. Edges can only appear between vertices of successive layers and carry a weight

1 It was noticed in [7] (see also [17]) that this result actually follows from an older characterization for
word series [10]. This characterization was also extended to tree series in [4], which can be applied to
circuits.
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which is a linear form of the variables. The weight of a path from s to t is the product of the
weights of its edges. The (homogeneous) polynomial computed by the ABP is the sum of the
weights of the paths from s to t. The width of a layer is the number of vertices on that layer.

This definition makes sense both in the usual case of commuting variables and in the case
of noncommuting variables, over a free algebra, which we consider for the moment. For a
noncommutative homogeneous polynomial P of degree d over variables in X, define matrices
Mi(P ), for 0 6 i 6 d: the rows of Mi(P ) are indexed by all possible monomials u over X of
degree i, the columns are indexed by all possible monomials v over X of degree d− i, and
the coefficient (u, v) of Mi(P ) is the coefficient of the monomial uv in P . We call this matrix
the i-th Nisan matrix of P . The characterization is then expressed by the following theorem.

I Theorem 2 (Nisan [19], Fliess [10]). The size of a smallest ABP computing a noncommu-
tative polynomial P is the sum of the ranks of its Nisan matrices, i.e.,

∑d
i=0 rkMi(P ). More

precisely, the value rkMi(P ) is the width of the i-th layer in a smallest ABP computing P .
It is also the smallest possible width of the i-th layer in any ABP computing P .

Nisan also considers the case of monotone noncommutative computations. In this case
Nisan does not obtain a characterization of monotone noncommutative complexity, but a
sufficient tool for lower bounds, using the notion of nonnegative rank.

I Definition 3. An ABP over an ordered field is called monotone if all coefficients of linear
forms on the edges are nonnegative.

I Definition 4. The nonnegative rank of a nonnegative matrix M , rk+M , is the smallest
integer r such that M can be written as a sum of r rank-1 nonnegative matrices.

I Proposition 5 (Nisan [19]). For a polynomial P with nonnegative coefficients, the value
rk+Mi(P ) is the smallest possible width of the i-th layer in a monotone ABP computing P .
The size of a smallest monotone ABP computing P is therefore at least

∑d
i=0 rk+Mi(P ).

Nisan [19] leaves the tightness of the inequality in Proposition 5 as an open question: does
nonnegative rank also provide a characterization of monotone noncommutative complexity?
One of our main results is a negative answer to this question (Theorem 25).

Before that, we consider in Section 2 a more general notion of monotone computation,
which we call weakly monotone. Where monotonicity completely disallows cancellations,
weak monotonicity allows them as long as any monomial appearing in the computation
also appears in the end result. In other words, cancellations can be used to obtain the
specific coefficients of a polynomial, but not to produce and then cancel out monomials
outside the support of the polynomial. We strengthen Proposition 5 for weakly monotone
noncommutative ABPs using a new rank measure. We then obtain a separation showing that
weakly monotone noncommutative arithmetic formulas can be exponentially more powerful
than monotone noncommutative ABPs. Thus weakly monotone lower bounds are stronger
than monotone lower bounds.

In Section 3 we prove Theorem 25, answering Nisan’s question, and more generally explore
the link between nonnegative rank measures and the size of monotone noncommutative
algebraic branching programs.

Finally, in Section 4 we focus on proving lower bounds for monotone commutative ABPs,
building on ideas from the previous sections to develop new tools. Imposing monotonicity as
a restriction on arithmetic computations to prove lower bounds has a long history [22, 15],
which often involves hard polynomials and yields exponential lower bounds. We focus here
on the elementary symmetric polynomials en,k. While it is known that the elementary
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symmetric polynomials en,k require monotone, or even homogeneous multilinear, formulas of
size kΩ(k)n [13], these can be efficiently computed by monotone ABPs of size O(k(n−k)): we
give a simple dynamic programming construction and further references in the full version [11].
The existence of efficient computations imply that our lower bound techniques must be very
precise. Surprisingly, there is also a very simple Ω(k(n − k + 1)) monotone lower bound
in [16], but in a model where edge weights can only be a scalar or a scalar times a variable,
not linear forms, which would only give a trivial lower bound in our setting. Our second
main result is a similarly quadratic lower bound for our model, and for weakly monotone
computations, at the cost of a significant increase in the complexity of the proof: we use a
generalization of a combinatorial problem known as Galvin’s problem.2 Our lower bound
can be equivalently stated as applying to homogeneous syntactically multilinear ABPs.

Let us add one remark on the definition of ABPs. This computation model is inherently
homogeneous and we only consider nonzero homogeneous polynomials. We could also consider
nonhomogeneous ABPs: these are directed acyclic graphs with a source and a sink, not
necessarily layered, with arcs labelled with affine forms. In the noncommutative case, when
computing a homogeneous polynomial, one can show that there is always a minimal-size ABP
which is homogeneous and corresponds to Definition 1. We provide a proof sketch in the full
version [11]. This is also true in the commutative case for weakly monotone computations.
Hence we shall consider only homogeneous branching programs.

Throughout the paper we use R in the case of an ordered field, but these results hold
over any ordered field. When the field is not ordered we denote it by K and assume it is of
characteristic 0.

2 A rank measure for weakly monotone computations

2.1 Weakly monotone computations
As defined before, the weight of a path is the product of the weights of its edges, i.e., a
product of linear forms. Any of the monomials obtained when expanding completely this
product, by choosing one term in each linear form, is said to be produced along the path.

I Definition 6. An ABP is called weakly monotone if any monomial produced along a path
from the source to the sink has a nonzero coefficient in the polynomial computed by this ABP.

Note that this notion of monotonicity makes sense both in the commutative and noncom-
mutative settings (Sections 2 and 3 deal with noncommutative computations, while we will
use the commutative case in Section 4). We now define a new measure for weakly monotone
computations. We will denote the support of a matrix M by suppM : it is the subset of the
coordinates of M which correspond to nonzero entries.

I Definition 7. The weakly nonnegative rank of a matrix M , denoted by rkwM , is the
smallest number r such that there exist M1, . . . ,Mr of rank 1 (with entries of any sign) such
that suppMi ⊆ suppM for all i and

∑r
i=1Mi = M .

The usual nonnegative rank of a matrix already plays a role in several areas. For instance,
the fact that the minimum number of facets of an extension of a polyhedron is equal to the
nonnegative rank of its so-called slack matrix. In another direction, for a 0, 1-matrix M ,

2 A different generalization of this combinatorial problem was recently used to prove almost quadratic
lower bounds on the size of syntactically multilinear circuits [1].
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log(rkM) is a lower bound on the communication complexity of the associated problem. The
log-rank conjecture stipulates that there is also a logO(1)(rkM) upper bound. This conjecture
is known to be equivalent to the fact that for any 0, 1-matrixM , log(rk+M) = logO(1)(rkM).
The influence of communication complexity will be felt here too, as it can be seen from the
use of the support of the matrix in the definition of weakly nonnegative rank. In fact, we
will borrow a few more basic concepts from communication complexity.

I Definition 8. For a matrix M with rows indexed by a set I and columns indexed by a set
J , a combinatorial rectangle is a subset of I × J of the form A×B, with A ⊆ I and B ⊆ J .

A cover of a matrix M is a set of combinatorial rectangles, included in the support of M
and whose union is equal to the support of M . We define covM as the smallest size of a
cover of M .

I Proposition 9. We have covM 6 rkwM and rkM 6 rkwM . For a nonnegative matrixM ,
rkwM 6 rk+M .

Let us remark that we can have rkM < rkwM : this is the case for the following matrix [5],

for which rkR = 3 and covR = 4: R =
(

1 0 1 0
0 1 0 1
0 1 1 0
1 0 0 1

)
.

The following proposition is the weak monotone version of Proposition 5.

I Proposition 10. For a noncommutative polynomial P , the smallest size of the i-th layer
of a weakly monotone ABP computing P is equal to rkwMi(P ). Hence the weakly monotone
ABP size of P is greater or equal to

∑
i rkwMi(P ).

Proof. Let ` ∈ {1, . . . , d− 1} and let M = M`(P ), r = rkwM .
Consider a weakly monotone ABP computing P . Let s be the size of layer `. Cutting the

ABP at layer ` we get P =
∑s
i=1 LiRi. Let Ai be the matrix of the polynomial LiRi. The

matrices A1, . . . , As satisfy all the conditions to show that rkwM 6 s.
Conversely, write M`(P ) = A1 + . . .+Ar where Ai are rank 1 matrices with suppAi ⊆

suppM . Each Ai can be interpreted as a product of two polynomials LiRi. It is easy to
design a weakly monotone ABP with `-layer of size r computing the polynomials L1, . . . , Lr
on the `-th layer.

So we have proved that for any `, the minimal size of the `-th layer of a weakly monotone
ABP computing P is equal to rkwM`(P ). The last inequality follows from the fact that the
minimal size of a weakly monotone ABP computing P is greater or equal to the sum of the
minimal size of the different layers. J

2.2 Separation of rank measures
We show now that we can have rkwM < rk+M . In the following J is the matrix with all
entries equal to 1 and ‖·‖ is the infinite norm.

I Proposition 11. Let M be a nonnegative matrix. For ε > 0 small enough, N = M + εJ

satisfies rkwN 6 rkM + 1 and rk+N > covM .

Proof. We have rkN 6 rkM + 1 because J is of rank 1, and rkN = rkwN since the support
of N is full. Hence rkwN 6 rkM + 1.

It remains to show the lower bound on r = rk+N . Write N = N1 + . . . + Nr with
Ni nonnegative matrix of rank 1. Write Ni = aib

T
i with ai and bi nonnegative satisfying

‖ai‖ = ‖bi‖: this implies that ‖ai‖, ‖bi‖ 6
√
‖N‖ 6 2

√
‖M‖ for ε small enough. Let ãi
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and b̃i be obtained from ai and bi by putting to 0 all entries smaller or equal to
√
ε. Let

Ñi = ãib̃
T
i . The support of Ñi is a combinatorial rectangle. Moreover, supp Ñi ⊆ suppM

since any nonzero entry of Ñi is greater than ε.
Let us show that suppM ⊆

⋃
i supp Ñi. Let Ñ = Ñ1 + . . . + Ñr. For any entry (x, y),

we have |Ni(x, y) − Ñi(x, y)| 6 2
√
ε
√
‖M‖ so ‖N − Ñ‖ 6 2r

√
ε‖M‖. This shows that

‖M − Ñ‖ 6 ‖M −N‖ + ‖N − Ñ‖ 6 ε + 2r
√
ε‖M‖. Hence ‖M − Ñ‖ is smaller than the

smallest nonzero entry of M for ε small enough. This proves that suppM is covered by⋃r
i=1 supp Ñi. J

We want to apply the previous proposition to a matrix with a large gap between rank and
covering bound. Such examples are known: the n×n matrix defined by Mi,j = (ai− aj)2 for
distinct reals a1, . . . , an has rank 3 but covM = Ω(logn) [3]; the slack matrix of a generic
polygon also exhibits such a gap [9] (note that this matrix is not explicit).

We will build on a third construction to obtain an exponential separation between
weakly monotone formulas and monotone ABPs in the noncommutative setting. Let Un
be the matrix whose rows and columns are indexed by {0, 1}n and which is defined by
Un(u, v) = (〈u, v〉 − 1)2, where the scalar product is over R.

I Theorem 12 ([6], see also [8]). It holds that rkUn = O(n2) and covUn = 2Ω(n).

Using Proposition 11, this theorem gives a matrix with an exponential gap between
weakly nonnegative rank and nonnegative rank.

I Proposition 13. For ε > 0 small enough, rkw(Un+εJ) = O(n2) and rk+(Un+εJ) = 2Ω(n).

2.3 Separating noncommutative monotone and weakly monotone
classes

Let us define a noncommutative polynomial over the variables {x0, x1}. For u ∈ {0, 1}n, let
xu = xu1 . . . xun

and define P =
∑
u,v∈{0,1}n(〈u, v〉 − 1)2xuxv. This polynomial was used

in [14] to obtain the following separation.

I Theorem 14 ([14]). The noncommutative polynomial P defined above has formula size
O(n3) but monotone circuit size 2Ω(n).

As a consequence, we get a separation illustrating the difference between monotone and
weakly monotone computations.

I Definition 15. A formula is called weakly monotone if any monomial produced by the
computation (before any possible cancellations) has a nonzero coefficient in the computed
polynomial. More formally, a formula is weakly monotone if any monomial produced by a
parse tree is present in the computed polynomial.

I Theorem 16. For ε > 0 small enough, the noncommutative polynomial P + ε(x0 + x1)2n

has weakly monotone formula size O(n3) but requires monotone ABP size 2Ω(n).

Proof. Let Q = P + ε(x0 + x1)2n for some ε > 0 small enough. The polynomial P has
formula size O(n3) by the upper bound from Theorem 14. The polynomial ε(x0 + x1)2n has
formula size O(n). Since the support of Q is full, the formula obtained for Q by summing
these two formulas is weakly monotone.

The middle Nisan matrix of Q is Mn(Q) = Un + εJ so rk+Mn(Q) = 2Ω(n) by Proposi-
tion 13. It follows from Proposition 5 that Q has monotone ABP size 2Ω(n). J
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3 Monotone noncommutative complexity vs monotone rank
measures

This section is devoted to the comparison between nonnegative rank measures and the size
of monotone noncommutative algebraic branching programs, in particular Nisan’s question
on the tightness of the lower bound for monotone noncommutative ABPs. Let us start by a
particular case where the inequality is tight.

We work over a field K of characteristic zero. We say a vector v is a weakly monotone linear
combination of u1, . . . , up if there exist scalars λi for 1 6 i 6 p such that no cancellations
occur:

v =
∑
i∈[1,p]

λiui with supp(v) =
⋃

i∈[1,p]
λi 6=0

supp(ui).

3.1 In the case of ranks at most 2
In the case where each Nisan matrix is of rank at most 2, we prove that an algebraic
branching program of minimal size can be chosen to be monotone (or weakly monotone).
Since rkM 6 2 implies rkM = rkwM = rk+M , it means that the measures

∑
i rk+Mi(P )

and
∑
i rkwMi(P ) do characterize the monotone and weakly monotone ABP size in this case.

The proof of the next two lemmas can be found in the full version [11].

I Lemma 17. If a homogeneous noncommutative polynomial P of degree d with nonnegative
coefficients satisfies rkMi(P ) = 2 for all 0 < i < d, then there exists a monotone ABP of
width 2 computing P . Hence the minimal size of a monotone ABP computing P is equal to∑d

i=0 rk+Mi(P ).

I Lemma 18. If P is a homogeneous noncommutative polynomial of degree d such that
rkMi(P ) = 2 for all 0 < i < d, there exists a weakly monotone ABP of width 2 computing P .
Hence the minimal size of a weakly monotone ABP computing P is equal to

∑d
i=0 rkwMi(P ).

Then we can easily conclude:

I Theorem 19. Let P be a noncommutative polynomial, homogeneous of degree d > 0, such
that rkMi(P ) 6 2 for all i. Then the minimal size of a weakly monotone ABP computing P
is equal to

∑d
i=0 rkwMi(P ). Moreover, if P is nonnegative, the minimal size of a monotone

ABP computing P is equal to
∑d
i=0 rk+Mi(P ).

Proof. Assume P is nonnegative homogeneous of degree d > 0. We prove the second point
by induction on d. If d = 1 the polynomial P is linear with nonnegative coefficients, P 6= 0,
and thus rk+M0(P )+rk+M1(P ) = 2, which is the size of a minimal monotone ABP. Assume
now that d > 1. If rkMi(P ) = 2 for all 0 < i < d, then the minimal size of a monotone ABP
computing P is equal to

∑d
i=0 rk+Mi(P ) by Lemma 17. Otherwise, there exists 0 < i < d

such that rk+Mi(P ) = 1. It means that P = QR with Q and R homogeneous of degree
i and d − i. By induction the minimal size of a monotone ABP computing Q is equal to∑d
i=0 rk+Mi(Q) and similarly for R. The conclusion follows easily for P .
The proof of the first point is analogous, using Lemma 18. J

3.2 Separation of monotone rank measure and ABP size
We now prove a separation between the sum-of-ranks measure and the minimal noncommu-
tative ABP size, both in the monotone and in the weakly monotone cases.
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If X = X1 ] . . . ]Xd is a partition of the set of variables, a noncommutative polynomial
f is called ordered over the family X1, . . . , Xd if it is homogeneous of degree d and if each
monomial m from f is of the form v1v2 · · · vd, where vi ∈ Xi for each i.

We will use several times the following very simple observation.

I Proposition 20. Let Ei be the i-th coordinate hyperplane of Kn. and E =
⋂
i∈I Ei for

I ⊆ [n]. Let v ∈ E, and u1, . . . , up ∈ Kn. Assume v =
∑p
j=1 λjuj is a weakly monotone

linear combination. Then for all j such that λj 6= 0, we have uj ∈ E.
In particular, if v 6= 0 is a weakly monotone linear combination v =

∑
j λjuj, then there

exists j0 such that λj0 6= 0 and uj0 ∈ E \ {0}.

I Lemma 21. There exists a noncommutative ordered degree 3 polynomial H with nonnegative
coefficients in R over the set of variables (X,Y, Z) with |X| = 4, |Y | = 2, |Z| = 4, such that
rk+Mi(H) = rkwMi(H) = rkMi(H) = 3 for i ∈ {1, 2}, so that

∑3
i=0 rk+Mi(H) =∑3

i=0 rkwMi(H) = 8, but the minimal size of a monotone ABP and of a weakly monotone
ABP is 9.

Proof. Define the vectors A =
(

1
0
0
1

)
, B =

(
0
1
1
0

)
, C =

(
1
0
1
0

)
, D =

(
0
1
0
1

)
(they correspond to

the columns of the matrix R of Section 2). Then, rk(A,B,C,D) = 3 and rkw(A,B,C,D) =
4, since cov(A,B,C,D) = 4. Define the matrices M ∈ R4×8

>0 and N ∈ R8×4
>0 : M

def=

(A B A+C
2

B+C
2 C C C+D

2
C+D

2 ) and N
def=
(
A B A+C

2
B+C

2
C C C+D

2
C+D

2

)
. As C+D

2 = A+B
2 , the columns

of M are monotone linear combinations of A, B and C. Moreover, the columns of N are
monotone linear combinations of (AC ) , (BC ) and ( CD ). Hence, rk+M = rk+N = 3. This
shows that rkwM = rkwN = 3.

Let X = {x1, x2, x3, x4}, Y = {y1, y2} and Z = {z1, z2, z3, z4}. We consider the ordered
polynomial H ∈ R>0[X,Y, Z]:

H
def= x1y1z1 + x4y1z1 + x2y1z2 + x3y1z2 + x1y1z3 + 1

2x3y1z3 + 1
2x4y1z3 + 1

2x1y1z4

+ 1
2x2y1z4 + x3y1z4 + x1y2z1 + x3y2z1 + x1y2z2 + x3y2z2 + 1

2x1y2z3 + 1
2x2y2z3

+ 1
2x3y2z3 + 1

2x4y2z3 + 1
2x1y2z4 + 1

2x2y2z4 + 1
2x3y2z4 + 1

2x4y2z4.

One can verify than the middle Nisan matrices of H are M1(H) = M and M2(H) = N .
Assume that there exists a weakly monotone noncommutative homogeneous ABP of

size 8 =
∑

rkwMi(H) computing H. It means that the ABP has exactly rkwMi nodes
at layer i for 0 6 i 6 3. In particular, such an ABP has three nodes at layer 1, each one
computing a polynomial P (1)

1 (X), P (1)
2 (X) and P (1)

3 (X) and has also three nodes at layer
2 which compute the polynomials P (2)

1 (X,Y ), P (2)
2 (X,Y ) and P (2)

3 (X,Y ). The goal is to
show that these triplets of polynomials are precisely defined and there is no way to link them
together in a weakly monotone ABP. By definition of the Nisan matrix, we can see columns
of M as polynomials in R[X] and columns of N as polynomials in R[X,Y ].

B Claim 22. The polynomials P (1)
1 , P (1)

2 and P
(1)
3 weakly monotonically generate the

columns of M and the polynomials P (2)
1 , P (2)

2 and P (2)
3 weakly monotonically generate the

columns of N .

Proof. Let us show the result at layer 1, the case of layer 2 is symmetrical. Consider a
column C of the first Nisan matrix: say it corresponds to the coefficient of yjzk in H. If we
instantiate the variables yj and zk to 1 and the other variables from Y ∪ Z to 0 in the ABP,

FSTTCS 2019



15:8 Nonnegative Rank Measures and Monotone ABPs

we get C as a linear combination of columns representing P (1)
1 (X), P (1)

2 (X) and P (1)
3 (X).

More precisely, C =
∑3
s=1 λsP

(1)
s where λs 6= 0 if and only if we can read the monomial yjzk

between the node corresponding to P (1)
s (X) and the output of the ABP.

It remains to show that this linear combination C =
∑3
s=1 λsP

(1)
s is weakly monotone.

Assume this is not, it means for some i the coefficient of xi is 0 in C but there exists s such
that λs 6= 0 and the coefficient of xi in P (1)

s is different to 0. It means that the coefficient of
xiyjzk is 0 in H but there is a path in the ABP with nonzero coefficient for this monomial
(otherwise the scalar in front of P (1)

s (X) would be 0). It contradicts the fact that the ABP is
weakly monotone. C

B Claim 23. If three vectors U , V andW weakly monotonically generate the family (A,B,C)
then (up-to permuting the names of U , V and W ), U ∈ RA,V ∈ RB and W ∈ RC.

Proof. As rk(A,B,C) = 3, we can consider the vector-space F generated by {A,B,C},
namely F = {T ∈ R4 | t1 + t2 − t3 − t4 = 0}. So the vectors U , V and W must form a basis
of F and so, have to lie in F . For 1 6 i 6 4, let Ei be the i-th coordinate hyperplane of R4.

Notice that RA = F ∩ E2 ∩ E3. By Proposition 20, since A is a weakly monotone linear
combination of U, V,W , (at least) one of the vectors {U, V,W} must belong to E2 ∩E3. Since
this vector lies also in F , it is in RA.

In the same way, since RB = F ∩ E1 ∩ E4 and RC = F ∩ E2 ∩ E4, one vector of B must
belong to RB and one must belong to RC.

Since RA,RB,RC are 3 distinct one-dimensional linear subspaces, each one of these spaces
has to contain one of the vectors U, V,W . C

B Claim 24. If three vectors Q, R and S weakly monotonically generate the columns of N
then, up to permuting the names of Q, R and S, Q ∈ R (AC ) , R ∈ R (BC ) , S ∈ R ( CD ) .

Proof. Let us define B = {Q,R, S}. We can easily see that the columns of N lie in the vector
space given by the intersection of the three hyperplanes F1 = {T ∈ R8 | t1 + t2 = t3 + t4},
F2 = {T ∈ R8 | t5 + t6 = t7 + t8} and F3 =

{
T ∈ R8 |

∑4
i=1 ti =

∑8
j=5 tj

}
. As rk(Q,R, S) =

rkN , the vectors Q, R and S are in F1 ∩ F2 ∩ F3.
For 1 6 i 6 8, we denote by Ei the i-th coordinate hyperplane of R8. Looking at the

two first columns of N we can notice that R (AC ) = F1 ∩ F2 ∩ F3 ∩ E2 ∩ E3 ∩ E6 ∩ E8 and
R (BC ) = F1 ∩ F2 ∩ F3 ∩ E1 ∩ E4 ∩ E6 ∩ E8 are two distinct one-dimensional spaces of R8. By
Proposition 20, there is at least one vector of B (let us suppose this is Q) such that Q = q (AC )
and at least one other vector of B (assume this is R) such that R = r (BC ).

Finally we need to identify the last vector S. For that, we decompose S =
(
S1
S2

)
where

S1 is the projection of S on its first four coordinates and S2 the projection on the last
four. Now, we know that B weakly monotonically generates the last two columns of N . So
there exist a1, a2, a3, b1, b2, b3 ∈ R such that: a1q (AC ) + a2r (BC ) + a3

(
S1
S2

)
=
( A+C

2
C+D

2

)
and

b1q (AC )+b2r (BC )+b3
(
S1
S2

)
=
( B+C

2
C+D

2

)
. By Proposition 20, as

( A+C
2

C+D
2

)
∈ E2 and

( B+C
2

C+D
2

)
∈ E4,

we know that a2 = b1 = 0. Moreover, as A and (A + C) are not colinear, it means that
S1 belongs to the plane vect(A,A + C) (by the way, this space is inside E2). Similarly,
S1 ∈ vect(B,B + C). As B /∈ E2, these two planes are distinct, so the intersection is of
dimension at most 1. Moreover, vect(C) is in the intersection, and so, S1 ∈ vect(C). There
exists s 6= 0 such that S1 = sC. As a1qA + a3sC = A+C

2 , it implies that a1q = a3s = 1
2 .

Then, we have C
2 + S2

2s = C+D
2 , i.e., S2 = sD. C
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Consequently, by Claim 22 and Claim 24, one node at layer 2 computes the polynomial
whose matrix is s ( CD ) (with s 6= 0). By instantiating y1 to 0 and y2 to 1/s, this node computes
exactly the polynomial corresponding to D as a weakly monotone linear combination of the
nodes at layer 1. By Claim 23, the nodes at layer 1 are polynomials associated to A, B and
C (up to scalar multiplication). This would imply that rkw(A,B,C,D) = 3, which is false.
Hence, there does not exist a weakly monotone ABP of size 8.

To complete the proof, we show there is a monotone ABP of size 9 computing H. There
are two natural monotone ABPs of size 9, let us describe one of them. One can compute
the four polynomials associated to A, B, C and D at the first layer. It gives the following

monotone ABP of size 9: H = 1
2 ( x1+x4 x2+x3 x1+x3 x2+x4 )

( y1 0 0
0 y1 0
y2 y2 y1
0 0 y2

)( 2z1+z3
2z2+z4
z3+z4

)
. J

I Theorem 25. There exists a noncommutative homogeneous degree 3 polynomial P over
4 variables such that rk+Mi(P ) = rkwMi(P ) = rkMi(P ) = 3 for i ∈ {1, 2}, so that∑3

i=0 rk+Mi(P ) =
∑3
i=0 rkwMi(P ) = 8, but the minimal size of a weakly monotone or

monotone ABP computing P is 9.

Proof. Consider the noncommutative polynomial P = H(x1, x2, x3, x4, x1, x2, x1, x2, x3, x4).
As H is ordered, and as the previous substitution follows this order, it is injective over the
set of monomials which appear in H, that is to say, if m1 and m2 are two monomials from H

which give the same monomial in P , then m1 = m2. It directly implies that the substitution
establishes a bijection between the set of monomials which appear in H and the ones which
appear in P . We will say that this substitution is faithful.

Any ABP A which computes the polynomial H can be transformed into an ABP B which
computes P with layers of same size by a direct substitution of the variables. Moreover,
if A is monotone, then B is immediately monotone. Then, if A is weakly monotone, the
faithfulness property implies that B is also weakly monotone.

In the other direction, if in a weakly monotone noncommutative ABP A computing P we
replace the variables x1 and x2 in the second layer by y1 and y2 and the variables x1, x2, x3
and x4 in the third layer by z1, z2, z3 and z4, then we get a new ABP B which computes the
polynomial H(x1, x2, x3, x4, y1, y2, z1, z2, z3, z4). The fact that this transformation preserves
the monotonicity is still immediate. The faithfulness property implies it also preserves the
weak monotonicity. So, the theorem follows from Lemma 21. J

I Corollary 26 (Gap increasing with the degree and the number of variables). Let P be the
polynomial defined in Theorem 25. Let m,n > 1. Let X1, . . . , Xn be n sets of distinct
variables, with each set of size 4. Let Q(X1, . . . , Xn) =

∑n
j=1 P

m(Xj). This is a polynomial
of degree 3m in 4n variables such that

∑3m
i=0 rk+Mi(Q) =

∑3m
i=0 rkwMi(Q) = 7mn− n+ 2

but the minimal size of a monotone or weakly monotone ABP for it is equal to 8mn− n+ 2.

Proof. Let us first consider the case n = 1. From Theorem 25, one can easily check that
rkMi(Pm(X1)) = 1 for imultiple of 3 and rkMi(Pm(X1)) = rk+Mi(Pm(X1)) = 3 otherwise,
and that a minimal (weakly) monotone ABP computing Pm(X1) has 8m+ 1 nodes.

Consider a weakly monotone ABP for Q. Assume there is an internal node α and two
distinct indices k and k′ such that α depends on at least one variable of Xk and one variable
of Xk′ . Consequently, one path of the ABP produces a monomial which contains both a
variable in Xk and a variable not in Xk. Since Q =

∑n
j=1 P

m(Xj), a given monomial in Q
can only contain variables coming from a single Xk. The above statement thus contradicts
the fact that the ABP is weakly monotone. Hence, we can partition the internal nodes of the
ABP into n parts, each one related to one variable set Xj . As mentioned earlier, a minimal
weakly monotone ABP for Pm(Xj) has 8m− 1 internal nodes. The minimal size of a weakly
monotone ABP is therefore 8mn−n+ 2. The same is true of a monotone ABP computing Q.

FSTTCS 2019
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Let us compute the sum of ranks for Q. If 0 < i < 3m, the i-th Nisan matrix of Q is
block-diagonal with n blocks, where the j-th block corresponds to the i-th Nisan matrix
of Pm(Xj). As the nonnegative rank of a block-diagonal matrix is equal to the the sum of
the nonnegative ranks of its blocks, rkMi(Q) = rk+Mi(Q) = n for i ∈ {3, 6, . . . , 3m − 3}
and rkMi(Q) = rk+Mi(Q) = 3n for i ≡ 1, 2 mod 3. Summing over the different layers we
get that the sum-of-ranks measure for Q, both for usual rank and nonnegative rank, and
thus for weakly nonnegative rank, is equal to 7mn− n+ 2. J

An upper bound on the size of a monotone ABP computing a homogeneous degree d
polynomial P is obtained by summing, for each ` ∈ {0, . . . , d} the minimal number of rows
extracted from M`(P ) whose cone contains all other columns of M`(P ). The example above
shows that this is not a characterization of monotone size: for the polynomial H built in
Lemma 21, it is needed to extract 4 rows in both M1(H) and M2(H). The same remark
applies in the weakly monotone setting (about the minimum number of extracted rows which
weakly monotonically generate all the rows).

4 Lower bounds for monotone commutative ABPs

4.1 Lower bound tools for monotone and weakly monotone ABPs
Consider a homogeneous degree d commutative polynomial P . For ` ∈ {0, . . . , d}, we define
the setM`(P ) of matrices, whose rows are indexed by commutative degree-` monomials and
whose columns indexed by degree-(d− `) commutative monomials. A matrix M belongs to
M`(P ) if:
(a) for any degree d commutative monomial m such that m does not appear in P and

any (m1,m2) satisfying m = m1m2, m1 of degree ` and m2 of degree d − `, we have
Mm1,m2 = 0;

(b) for any other degree d commutative monomial m,
∑
m1m2=mMm1,m2 is equal to the

coefficient of m in P .
For a matrix M whose rows and columns are indexed by noncommutative monomials, we
define M com the matrix obtained by summing rows and columns indexed by the same
commutative monomial.

I Proposition 27. A homogeneous degree-d noncommutative polynomial Q computes com-
mutatively P without cancelling monomials if and only if M`(Q)com ∈ M`(P ) for all
` ∈ {0, . . . , d}.

Proof. The polynomial Q computes commutatively P if and only if, for each `, the ma-
trix M := M`(Q)com satisfies the following: for any degree d commutative monomial m,∑
m1m2=mMm1,m2 is equal to the coefficient of m in P .
The polynomial Q does not cancel monomials if and only if, for all monomial m not

appearing in P and for all decomposition m = m1m2, there is no noncommutative monomial
m′ = m′1m

′
2 in Q such that m′i computes commutatively mi for i ∈ {1, 2}.

Together, these two statements prove the proposition. J

For a homogeneous degree d polynomial P and ` ∈ {0, . . . , d} consider the support matrix
S`(P ) indexed by degree-` commutative monomials on the rows, degree-(d− `) commutative
monomials on the column, such that S`(P )m1,m2 = 1 if the coefficient of m1m2 in P is
nonzero and S`(P )m1,m2 = 0 otherwise.
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I Definition 28. For M,S two matrices of the same size we define rkw(M,S) to be the
smallest r such that there exist rank 1 matrices M1, . . . ,Mr such that supp(Mi) ⊆ supp(S)
and M =

∑r
i=1Mi.

Notice that rkwM , defined in Section 2, is nothing but rkw(M,M).

I Theorem 29. The size of a monotone ABP computing a homogeneous commutative
polynomial P of degree d is at least

∑d
`=0 min{rk+M | M ∈M`(P ), M > 0}. If the ABP

is weakly monotone the bound becomes
∑d
`=0 min{rkw(M,S`(P )) | M ∈M`(P )}.

Proof. Let ` ∈ {1, . . . , d−1}. Consider an ABP computing P with minimal number of nodes
at level `: say it is w. Cutting this ABP at layer ` gives a decomposition P =

∑w
i=1QiRi.

For i ∈ {1, . . . , w} let Mi be the matrix of QiRi. All matrices Mi are of rank 1 and we
have

∑w
i=1Mi ∈ M`(P ). If the ABP is monotone, the matrices Mi are nonnegative and

we get min{rk+M | M ∈ M`(P ), M > 0} 6 w. If the ABP is weakly monotone, we have
supp(Mi) ⊆ supp(S`(P )). Hence min{rkw(M,S`(P )) | M ∈M`(P )} 6 w. J

For two same-sized matrices M,S, let cov(M,S) be the smallest number of combinatorial
rectangles included in the support of S and whose union covers the support of M .

I Proposition 30. cov(M,S) 6 rkw(M,S).

Proof. Let r = rkw(M,S) and write M =
∑r
i=1Mi with Mi of rank 1, supp(Mi) ⊆ supp(S).

We have supp(M) ⊆
⋃r
i=1 supp(Mi): this shows that cov(M,S) 6 r. J

I Corollary 31. Any weakly monotone ABP computing P has size greater or equal to∑d
`=0 min{cov(M,S`(P )) | M ∈M`(P )}.

4.2 Application to the elementary symmetric polynomials
For n positive integer we write [n] = {1, . . . , n}. For 0 6 k 6 n, let en,k be the elementary
symmetric polynomial of degree k over the variables x1, . . . , xn: en,k =

∑
I∈([n]

k )
∏
i∈I xi.

Notice that Sj(en,k) is exactly the disjointness matrix Dn,j,k−j with rows indexed by elements
of
([n]
j

)
and columns indexed by elements of

( [n]
k−j
)
, and whose entry in row A and column B

is 1 if A ∩B = ∅ and 0 otherwise.
To get lower bounds for en,k using Corollary 31 we need to show that, for enough values

of j and for any M ∈Mj(en,k), cov(M,Dn,j,k−j) is large.

I Proposition 32. For n, j, k fixed, assume cov(M,Dn,j,k−j) 6 m for some M ∈Mj(en,k).
Then there exists A1, . . . , Am ⊆ [n] with the following property:

For all B ∈
(

[n]
k

)
, there is i ∈ {1, . . . ,m} such that |Ai ∩B| = j. (1)

Proof. LetM ∈Mj(en,k). Assume U1 × V1, . . . , Um × Vm is a set of combinatorial rectangles
from

([n]
j

)
×
( [n]
k−j
)
included in the support of Dn,j,k−j and covering suppM . Notice that

such a combinatorial rectangle U × V is included in the support of Dn,j,k−j if and only if(⋃
u∈U u

)
∩
(⋃

v∈V v
)

= ∅. For i ∈ {1, . . . ,m}, let Ai =
⋃
u∈Ui

u. From the previous remark
the set of combinatorial rectangles R1, . . . , Rm defined by Ri =

(
Ai

j

)
×
([n]\Ai

k−j
)
is included in

the support of Dn,j,k−j and covers suppM .

FSTTCS 2019



15:12 Nonnegative Rank Measures and Monotone ABPs

Let us show that the family {A1, . . . , Am} satisfies Equation (1). Let B ∈
([n]
k

)
. The

monomial
∏
i∈B xi appears in en,k so one non-zero entry of M is of the form (I, J) with

I ∈
([n]
j

)
, J ∈

( [n]
k−j
)
and I ∪ J = B. Therefore (I, J) ∈ Ri for some i ∈ {1, . . . ,m}, i.e.

|Ai ∩B| = |I| = j. J

We will now relate our lower bound endeavor to a combinatorial question known as
Galvin’s problem: for n a multiple of 4, prove a lower bound on the size m of a family
{A1, . . . , Am} ⊆

( [n]
n/2
)
such that for any B ∈

( [n]
n/2
)
, there exists i such that |Ai ∩B| = n/4.

Proving a lower bound on a family {A1, . . . , Am} satisfying Equation (1) for the parameters
k = n/2 and j = n/4 is a generalization of Galvin’s problem because the sets Ai can be of
arbitrary size, instead of n/2 in the original problem.

We first give a lower bound for the middle elementary symmetric polynomial. The
argument is similar to the solution of Galvin’s original problem presented in [12, Theorem
11.1], which we reproduce here for completeness. It is based on the following result, restricted
here to the case of codes over an alphabet with 2 elements (we denote by ∆ the symmetric
difference between two sets).

I Theorem 33 ([12], Theorem 1.10). Suppose 0 < δ < 1
2 is given. Then there exists ε > 0

such that for any d even satisfying δn < d < (1 − δ)n, any family of distinct subsets
C1, . . . , Cm ⊆ [n] such that, for all i 6= j, |Ci∆Cj | 6= d, has size m 6 (2− ε)n.

I Lemma 34. There exists α > 0 such that for n ∈ 4N \ {0}, k = n/2 and j odd, any family
{A1, . . . , Am} satisfying Equation (1) has size m > αn.

Proof. Assume there exists A1, . . . , Am ⊆ [n] such that F = {A1, . . . , Am} satisfies Equa-
tion (1). Let V be the subspace of Fn2 spanned by the characteristic vectors of the elements
of F . By assumption, for all B ∈

( [n]
n/2
)
, there exists F ∈ F such that |B ∩F | = j; this means

that 〈χ(B), χ(F )〉 = 1 6= 0 because j is odd. Hence V ⊥ contains no vector of weight n/2.
Because V ⊥ is a vector space, it implies that for any C,D ⊆ [n] such that χ(C), χ(D) ∈ V ⊥,
|C∆D| 6= n/2.

By Theorem 33, |V ⊥| 6 (2− ε)n for some constant ε > 0. This means that dimV ⊥ 6
(1− α)n for some α > 0. It follows that m = |F| > dimV > αn. J

I Lemma 35. For n ∈ 4N, every weakly monotone ABP computing en,n/2 has size Ω(n2).

Proof. There exists α > 0 such that for n ∈ 4N, k = n/2 and j odd, any family {A1, . . . , Am}
satisfying Equation (1) has size m > αn by Lemma 34. It follows from Proposition 32
that for all M ∈ Mj(en,n/2), cov(M,Dn,j,n/2−j) > αn. The lower bound is obtained by
Corollary 31. J

From the simple observation en,k(x1, . . . , xm, 0, . . . , 0) = em,k(x1, . . . , xm), Lemma 35
yields quadratic lower bounds on the size of weakly monotone ABPs computing en,k for δn 6
k 6 n/2 for a fixed δ > 0. However we need to be more careful to get a quadratic lower bound
for e.g. en,2n/3. Indeed the simple reduction en,k(x1, . . . , xn) =

∏n
i=1 xi ·en,n−k

(
1
x1
, . . . , 1

xn

)
uses divisions, which are not allowed in our model and would cost too much to remove.

In an ABP, the formal degree fdegt(α) of a node α with respect to a variable t is defined
as the maximum degree in t of the polynomial computed along a path from the source to α,
which is also the maximal degree in t of a monomial produced along a path from the source
to α. By definition, the formal degree of the source is 0. Let us denote by α̂ the polynomial
computed at the node α. Remark that fdegt(α) > degt(α̂). The formal degree in t of an
ABP is the formal degree in t of its output.
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Let us show now that we can always extract the part of maximal formal degree without
changing the size of an ABP. We denote by [tk]f the coefficient of the homogeneous component
of f of degree k in t. The proofs of the next two lemmas can be found in the full version [11].

I Lemma 36. Let A be an ABP of size s and of formal degree k in the variable t computing
a polynomial f . Then there exists A′ an ABP of size at most s such that A′ computes [tk]f .

Moreover, if A is weakly monotone, then it is also the case for A′.

I Lemma 37. If there is a weakly monotone ABP of size s computing the polynomial en,p,
then for all q 6 p, there is a weakly monotone ABP of size at most s which computes the
polynomial en−q,p−q.

I Theorem 38. Every weakly monotone ABP, or equivalently every homogeneous syntacti-
cally multilinear ABP, computing en,k has size Ω(min{k2, (n− k)2}).

Proof. Let us first prove the lower bound when n and k are even.
If k 6 n/2, then as mentioned previously, any weakly monotone ABP of size s implies a

weakly monotone ABP of size at most s for e2k,k by putting some variables to 0. So in this
case s = Ω(k2) by Lemma 35.

Otherwise, we have k > n/2. It means that k > 2k − n > 0. Then a weakly monotone
ABP of size s for en,k gives a weakly monotone ABP of size at most s for e2n−2k,n−k by
Lemma 37, choosing the parameters p = k and q = 2k− n. The lower bound s = Ω((n− k)2)
follows from Lemma 35.

The lower bound is obtained for n odd by noticing that e2bn/2c,k can be reduced to en,k
by putting one variable to 0. Moreover, en,k reduces to en−1,k−1 by Lemma 37. So the lower
bound holds for n and k of any parity.

This lower bound also holds in the homogeneous syntactically multilinear model: indeed,
any such ABP computing en,k is weakly monotone because en,k has all degree k monomials
in its support. J
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Abstract
The catalytic Turing machine is a model of computation defined by Buhrman, Cleve, Koucký, Loff,
and Speelman (STOC 2014). Compared to the classical space-bounded Turing machine, this model
has an extra space which is filled with arbitrary content in addition to the clean space. In such a
model we study if this additional filled space can be used to increase the power of computation or
not, with the condition that the initial content of this extra filled space must be restored at the end
of the computation.

In this paper, we define the notion of unambiguous catalytic Turing machine and prove that
under a standard derandomization assumption, the class of problems solved by an unambiguous
catalytic Turing machine is same as the class of problems solved by a general nondeterministic
catalytic Turing machine in the logspace setting.
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1 Introduction

The catalytic computational model was first introduced by Buhrman et al. [2]. It is a
computational model constructed by equipping a standard Turing machine with a large
auxiliary tape in addition to its work tape. This auxiliary tape is filled with arbitrary data
which must be restored at the end of the computation. A catalytic Turing machine with a
workspace of size s(n) can be assumed to have auxiliary space of size 2s(n). The question that
arises is, whether having access to this additional tape increases the power of computation or
not. At first, this extra filled space seemed to be of no use. However, surprisingly, Buhrman
et al. [2] showed that there exist some problems which can be solved by a deterministic
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catalytic logspace Turing machine (CL) but are not known to be solvable by a standard
deterministic logspace Turing machine (L), or even nondeterministic logspace NL. More
precisely, they showed that uniformTC1 ⊆ CL ⊆ ZPP and uniformTC1 is known to contain
NL which is believed to be different from L. This result gives the motivation to explore the
power of the catalytic Turing machine further.

In a subsequent result, Buhrman et al. [3] defined a nondeterministic catalytic computa-
tional model. In a nondeterministic catalytic Turing machine, the content of the auxiliary
tape must be restored to its initial content for every sequence of nondeterministic choices.
The nondeterministic equivalent of CL is called CNL. Using the same observation as in [2]
they showed that CNL ⊆ ZPP. They also showed that, under a standard derandomization
assumption, the class of problems solvable by a nondeterministic logspace catalytic Turing
machine (CNL) is closed under complement, that is CNL = coCNL. To prove this, they first
show that on a specific input x most of the configuration graphs of a CNL machine will be
of polynomial size. They use the pseudorandom generator of [5] to obtain a polynomial
size configuration graph. However, having access to a polynomial size graph is not enough
because the size of a vertex in the graph is still exponentially larger than the size of the
workspace. To circumvent this problem, they use a hash function picked from a hash family
which maps these vertices injectively to smaller values. After that, they apply the inductive
counting technique of Immerman and Szelepcsényi on this smaller size graph to obtain the
final result [4, 8].

In this paper, we define a variant of nondeterministic catalytic Turing machine called
unambiguous catalytic Turing machine. Analogous to the standard Turing machine, an
unambiguous catalytic Turing machine is a nondeterministic catalytic Turing machine which
has at most one accepting path on each input.

We show that under the same derandomization assumption as that of [3], in the logspace
setting, unambiguous catalytic Turing machine (CUL) and nondeterministic catalytic Turing
machine are equivalent in power. This is stated formally in the following theorem.

I Theorem 1 (Main Theorem). If there exists a constant ε > 0 such that DSPACE(n) *
SIZE(2εn), then CNL = CUL.

We prove Theorem 1 by giving an unambiguous logspace catalytic algorithm which
answers if in the configuration graph of a CNL machine, the accepting vertex is reachable
from the starting vertex or not. For this, we use (i) the pseudorandom generator used by [1]
and [3] to obtain a small size min-unique weighted configuration graph of the CNL machine,
(ii) the hashing scheme of [3] which maps the vertices of the configuration graph to smaller
values, and (iii) the double counting technique of [7]. Our result is analogous to a result of
[1] in the traditional Turing machine model, where authors prove that, if there are problems
in DSPACE(n) which require exponential size circuits, then UL = NL.

The rest of the paper is organized as follows. Section 2 contains definitions of nondetermin-
istic and unambiguous catalytic computation. We state the derandomization assumption
under which our result holds, pseudorandom generators and the hashing scheme that we
have used. In Section 3, we prove the main result CUL = CNL.

2 Preliminaries

In this section, we present the necessary definitions, notations, and lemmas. We start with
the definition of a nondeterministic catalytic Turing machine as defined in [3].
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I Definition 2. LetM be a nondeterministic Turing machine with three tapes: one input
tape, one work tape, and one auxiliary tape.

Let x ∈ {0, 1}n be an input, and w ∈ {0, 1}sa(n) be the initial content of the auxiliary
tape. We say thatM(x,w) accepts x if there exists a sequence of nondeterministic choices
that makes the machine accept. If for all possible sequences of nondeterministic choices
M(x,w) does not accept, the machine rejects x.

ThenM is said to be a catalytic nondeterministic Turing machine using workspace s(n)
and auxiliary space sa(n) if for all inputs, the following three properties hold.
1. Space bound. The machineM(x,w) uses space s(n) on its work tape and space sa(n)

on its auxiliary tape.
2. Catalytic condition. M(x,w) halts with w on its auxiliary tape, irrespective of its

nondeterministic choices.
3. Consistency. The outcome of the computation is consistent among all initial aux-tape

content w. M(x,w) should either accept for all choices of w — in which case we say
M accepts x — or it rejects for all possible w — M rejects x. However, the specific
nondeterministic choices that makeM(x,w) go one way or the other may depend on w.

I Definition 3. CNSPACE(s(n)) is the set of decision problems that can be solved by a
nondeterministic catalytic Turing machine with at most s(n) size workspace and 2s(n) size
auxiliary space. CNL denotes the class CNSPACE(O(logn)).

Unambiguous computation is a natural restriction of nondeterministic computation where
on every input the Turing machine can have at most one nondeterministic path which accepts
the input. In the domain of catalytic computation, the definition naturally extends as follows.

I Definition 4. An unambiguous catalytic Turing machine is a nondeterministic catalytic
Turing machine which on every input produces at most one sequence of nondeterministic
choices where the machine accepts.

I Definition 5. CUSPACE(s(n)) is the set of decision problems that can be solved by an
unambiguous catalytic Turing machine with at most s(n) size workspace and 2s(n) size
auxiliary space. CUL denotes the class CUSPACE(O(logn)).

In order to present our result, we will use the notion of configuration graph. Configuration
graphs of a classical Turing machine are used heavily in proving space-bounded computation
results. A modified version of configuration graph was used for catalytic computations by
Buhrman et al. in [3]. They defined the configuration graph in the context of catalytic
computation in the following way: LetM be a nondeterministic catalytic Turing machine with
c logn size workspace and nc size auxiliary space. Then, GM,x,w denotes the configuration
graph of a nondeterministic catalytic Turing machine M on input x and initial auxiliary
content w. Every vertex of GM,x,w corresponds to a configuration ofM reachable from the
initial configuration ofM which consists of the content of the work tape and the auxiliary
tape, head positions of all three tapes and the current state. The graph has a directed edge
from a vertex ver1 to a vertex ver2 if the configuration corresponding to ver2 can be reached
from the configuration corresponding to ver1 in one step inM. We will denote the number
of the vertices in a configuration graph GM,x,w by |GM,x,w|.

A configuration of a nondeterministic catalytic Turing machine M with c logn size
workspace and nc size auxiliary space can be described with at most c logn+ nc + logn+
log(c logn)+lognc+O(1) = O(nc) bits, where we need c logn+nc bits for work and auxiliary
tape content, logn+ log(c logn) + lognc bits for the tape heads, and O(1) bits for the state
information. Thus, the total number of configurations ofM can be upper bounded by 2O(nc),
which also implies |GM,x,w| ≤ 2O(nc) for an input x and initial auxiliary content w.

FSTTCS 2019
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In Section 3, we will prove CUL = CNL under the same assumption the following
derandomization result holds.

I Lemma 6 ([5, 6]). If there exists a constant ε > 0 such that DSPACE(n) * SIZE(2εn)
then for all constants c there exists a constant c′ and a function G : {0, 1}c′ logn → {0, 1}n
computable in O(logn) space, such that for any circuit C of size nc∣∣∣ Pr

r∈{0,1}n
[C(r) = 1]− Pr

s∈{0,1}c′ log n
[C(G(s)) = 1]

∣∣∣ < 1
n
.

Buhrman et al. in [3], showed a way to get a small size configuration graph of a
nondeterministic logspace catalytic Turing machine. We will use the following lemma in our
result, a stronger version of which was proved in [3].

I Lemma 7 ([3]). Let M be a nondeterministic catalytic Turing machine using c logn
size workspace and nc size auxiliary space. If there exists a constant ε > 0 such that
DSPACE(n) * SIZE(2εn), then there exists a function G : {0, 1}O(logn) → {0, 1}nc , such
that on every input x and initial auxiliary content w, for at least one seed s ∈ {0, 1}O(logn),
|GM,x,w⊕G(s)| ≤ n2c+3. Moreover, G is logspace computable. (w⊕G(s) represents the bitwise
XOR of w and G(s))

Let G be a directed graph, with vertex set V (G) and edge set E(G). Then, a weight
function for G is a map W : E(G)→ N which maps every edge in E(G) to a natural number.
Let GW denote the weighted graph with respect to the weight function W . We say a weight
function is a k-bit weight function if every edge in E(G) gets a weight in the range [0, 2k − 1].
A k-bit weight function for a graph G of n vertices can be thought of as a kn2 length binary
string b = b1b2 . . . bk.n2 . In such a representation, the weight assigned to the ith edge ei of G
is W (ei) = Dec(bj+1bj+2 . . . bj+k), where j = k.(i− 1) and Dec(x) is the natural number
whose decimal representation is the binary string x.

We say GW is min-unique, if there is a unique minimum weight path between every pair
of vertices in GW . For any two vertices u and v in V (GW ), we denote the weight of the
minimum weight path from u to v by dist(u, v). The following lemma implicit in [1] shows
that under the assumption of Lemma 6 there exists a logspace computable pseudorandom
generator which gives an O(logn)-bit min-unique weight function for any graph of n vertices.

I Lemma 8. If there exists a constant ε > 0 such that DSPACE(n) * SIZE(2εn), then there
exists a logspace computable function W : {0, 1}O(logn) → {0, 1}c′n2 logn, such that for any
directed graph G of n vertices there exists at least one seed s′ ∈ {0, 1}O(logn) for which GW (s′)
is min-unique.

We also borrow the following lemma about the existence of a hash family from [3].

I Lemma 9 ([3]). For every n, there exists a family of hash functions {hk}n
3

k=1, with each
hk a function {0, 1}n → {0, 1}4 logn, such that the following properties hold. First, hk is
computable in space O(logn) for every k, and second, for every set S ⊂ {0, 1}n with |S| ≤ n
there is a hash function in the family that is injective on S.

I Definition 10. Let G be a directed graph, h : V (G) → {1, 2, . . . , n} be a hash function
and W be a weight function for a graph of n vertices. Then, the hashed-weighted graph
denoted by Gh,W is a weighted graph, such that every edge uv ∈ E(Gh,W ) has weight
W (uv) = W (h(u)h(v)).
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3 Reinhardt-Allender’s Double Counting in the Catalytic Setting

In this section, we will prove Theorem 1 by constructing a CUL machineM′ which accepts
the same language as that of a given CNL machineM. The core idea is to use the double
counting technique of Reinhardt and Allender [7] on the configuration graph ofM. However,
there are few hurdles to implement it.

Firstly note that, as shown by Buhrman et al. [3], the configuration graph of a CNL
machine M can be of exponential size. Therefore, it is not possible for M′ to do double
counting on this graph in its workspace, which is just logarithmic in size. To handle this
problem, we use the pseudorandom generator of Lemma 7 to get a small size configuration
graph. But this does not solve the problem completely as the size of a vertex in the
configuration graph is still very large. To solve this, we use the family of hash functions
described in Lemma 9. One of these functions injectively maps the vertices of the configuration
graph to small hashed values. Both the pseudorandom generator of Lemma 7 and hash
function family of Lemma 9 were also used in [3] for performing inductive counting. In our
result, to do double counting we need to make the configuration graph min-unique, therefore,
we also use the pseudorandom generator of Lemma 8.

InM′, we do the double counting on the configuration graph ofM for every possible
triplet consisting of seeds of the pseudorandom generators of Lemma 7 and 8 and a hash
function from the hash family of Lemma 9. During the double counting we move on to the
next triplet if the hash function doesn’t map the vertices injectively or the configuration
graph is not min-unique, otherwise, after finishing double counting we accept if the accepting
node in the configuration graph was encountered at some point during the process.

We detect if the configuration graph is not min-unique the same way Reinhardt and
Allender do it in [7]. Detecting if a hash function doesn’t map the vertices injectively is tricky.
Note that, to check whether two vertices of the configuration graph have been mapped to
the same value or not cannot be done directly by storing them in the workspace ofM′. This
is because the size of those vertices can be large. Therefore, we perform a clever bit by bit
comparison of these vertices to check if they have been mapped to the same value or not.
We outline this procedure in Algorithm 3.

In the following lemma, we prove the existence of the pseudorandom generators and the
family of hash functions in the context of a configuration graph of a CNL machine.

I Lemma 11. Let M be a nondeterministic catalytic Turing machine using c logn size
workspace and nc size auxiliary space. For an input x and auxiliary content w, let G be the
pseudorandom generator as given in Lemma 7 and s be a seed such that, |GM,x,w⊕G(s)| ≤ N ,
where N = n2c+3. Then,
1. there exists a family of logspace computable hash functions H = {hk}O(N3)

k=1 , such that
for each k we have hk : {0, 1}N → {0, 1}4 logN , and at least one hk ∈ H injectively maps
V (GM,x,w⊕G(s)) to {0, 1}4 logN .

2. if there exists a constant ε > 0 such that DSPACE(n) * SIZE(2εn), then there exists
a logspace computable function W : {0, 1}O(logN4) → {0, 1}c′N8 logN4 , such that for at
least one seed s′ ∈ {0, 1}O(logN4), the hashed-weighted graph GM,x,w⊕G(s),hk,W (s′) is
min-unique, where hk injectively maps V (GM,x,w⊕G(s)) to {0, 1}4 logN .

Proof. We know that the size of a vertex(configuration) in GM,x,w⊕G(s) can be upper bounded
by O(nc). For the sake of simplicity, we assume that O(nc) ≤ N . Then, 1 follows directly
from Lemma 9 if you take the set S(of Lemma 9) as V (GM,x,w⊕G(s)).

Now, consider the graph GM,x,w⊕G(s) where every vertex is hashed by hk to some value
in the range [0, N4 − 1] injectively. If we treat this hashed graph as a graph of N4 many
vertices, then 2 follows from Lemma 8. J
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3.1 Proof of Main Theorem
Since CUL ⊆ CNL follows by definition, we only need to show that CNL ⊆ CUL. LetM be a
nondeterministic catalytic Turing machine with c logn size workspace and nc size auxiliary
space. We will prove CNL ⊆ CUL by showing that there exists an unambiguous catalytic
Turing machine M′ with c′ logn size workspace and nc

′ size auxiliary space, where c′ is
sufficiently larger than c, such that on every input x and auxiliary content w, M(x,w)
accepts if and only ifM′(x,w) accepts. For the sake of simplicity, we assume thatM has a
unique configuration when it accepts an input. Let accw and startw denote the accept and
start configurations ofM on input x and auxiliary content w respectively.

Let G, H, W and N be as given in Lemma 11. For s ∈ {0, 1}O(logn), hk ∈ H, and
s′ ∈ {0, 1}O(logN4), we say a triplet 〈s, hk, s′〉 is a good triplet, if (1) hk injectively maps the
vertices of GM,x,w⊕G(s) to {0, 1}4 logN and (2) GM,x,w⊕G(s),hk,W (s′) is min-unique. Otherwise,
we call it a bad triplet. Existence of a good triplet follows directly from Lemma 11.

In our algorithm forM′, we iterate over all possible combinations of s, hk, and s′. In
each iteration we work with the hashed-weighted configuration graph GM,x,w⊕G(s),hk,W (s′).
For a good triplet 〈s, hk, s′〉, our algorithm Accepts if there is a path from startw⊕G(s) to
accw⊕G(s). Otherwise, for a bad triplet 〈s, hk, s′〉 the algorithm moves on to the next triplet.

To perform the double counting technique on GM,x,w⊕G(s),hk,W (s′), we need to identify
the vertices which are at distance i from startw⊕G(s). For this, our algorithm uses an
unambiguous procedure Reachable. Another unambiguous procedure Badgraph is used
to check if hk maps V (GM,x,w⊕G(s),hk,W (s′)) to {0, 1}4 logN injectively or not.

Algorithm 1 outlines the main algorithm ofM′, Algorithm 2 and Algorithm 3 outline
the procedures Reachable and Badgraph respectively.

3.1.1 Description of the Algorithm 1
Let x be the input and w be the auxiliary content ofM′. We iterate over all triplets 〈s, hk, s′〉
using the loop of line 2. In line 3, we set w to w ⊕G(s) and weight function wt to W (s′).
For the sake of simplicity, we assume that the function wt assigns weight one to every edge.
If not we can always split an edge with weight l to an l length path, similar to how it is done
in Lemma 2.1 of [7].

Note that from now onwards, we will denote the hashed-weighted graph for the fixed
triplet 〈s, hk, s′〉 by GM,x,w,hk,wt. We define two sets C=i and C<i for GM,x,w,hk,wt as follows:

C=i = {ver ∈ V (GM,x,w,hk,wt) | dist(startw, ver) = i},

C<i =
i−1⋃
j=0

C=j .

For applying double counting technique, we use two counters ci and di, where, ci = |C<i+1|
and di = Σver∈C<i+1dist(startw, ver). Clearly, c0 = 1 and d0 = 0. From lines 5 to 19, we
compute the counters ci and di iteratively from the values of ci−1 and di−1. Since for a good
triplet 〈s, hk, s′〉, |GM,x,w,hk,wt| can not be more than N4, we compute ci’s and di’s for i = 1
to M , where M = N4. Note that we set M = N4 for a special case where wt assigns weight
one to every edge, otherwise, its value can be different and need to be set accordingly.

Since hk maps the vertices of GM,x,w,hk,wt on {0, 1}4 logN , we go over all possible hashed
values v from 0 to M − 1 and check if there is a vertex ver in GM,x,w,hk,wt such that
dist(startw, ver) = i and hk(ver) = v, using the procedure Reachable. If there exists such
a vertex ver than we increment ci and di accordingly in line 10. Moreover, if ver is an
accepting node then we store this information in the final variable.
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Algorithm 1 Algorithm ofM′.
G andW are as described in Lemma 11. S and S′ are the set of seeds for G andW respectively
and H is the hash function family. M = N4 is the maximum size of the configuration graph
for a good triplet 〈s, hk, s′〉.
1: procedure unambiguousSimulation(Input x, Auxiliary Content w)
2: for 〈s, hk, s′〉 ∈ S ×H × S′ do
3: w ← w ⊕G(s), wt←W (s′), final← FALSE
4: c0 ← 1, d0 ← 0
5: for i = 1 to M do
6: ci ← ci−1, di ← di−1
7: for v = 0 to M − 1 do
8: (found, finalreach)← Reachable(v, i, hk, wt, ci−1, di−1, s)
9: if found = TRUE then
10: ci ← ci + 1, di ← di + i

11: if finalreach = TRUE then
12: final← TRUE
13: end if
14: else if found = BAD then
15: w ← w ⊕G(s)
16: Jump to line 2
17: end if
18: end for
19: end for
20: w ← w ⊕G(s)
21: if final = TRUE then
22: Accept
23: end if
24: end for
25: Reject
26: end procedure

If the triplet 〈s, hk, s′〉 is bad, we catch it while computing the values of ci’s and di’s
using Reachable and move to the next triplet after restoring the initial auxiliary content w
in line 15 by XORing it again with G(s). If it is good, then the loop of line 2 terminates
normally. After which we restore w in line 20 and Accept if final is TRUE in line 22 or
move to the next triplet if final is FALSE.

Finally, if accw is not reachable from startw for any good triplet 〈s, hk, s′〉, we Reject in
line 25.

3.1.2 Description of the Algorithm 2
Reachable(v, i, hk, wt, ci−1, di−1, s) is called only if the following conditions are satisfied:

Condition A: All the vertices in C<i have a unique minimum weight path from startw.
Condition B: All the vertices in C<i are injectively mapped to the set {0, 1}4 logN .

We define the following conditions based on which Reachable detects a bad triplet:
Condition I: There exists a vertex ver1 in C<i and a vertex ver2 in C=i, such that
hk(ver1) = hk(ver2) = v. (hk doesn’t map V (GM,x,w,hk,wt) to {0, 1}4 logn injectively.)
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Condition II: There exist vertices ver1 and ver2 in C=i such that hk(ver1) = hk(ver2) =
v. (hk doesn’t map V (GM,x,w,hk,wt) to {0, 1}4 logn injectively.)
Condition III: There exists a vertex ver in C=i such that hk(ver) = v and ver has
more than one minimum weight paths from startw. (GM,x,w,hk,wt is not min-unique.)

Reachable is a nondeterministic procedure which Rejects on all sequences of non-
deterministic choices except one, where it returns one of the following pair of values:

(BAD, FALSE) if at least one of the Condition I, II, and III is satisfied.
(TRUE, TRUE) if none of the Condition I, II, or III are satisfied and there exists a
vertex ver in C=i, such that hk(ver) = v and ver = accw.
(TRUE, FALSE) if none of the Condition I, II, or III are satisfied and there exists a
vertex ver in C=i, such that hk(ver) = v but ver 6= accw.
(FALSE, FALSE) if none of the Condition I, II, or III are satisfied and there does not
exist a vertex ver in C=i, such that hk(ver) = v.

Reachable in line 3-31, guesses the vertices of C<i in ascending order of their hashed
values from hk. In every iteration, it first cleans a portion of M′’s workspace say z and
selects l ≤ i− 1 nondeterministically. Then using the workspace z and auxiliary content w
ofM′ it simulates the machineM on x and w for l steps.

During a simulation, we denote the current configuration ofM by (z, w, pos, state), where
z denotes the work tape content, w denotes the auxiliary content, pos denotes the head
positions on the different tapes and state denotes the current state.

To ensure the ascending order, we use the variable h which is initially set to -1. After
every simulation, we compare the hashed value of the current configuration to h in line 7. If
the order is violated, we continue the simulation untilM halts, restore w and Reject. If
not, we assign hk(z, w, pos, state) to h and use it in the next iteration.

In line 13, we store the sum of the distance of all ci−1 many guessed vertices from startw
in the variable d. Variable vpresent intends to store the information about the existence of a
vertex ver in C<i, such that hk(ver) = v. In line 15, we set vpresent to TRUE if h = v.

In line 17-29, if l = i − 1 then we increment cnt for every neighbour of the current
configuration which hashes to v. We also set finalreach to TRUE if a neighbour of the
current configuration is an accepting node accw. Later, we use variables cnt and vpresent to
decide the returning value of Reachable. In line 30, we continue the simulation until a
halting state is reached to restore the auxiliary content.

Outside the loop, in line 32, we compare d with di−1 and Reject if d 6= di−1. Since vertices
in C<i have unique minimum weight path from startw and they were all guessed in ascending
order of their hashed value, d = di−1 holds only for one sequence of nondeterministic choices.
For a more detailed proof of why d = di−1 holds only for one sequence of nondeterministic
choices, one can refer to Theorem 2.2 of [7].

vpresent = FALSE implies that there is no vertex ver in C<i, such that hk(ver) = v. In
such a case, we return the appropriate value based on the value of cnt. cnt = 0 implies
that there is no vertex ver in C=i, such that hk(ver) = v, therefore, we return (FALSE,
FALSE). cnt = 1 implies that there is exactly one vertex ver in C=i, such that hk(ver) = v,
therefore, we return (TRUE, finalreach). cnt > 1 implies that either the Condition II or
III satisfies, therefore, we return (BAD, FALSE).

vpresent = TRUE implies that there is a vertex ver in C<i, such that hk(ver) = v. Here
again, if cnt = 0 we return (FALSE, FALSE). But if cnt > 0, we need to check if Condition
I is satisfied i.e. there is a vertex ver′ 6= ver for which we incremented cnt in line 22 when it
was encountered through a path of weight i. Note that, in Reinhardt-Allender’s algorithm
we do not need to check this because there we do not work with hashed graphs.
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We call the procedure Badgraph to check if the Condition I is satisfied or not. If
Badgraph returns TRUE i.e. Condition I is satisfied, we return (BAD, FALSE). If
Badgraph returns FALSE, then that means that all the vertices for which we incremented
cnt in line 22 were actually the vertex ver encountered through a different path of weight i,
hence we return (FALSE, FALSE).

3.1.3 Description of the Algorithm 3
Badgraph is also a nondeterministic procedure which Rejects on all sequences of non-
deterministic choices except one, where it returns TRUE if Condition I is satisfied, else it
returns FALSE.

Badgraph is called from Reachable if there is a vertex ver in C<i, such that hk(ver) = v

and cnt > 0. Let F denote the set of all the vertices for which cnt was incremented in the
line 22 of Reachable.

In Badgraph we compare ver with every vertex in F one bit at a time because we
cannot store all the bits due to the limited workspace ofM′. In line 2, we set g to be the
index of the vertex in F we intend to compare with ver. In line 3, we set t to be the index
of the bits that we intend to compare. Since a vertex is basically a configuration of machine
M on input x and auxiliary content w, we keep T = O(nc).

From line 4 to 40, we compare the two bits by guessing the vertices of C<i in the same
manner as we do in Rechable. In line 17, we store the tth bit of ver in bit1. To get the gth
vertex of F we use the variable cnt′ which is set to 0 initially in line 4. We increment cnt′
by one every time l = i− 1 and neighbour of the current configuration hashes to v. Thus,
cnt′ = g in line 25 implies that we have the gth vertex of F and we store the tth bit of that
vertex in bit2.

In line 38, we compare both bits bit1 and bit2 and if they are unequal then that means
that there is at least one vertex in F which is different from ver but both have the same
hash value. That implies that Condition I is satisfied and hence we return TRUE.

If we never encounter unequal bits in line 38, then that means that all the vertices in F
are actually the vertex ver. Therefore, we return FALSE in line 43.

3.1.4 Correctness of Algorithm 1
We divide the proof of correctness of the Algorithm 1 into two cases:

Case 1 - Triplet 〈s, hk, s′〉 is good: We first prove that if triplet 〈s, hk, s′〉 is good
then given the correct values of ci−1 and di−1 the ith iteration of the loop of line 5 correctly
computes values of ci and di.

First notice that, since triplet 〈s, hk, s′〉 is good, Reachable will never return BAD
for any of the v chosen in line 7. Now, for every vertex ver in C=i, a call to Reach-
able(hk(ver), i, hk, wt, ci−1, di−1, s) will return (TRUE, finalreach) after which we update
the values ci and di accordingly in line 10. And for any vertex ver not in C=i, a call to
Reachable(hk(ver), i, hk, wt, ci−1, di−1, s) will return (FALSE, FALSE). Thus at the end
of the ith iteration we will have the correct values of ci and di.

Since we start with the correct values of c0 and d0, we can say that the loop of line 5
terminates normally with the correct values of cM and dM . Now, if the vertex accw is present
in the graph GM,x,w,hk,wt such that dist(startw, accw) = i, then final is set to TRUE in
the ith iteration of the loop of line 5 when Reachable(hk(accw), i, hk, wt, ci−1, di−1, s) is
called and it returns (TRUE, TRUE). Following which we halt and Accept in line 22 after
restoring the initial auxiliary content ofM′ by XORing it with G(s). �
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Algorithm 2 The Reachable procedure.
Reachable(v, i, hk, wt, ci−1, di−1, s) is called only if Condition A and Condition B are
satisfied. The procedure checks if there exists a ver ∈ V (GM,x,w,hk,wt) such that hk(ver) = v,
dist(startw, ver) = i and ver = accw.
1: procedure Reachable(v, i, hk, wt, ci−1, di−1, s)
2: d← 0, h← −1, vpresent ← FALSE, cnt← 0, finalreach← FALSE
3: for j = 1 to ci−1 do
4: Clean the workspace z for simulation ofM.

5: Nondeterministically guess l ≤ i− 1.
6: SimulateM on (x, w) using z as workspace for l steps.
7: if hk(z, w, pos, state) ≤ h then
8: Continue the simulation until a halting state is reached.
9: w ← w ⊕G(s)
10: Reject
11: end if
12: h← hk(z, w, pos, state)
13: d← d + l

14: if h = v then
15: vpresent ← TRUE
16: end if
17: if l = i− 1 then
18: q = Number of configurations reachable from (z, w, pos, state) in one step
19: for r = 1 to q do
20: Simulate one more step.
21: if hk(z, w, pos, state) = v then
22: cnt← cnt + 1
23: if (z, w, pos, state) = accw then
24: finalreach← TRUE
25: end if
26: end if
27: Simulate a step back.
28: end for
29: end if
30: Continue the simulation until a halting state is reached.
31: end for
32: if d 6= di−1 then
33: w ← w ⊕G(s)
34: Reject
35: end if
36: if vpresent = FALSE then
37: if cnt = 0 then return (FALSE, FALSE)
38: else if cnt = 1 then return (TRUE, finalreach)
39: else if cnt > 1 then return (BAD, FALSE)
40: end if
41: else
42: if cnt = 0 then return (FALSE, FALSE)
43: else if Badgraph(v, i, hk, wt, ci−1, di−1, s, cnt) = TRUE then
44: return (BAD, FALSE)
45: else return (FALSE, FALSE)
46: end if
47: end if
48: end procedure
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Algorithm 3 The Badgraph procedure.
Badgraph(v, i, hk, wt, ci−1, di−1, s, cnt) is called only if Condition A and Condition B
are satisfied. The procedure checks if hk maps V (GM,x,w,hk,wt) to {0, 1}4 logn injectively or
not.
1: procedure Badgraph(v, i, hk, wt, ci−1, di−1, s, cnt)
2: for g = 1 to cnt do
3: for t = 1 to T do
4: d← 0, h← −1, bit1← 0, bit2← 0, cnt′ ← 0
5: for j = 1 to ci−1 do
6: Clean the workspace z for simulation ofM.
7: Nondeterministically guess l ≤ i− 1.
8: SimulateM on (x,w) using z as workspace for l steps.
9: if hk(z, w, pos, state) ≤ h then

10: Continue the simulation until a halting state is reached.
11: w ← w ⊕G(s)
12: Reject
13: end if
14: h← hk(z, w, pos, state)
15: d← d+ l

16: if h = v then
17: Store the tth bit of (z, w, pos, state) in bit1.
18: end if
19: if l = i− 1 then
20: q = Number of configurations reachable from (z, w, pos, state)
21: for r = 1 to q do
22: Simulate one more step.
23: if hk(z, w, pos, state) = v then
24: cnt′ ← cnt′ + 1
25: if cnt′ = g then
26: Store the tth bit of (z, w, pos, state) in bit2.
27: end if
28: end if
29: Simulate a step back.
30: end for
31: end if
32: Continue the simulation until a halting state is reached.
33: end for
34: if d 6= di−1 then
35: w ← w ⊕G(s)
36: Reject
37: end if
38: if bit1 6= bit2 then
39: return TRUE
40: end if
41: end for
42: end for
43: return FALSE
44: end procedure
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Case 2 - Triplet 〈s, hk, s′〉 is bad: A triplet 〈s, hk, s′〉 is bad if
Violation I: hk does not injectively map the vertices of GM,x,w,hk,wt to {0, 1}4 logN .
Violation II: GM,x,w,hk,wt is not min-unique.

We will show that if both violations occur simultaneously then Algorithm 1 moves to the
next triplet without finishing all M iterations of the loop of line 5. The other cases where
only one violation occurs can be analysed similarly.

Let ver1 and ver2 be two vertices of GM,x,w,hk,wt such that (1) dist(startw, ver1) ≤
dist(startw, ver2), (2) hk(ver1) = hk(ver2), and (3) there does not exist any other pair
of vertices say ver3 and ver4 such that hk(ver3) = hk(ver4) and dist(startw, ver3) ≤
dist(startw, ver4) < dist(startw, ver2). ver1 and ver2 exist due to Violation I.

Let ver be a vertex which has more than one minimum weight paths from startw such
that there is no other vertex ver′ with more than one minimum weight paths from startw
and dist(startw, ver′) < dist(startw, ver). ver exists due to Violation II.

Let dist(startw, ver2) = i and dist(startw, ver) = j. First note that i ≤ M , because
if i > M then the first M + 1 vertices on the shortest path from startw to ver2 are all
injevtively mapped to {0, 1}4 logN which is not possible because M = N4 = |{0, 1}4 logN |.

Let i ≤ j, then both Condition A and Condition B are satisfied for C<i, therefore,
the first i − 1 iterations of the loop of line 5 will terminate normally with correct values
of ci−1 and di−1. But on the ith iteration Reachable(hk(ver2), i, hk, wt, ci−1, di−1, s) will
return (BAD, FALSE) as Condition I or II are satisfied and Algorithm 1 will move on to
the next triplet. The case of j < i is similar. �

Finally, if accw /∈ GM,x,w,hk,wt for any good triplet 〈s, hk, s′〉 then the value of final is
never set to TRUE, therefore, after going over all triplets we Reject in line 25.

3.2 coCUL and an alternative proof of CNL = coCNL
Note that, if in line 22 of Algorithm 1 we Reject instead of Accept after finding an accepting
node in the configuration graph for a good triplet 〈s, hk, s′〉 and in line 25 we finally Accept
instead of Reject after not finding the accepting node in any of the configuration graph
for a good triplet 〈s, hk, s′〉, then L(M′) = L(M). This proves that coCNL ⊆ CUL(= CNL),
which implies that CUL = CNL = coCNL = coCUL.
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Abstract
X3SAT is the problem of whether one can satisfy a given set of clauses with up to three literals
such that in every clause, exactly one literal is true and the others are false. A related question
is to determine the maximal Hamming distance between two solutions of the instance. Dahllöf
provided an algorithm for Maximum Hamming Distance XSAT, which is more complicated than the
same problem for X3SAT, with a runtime of O(1.8348n); Fu, Zhou and Yin considered Maximum
Hamming Distance for X3SAT and found for this problem an algorithm with runtime O(1.6760n).
In this paper, we propose an algorithm in O(1.3298n) time to solve the Max Hamming Distance
X3SAT problem; the algorithm actually counts for each k the number of pairs of solutions which
have Hamming Distance k.
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1 Introduction

Given a Boolean formula φ in conjunctive normal form, the satisfiability (SAT) problem
seeks to know if there are possible truth assignments to the variables such that φ evaluates
to the value “True”. One naïve way to solve this problem is to brute-force all possible truth
assignments and see if there exist any assignment that will evaluate φ to “True”. Suppose
that there are n variables and m clauses, we will take up to O(mn) time to check if every
clause is satisfiable. However, since there are 2n different truth assignments, we will take
a total of O(2nnm) time [4]. Classical algorithms were improving on this by exploiting
structural properties of the satisfiability problem and in particular its variants. The basic type
algorithms are called DPLL algorithms – by the initials of the authors of the corresponding
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17:2 A Fast Algorithm for Max Hamming Distance X3SAT

papers [12, 11] – and the main idea is to branch the algorithm over variables where one
can, from the formula, in each of the branchings deduce consequences which allow to derive
values of some further variables as well, so that the overall amount of the run time can be
brought down. For the analysis of the runtime of such algorithms, we also refer to the work
of Eppstein [2, 3], Fomin and Kratsch [4] and Kullmann [14].

A variant of SAT is the Exact Satisfiability problem (XSAT), where we require that the
satisfying assignment has exactly 1 of the literals to be true in each clause, while the other
literals in the same clause are assigned false. If we have at most 3 literals per clause with the
aim of only having exactly 1 literal to be true, then the whole problem is known as Exact
3-Satisfiability (X3SAT) and this is the problem which we wish to study. Wahlström [10]
provided an X3SAT solver which runs in time O∗(1.0984n) and subsequently there were only
slight improvements; here n is, as also always below, the number of variables of the given
instance and O∗(g(n)) is the class of all functions f bounded by some polynomial p(·) (in
the size of the input) times g(n). The problems mentioned before, SAT, 3SAT and X3SAT
are all known to be NP-complete. More background information to the above bounds can be
found in the PhD theses and books of Dahllöf [19], Gaspers [5] and Wahlström [10].

The runtimes of the problems SAT, 3SAT, XSAT and X3SAT have been well-explored.
Sometimes, instead of just finding a solution instance to a problem, we are interested in
finding many “diverse” solutions to a problem instance. Generating “diverse” solutions is of
much importance in the real world and can be seen in areas such as Automated Planning,
Path Planning and Constraint Programming [17]. How does one then measure the “diversity”
of solutions? This combinatorial aspect can be investigated naturally with the notion of the
Hamming Distance [16]. Given any two satisfying assignments to a satisfiability problem, the
Hamming Distance problem seeks to find the number of variables that differ between them.
The Max Hamming Distance problem therefore seeks to compute the maximum number of
variables that will defer between any two satisfying assignments. If we are interested in the
“diversity” of exact satisfying assignments, then the problem is defined as Max Hamming
Distance XSAT (X3SAT) accordingly. The algorithm given in this paper actually provides
information about the number of pairs of solutions which have Hamming distance k, for
k = 0, 1, . . . , n, which could potentially have uses in other fields such as error correction.

A number of authors have worked in these area previously as well. Crescenzi and Rossi
[15] as well as Angelsmark and Thapper [13] studied the question to determine the maximum
Hamming distance of solutions of instances of certain problems. Dahllöf [18, 19] gave two
algorithms for Max Hamming Distance XSAT problem in O∗(2n) and an improved version
in O∗(1.8348n). The first algorithm enumerates all possible subset of all sizes while checking
that they meet certain conditions. The second algorithm uses techniques found in DPLL
algorithms. Fu, Zhou and Yin [9] specialised on the X3SAT problem and provided an
algorithm to determine the Max Hamming Distance of two solutions of an X3SAT instance
in time O∗(1.676n). Recently, Hoi and Stephan [7] gave an algorithm to solve the Max
Hamming Distance XSAT problem in O(1.4983n).

The main objective of this paper is to propose an algorithm in O(1.3298n) time to solve
the Max Hamming Distance X3SAT problem. The output of the algorithm is a polynomial p
which gives information about the number ak of pairs of solutions of Hamming distance k,
for k = 0, 1, . . . , n. The algorithm does so by simplifying in parallel two versions φ1, φ2 of
the input instance and the main novelty of this algorithm is to maintain the same structure
of φ1 and φ2 and to also hold information about the Hamming distance of the current and
resolved variables while carrying out an DPLL style branching algorithm.
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2 Basic Approach

Suppose a X3SAT formula φ over the set of n variables X is given. The aim is to find the
largest Hamming distance possible between two possible value assignments β1, β2 to the
variables which are solutions of φ, that is, make true exactly one literal in each clause of φ.

To this end, the algorithm presented in this paper computes a polynomial (called HD-
polynomial) in u, with degree at most n, such that the coefficient ck of uk gives the number
of solution pairs (β1, β2) such that the Hamming distance between β1 and β2 is k. The
degree of this polynomial will then provide the largest Hamming distance between any pair
of solutions.

I Example 1. We consider the formula φ = (x1 ∨ x2 ∨ x3)∧ (x1 ∨ x4 ∨ x5)∧ (x1 ∨ x6 ∨ x7)∧
(x2 ∨ x4 ∨¬x6). Exhaustive search gives for this X3SAT formula the following four solutions:

x1 x2 x3 x4 x5 x6 x7

1 0 0 0 0 0 0
0 1 0 0 1 1 0
0 0 1 1 0 1 0
0 0 1 0 1 0 1

So there are 16 pairs of solutions among which four pairs have Hamming distance 0 and
twelve pairs of Hamming distance 4. The intended output of the algorithm is the polynomial
12u4 + 4u0 which indicates that there are four pairs of Hamming distance 0 and twelve pairs
of Hamming distance 4.

The reason for choosing this representation is that our algorithm often needs to add/multiply
possible partial solutions, which can be done easily using these polynomials whenever needed.

The brute force approach would be to consider a search tree, with four branches at the
internal nodes – (0, 0), (0, 1), (1, 0), (1, 1) based on values assigned to some variable x for the
two possible solutions being compared. If at a leaf the candidate value assignments (β1, β2)
formed by using the values chosen along the path from the root are indeed both solutions
for φ and their Hamming distance is k, then the polynomial calculated at the leaf would be
uk; if any of (β1, β2) are not solutions then the polynomial calculated at the leaf would be 0.
Then, one adds up all the polynomials at the leaves to get the result. This exhaustive search
has time complexity (number of leaves)× poly(n, |φ|) = 4n × poly(n, |φ|) for n variables.

For x ∈ X and i, j ∈ {0, 1}, let qx,i,j be u if i 6= j and 1 otherwise. The above brute force
approach for computing the HD-polynomial would be equivalent to computing∑

(β1,β2)

∏
x∈X

qx,β1(x),β2(x),

where (β1, β2) in the summation ranges over the pair of solutions for the X3SAT problem φ.
However, we may not always need to do the full search as above. We will be using

a DPLL type algorithm, where we use branching as above, and simplifications at various
points to reduce the number of leaves in the search tree. Note that the complexity of such
algorithms is proportional to the number of leaves, modulo a polynomial factor: that is,
complexity is O(poly(n, |φ|)× (number of leaves in the search tree)) = O∗(number of leaves
in the search tree).

As an illustration we consider some examples where the problems can be simplified. If
there is a clause (x, y), then x = ¬y for any solution which satisfies the clause. Thus, x and
y’s values are linked to each other, and we only need to explore the possibilities for y and
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17:4 A Fast Algorithm for Max Hamming Distance X3SAT

can drop the branching for x (in addition one needs to do some book-keeping to make sure
the difference in the values of y in two solutions also takes care of the difference in the values
of x in the two solutions; this book-keeping will be explained below). As another example,
if there is a clause (x, x, z), then value of x must be 0 in any solution which satisfies the
clause. Our algorithm would use several such simplifications to bring down the complexity of
finding the largest Hamming distance. In the simplification process, we will either fix values
of some of the variables, or link some variables as above, or branch on a variable x to restrict
possibilities of other variables in clauses involving x and so on (more details below).

In the process, we need to maintain that the HD-polynomial generated is as required.
Intuitively, if we consider a polynomial calculated at any node as the sum of the values of
the polynomials in the leaves which are its descendant, then the value of the polynomial
calculated at the root of the search tree gives the HD-polynomial we want. For this purpose,
we will keep track of polynomials named pmain and px,i,j , which start with pmain being
1, and polynomials px,i,j = qx,i,j , for x ∈ X, i, j ∈ {0, 1} (here qx,i,j is u for i 6= j, and 1
otherwise). If there is no simplification done, then at the leaves, the polynomial pmain will
become the product of px,i,j , x ∈ X, for the values (i, j) taken by x for the two solutions in
that branch. When doing simplification via linking of variables, or assigning truth value to
some variables, etc. we will update these polynomials, so as to maintain that the polynomial
calculated at the root using above method is the HD-polynomial we need. More details on
this updating would be given in the following section.

3 Algorithm for Computing HD-polynomial

In this section we describe the algorithm for finding the HD-polynomial for any X3SAT
formula φ. Note that we consider clause (x, y, z) to be same as (y, x, z), that is order of the
literals in the clause does not matter. We start with some definitions.

Notation: For a formula φ with variable x, we use the notation φ[x = i] to denote the
formula obtained by replacing all occurence of x in φ by i. Similarly, for a set P containing
values/definitions of some parameters, including p1, p2, we use P [p1 = f, p2 = g] to denote
the modification of p1 to f , p2 to g (and rest of the parameters remaining the same).

I Definition 2. Fix a formula φ:
(a) For a literal / variable x, x′ and x′′ and other primed versions are either x or ¬x, i.e.,

they use the same variable x, which may or may not be negated.
(b) Two clauses c, c′ are called neighbours if they share a common variable. For example,

(x, y, z) and (¬x,w, r) are neighbours.
(c) Two clauses are called similar if one of them can be obtained from the other just by

negating some of the literals. They are called dissimilar if they are not similar. For
example, (x, y) is similar to (x,¬y), (1, x, y) is similar to (0,¬x, y), (x, z) is dissimilar
to (x, y) and (x,¬x, z) is dissimilar to (x, z,¬z).

(d) Two X3SAT formulas have the same structure if they have the same number of clauses
and there is a 1–1 mapping between these clauses such that the mapping maps a clause
to a similar clause.

(e) A set of clauses C is called isolated (in φ), if none of the clauses in C is a neighbour of
any clause in φ which is not in C.

(f) A set I of variables is semisolated in φ by J if all the clauses in φ either contain only
variables from I ∪ J , or do not contain any variable from I. We will be using such I and
J for |I| ≤ 10 and |J | ≤ 3 only to simplify some cases.
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(g) We say that x is linked to y, if we can derive that x = y (respectively, x = ¬y) in any
possible solution using constantly many clauses of the X3SAT formula φ as considered in
our case analysis (a constant bound of 20 is enough). In this case we say that value i of
x is linked to value i of y (value i of x is linked to value 1− i of y respectively).

I Definition 3 (see Monien and Preis [1]). Suppose G = (V,E) is a simple undirected graph.
A balanced bisection is a mapping π : V → {0, 1} such that, for Vi = {v : π(v) = i}, |V0|
and |V1| differ by at most one. Let cut(π) = |{(v, w) : v ∈ V0, w ∈ V1}|. The bisection width
of G is the smallest cut(·) that can be obtained for a balanced bisection.

Suppose φ is the original X3SAT formula given over n variable set X. Our main (recursive)
algorithm is MHD(φ1, φ2, s1, s2, V, P ), where φ1, φ2 are formulas with the same structure
over variable set V ⊆ X, s1, s2 are some value assignments to variables from X and P is a
collection of polynomials (over u) for pmain and px,i,j , x ∈ X, i, j ∈ {0, 1}. Intuitively, pmain
represents the portion of the polynomial which is formed using variables which have already
been fixed (or implied) based on earlier branching decisions.

Initially, algorithm starts with MHD(φ1 = φ, φ2 = φ, V = X, s1 = ∅, s2 = ∅, P ), where φ
is the original formula given for which we want to find the Hamming distance, X is the set
of variables for φ, s1, s2 are empty value assignments, pmain = 1, px,i,j = qx,i,j .

Intuitively, the function MHD(φ1, φ2, s1, s2, V, P ) returns the polynomial pmain×
∑

(β1,β2)∏
x∈V [px,β1(x),β2(x)], where β1, β2 range over value assignments to variables in V which are

satisfying for the formula φ1 and φ2 respectively, and which are consistent with the value
assignment in s1, s2, if any, respectively. Thus, if we consider the search tree, then the node
representing MHD(φ1, φ2, s1, s2, V, P ) basically represents the polynomial formed∑

(β1,β2)

∏
x∈X

qx,β1(x),β2(x),

where (β1, β2) in the summation ranges over the pair of solutions for the X3SAT problem φ,
consistent with the choices taken for the branching variables in the path from the root to the
node. Over the course of the algorithm, the following steps will be done:

(a) using polynomial amount of work (in size of φ) branch over some variable or group
of variables. That is, if we branch over variable x, we consider all possible values for
x in {0, 1} for φ1, φ2 (consistent with s1(x), s2(x) respectively), and then evaluate the
corresponding subproblems: note that MHD(φ1, φ2, s1, s2, V, P ) would be the sum of the
answers returned by (upto) four subproblems created as above: where in the subproblem
for x being fixed to (i, j) in (φ1, φ2) respectively, pmain gets multiplied by px,i,j and x is
dropped from V .

(b) simplify the problem, using polynomial (in size of φ) amount of work, to MHD(φ′1, φ′2, s′1,
s′2, V

′, P ′), where we reduce the number of variables in V or the number of clauses in
φ′1, φ

′
2.

Note that all our branching/simplication rules will maintain the correctness of calculation of
MHD(. . .) as described above.

Thus, the overall complexity of the algorithm is O(poly(n, |φ|) × [number of leaves in
search tree]). In the analysis below thus, whenever branching occurs, reducing the number of
variables from n to n−r1, n−r2, . . . , n−rk in various branches, then we give a corresponding
α0 such that for all α ≥ α0, αn ≥ αn−r1 + αn−r2 + . . . αn−rk . Having these α0’s for each of
the cases below would thus give us that the overall complexity of the algorithm is at most
O(poly(n, |φ|) ∗ αn1 ), for any α1 larger than any of the α0’s used in the cases.

FSTTCS 2019



17:6 A Fast Algorithm for Max Hamming Distance X3SAT

All of our modifications done via case analysis below would convert similar clauses to
similar clauses. Thus, if one starts with φ1 = φ2, then as we proceed with the modifications
below, the corresponding clauses in the modified φ1, φ2 would remain similar (or both dropped)
in the new (sub)problems created. Thus, φ1, φ2 will always have the same structure.

Our algorithm/analysis is based on two main cases. Initially, first case is applied until it
can no longer be applied. Then, Case 2 applies, repeatedly to solve the problem (Case 2 will
use simplifications as in Case 1.(i) to (iv), but no branching from Case 1). The basic outline
of the algorithm is given below, followed by the detailed case analysis.

Algorithm 1 Algorithm Max Hamming Distance X3SAT: MHD(φ1, φ2, V, s1, s2, P ).

Output: The polynomial pmain×
∑

(β1,β2)
∏
x∈V [px,β1(x),β2(x)], where β1, β2 range over

value assignments to variables in V which are satisfying for the formula φ1 and φ2
respectively, and which are consistent with the value assignment in s1, s2, if any, respectively.
Note: As φ1, φ2 have the same structure, the statements below about two clauses being
neighbours, or involving k-variables (and other similar questions) have the same answer
for both φ1, φ2.
if (some clause cannot be satisfied (for example (0, 0, 0) or (1, x,¬x)) in φ1 or φ2) then
return 0. This is Case 1.(i).

else if (for some variable x ∈ V , s1(x) and s2(x) are both defined) or (x does not appear
in any of the clauses) then

return MHD(φ1, φ2, s1, s2, V −{x}, P [pmain = pmain × (
∑
i,j px,i,j)]), where summation

is over pairs of (i, j) which are consistent with (s1(x), s2(x)) (if defined). This is Case
1.(ii).

else if (some clause contains at most two different variables in its literals) then
simplify (φ1, φ2) according to Case 1.(iii) and return the answer from the updated MHD
problem.

else if (there are two clauses sharing exactly 2 common variables) then
simplify (φ1, φ2) according to Case 1.(iv) and return the answer from the updated MHD
problem.

else if (there is a variable appearing in at least 4 dissimilar clauses) then
branch on this variable and do follow-up linking of the variables according to Case 1.(v),
return the sum of the answers obtained from the subproblems.

else if (there is a clause with at least four dissimilar neighbours and there is a small set I
of variables which are semiisolated by a small set J of variables and conditions prescribed
in Case 1.(vi) below hold; we use this only if |I| ≤ 10, |J | ≤ 3) then

branch on all variables except one in J and simplify according to Case 1.(vi) and return
the sum of the answers obtained from the subproblems.

else if (there is a clause with at least 4 dissimilar neighbouring clauses) then
branch on upto three variables and do follow-up linking according to Case 1.(vii) and
return the sum of the answers from the subproblems.

else
In this case all the clauses have at most three dissimilar neighbours, no variable appears
in more than 3 dissimilar clauses and each clause has exactly three variables and no two
dissimilar clauses share two or more variables.
As described in Case 2 below, one can branch on some variables and after simplification,
have two sets of clauses in φ1 (φ2) which have no common variables. Furthermore, as
the clauses do not satisfy the preconditions for Case 1, they again fall in Case 2, and
we can repeatedly branch/simplify the formulas until the number of variables/clauses
become small enough to use brute force.

end if
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3.1 Case 1

This case applies when either some clause is not satisfiable irrespective of the values of the
variables (case (i)) or some variable in V ’s value has already been determined for both φ1, φ2
(case (ii)) or some clauses in φ1 (and thus φ2) use only one or two variables (case (iii)), or
two dissimilar clauses have two common variables (case (iv)), or some variable appears in
four dissimilar clauses (case (v)) or some clause has four dissimilar clauses as neighbours
(which is divided into two subcases (vi) and (vii) below for ease of analysis).

The subcases here are in order of priority. So (i) has higher priority than (ii) and (ii) has
higher priority than (iii) and so on.

(i) If there is a clause which cannot be satisfied (for example the clauses (0, 0, 0) or (1, 1, x)
or (1, x,¬x)) whatever the assignment of values to the variables consistent with s1, s2
in either φ1 or φ2 respectively, then MHD(φ1, φ2, s1, s2, V, P ) = 0.

(ii) If a variable x ∈ V is determined in both φ1, φ2 (i.e., s1(x) and s2(x) are defined), or
variable x does not appear in any of the clauses, then do the simplification: update
pmain to pmain × (

∑
i,j px,i,j), where i, j range over value assignments to x in φ1, φ2

which are consistent with (s1(x), s2(x)) (if defined) respectively. That is, answer
returned in this case is MHD(φ1[x = s1(x)], φ2[x = s2(x)], s1, s2, V − {x}, P [pmain =
pmain × (

∑
i,j px,i,j)), where the summation is over i, j consistent with s1(x), s2(x), if

defined.
(iii) If there is a clause which contains only one variable. Then, either the value of the

variable is determined (for example when the clause is of the form (x,¬x,¬x) or (x),
for some literal x, which is satisfiable only via x = 1), or the clause is unsatisfiable
(for example when it is of the form (x, x) or (x, x, x) – in which case we have that
MHD(φ1, φ2, s1, s2, V, P ) = 0) or it does not matter what the value of the variable is
for the clause to be satisfied (for example, when the clause is (x,¬x)). Thus, we can
drop the clause and note down the value of the variable in the corresponding si if it is
determined (if this is in conflict with the variable having been earlier determined in si,
then MHD(φ1, φ2, . . .) = 0). Note that x may be determined in only one of φ1, φ2, thus
we do not update the x appearing in any of the remaining clauses of φ1, φ2 to maintain
that the clauses of φ1, φ2 are similar.
If there is a clause which contains literals involving exactly two variables, x and y, then
x and y can be linked, either as x = y or x = ¬y, as we must have exactly one literal in
the clause which is true for any satisfying assignment. Thus, we can replace all usage of
y by x (or ¬x) in both φ1, φ2, drop the variable y from V and correspondingly, update,
for i, j ∈ {0, 1}, px,i,j to px,i,j × py,i′,j′ , based on the linking of values i for x in φ1 (j
for x in φ2 respectively) to value i′ for y in φ1 (j′ for y in φ2 respectively). Here, in case
value of y is determined in s1, s2, then the value of x is correspondingly determined –
and in case it is in conflict with an earlier determination then MHD(φ1, φ2, . . .) is 0.
So for below assume no clause has literals involving at most two variables.

(iv) Two clauses share two of the three variables in the literals:
Suppose the clauses in φ1 are (x, y, w) and (x′, y′, z), where x, x′ (similarly, y, y′) are
literals over same variable.
If x = x′, y = y′, then we have w = z;
If x = ¬x′, y = ¬y′, then we must have w = z = 0;
If x = x′, y = ¬y′, then we must have x = 0 and w = ¬z; (case of x = ¬x′ and y = y′

is symmetrical).
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17:8 A Fast Algorithm for Max Hamming Distance X3SAT

In all the four cases, we have that w is linked to z and thus, z can be replaced using w
in both φ1, φ2, with corresponding update of pw,i,j by pw,i,j × pz,i′,j′ , where i′, j′ are
obtained from i, j based on the linking in φ1, φ2 respectively. Here, in case value of z is
determined in s1, s2, then the value of w is correspondingly determined – and in case it
is in conflict with an earlier determination then MHD(φ1, φ2, . . .) is 0.

(v) A variable x appears in at least four dissimilar clauses.
By Cases 1(iii) and 1(iv), these four clauses use, beside x, variables (y1, z1), (y2, z2),
(y3, z3), (y4, z4) respectively, which are all different from each other. We branch based
on x having values (for (φ1, φ2)): (0, 0), (0, 1), (1, 0) and (1, 1). Then, in each of the four
clauses involving x, we link the remaining yi and zi. Formulas φ1, φ2 and s1, s2, V, P are
correspondingly updated (that is, x is dropped from V , pmain is updated to pmain×px,i,j
based on the branch (i, j), and the linking of the variables is done as in Case 1.(iii)).
Note that for each branch, we thus remove the variable x, and one of the other variables
in each of the four clauses. Thus we can remove a total of 5 variables for each subproblem
based on the branching for x.

(vi) Though technically we need this case only when some clause has four dissimilar
neighbours (see case (vii) and Proposition 4), the simplification can be done in other
cases also.
There exists (I, J), I ∪ J ⊆ V , such that |I| ≤ 10, |J | ≤ 3 and (I, J) is semiisolated in
φ1 (and thus in φ2 too) and one of the following cases hold.
1. j = 1 and i ≥ 1: Suppose J = {x}. In this case, we can simplify the formulas

φ1, φ2 to remove variables from I as follows:
Let W = {value vectors (β1, β2) with domain I ∪{x} : βi is consistent with si and
all clauses involving variables I ∪ {x} in φi are satisfied using βi}.
Let Wi,j = {(β1, β2) ∈W : β1(x) = i ∧ β2(x) = j}.
Let px,i,j = px,i,j × (

∑
(β1,β2)∈Wi,j

∏
v∈I pv,β1(v),β2(v)).

Let V = V − I.
Remove from φ1 and φ2 all clauses containing variables found in I. If x occurs in
any clause after the modification, then answer returned is MHD(φ1, φ2, s1, s2, V, P ),
where the parameters are modified as above.
IF x does not occur in any clause after above modification, then, let pmain =
pmain×

∑
i,j px,i,j , where summation is over values (i, j) for x which are consistent

with (s1(x), s2(x)) if defined. V = V − I − {x} and the answer returned is
MHD(φ1, φ2, s1, s2, V, P ), where the parameters are modified as above.
Here note that j = 0 case can be similarly handled.

2. J = {w, x} and i ≥ 3, where x appears in some clause C involving a variable not
in I ∪ J .
In this case, we will branch on x and then using the technique of (vi).1 remove
variables from I and then also link the two variables different from x in C. That
is, for each (i, j) ∈ {(0, 0), (0, 1), (1, 0), (1, 1)}, that is consistent with (s1(x), s2(x))
subproblem (φ1,i,j , φ2,i,j , s1,i,j , s2,i,j , Vi,j , Pi,j) is formed as follows:
(a) Set values of x in φ1 and φ2 as i and j respectively, updating correspondingly

pmain to pmain × px,i,j and drop x from the variables V .
(b) Eliminate I from the subproblem by using the method in (vi).1 (as w is the

only element of corresponding J in the subproblem).
(c) Link the two variables in the clause C which are different from x.
The answer returned by MHD is the sum of the answers of each of the four
subproblems.
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Note that in each of the four (or less) subproblems, besides x and members of
I, one linked variable in C is removed. Thus, in total at least 5 variables get
eliminated in each subproblem.

3. j = 3 and i ≥ 4 and there is a clause which contains at least two variables v, w from
J and another variable from I (say the clause is (v′, w′, e′)), where v′, w′ are literals
involving v, w); furthermore v, w appear in clauses involving variables not from I:
In this case we will branch on the variables v, w, e (consistent with assignments in
s1, s2 to these variables if any), and simplify each of the subproblems in a way
similar to (vi).2 above. Note that exactly one of (v′, w′, e′) is 1: giving 9 branches
based on the three choice for each of φ1 and φ2. The answer returned by MHD is
the sum of the answers of each of the (upto) nine subproblems.
Note that apart from the 4 elements of I and v, w, for the clauses using variables
not from I, we have two clauses involving v and w. The other variables in each of
these clauses can be linked up. Thus, in total for each of the subproblems at least
8 variables are eliminated.

(vii) There exists a clause with at least 4 dissimilar neighbours and none of the above
cases apply.
Proposition 4 below argues that there is a clause (x, y, z) (in φ1 and thus in φ2) with
at least four neighbours so that further clauses according to one of the following five
situations exist (up to renaming of variables):
1. (x′, a, b), (x′′, c, d), (y′, a′, c′), (y′′, e, ·);
2. (x′, a, b), (x′′, c, d), (y′, e, ·), (y′′, f, ·);
3. (x′, a, b), (x′′, c, d), (y′, a′, c′), (z′, e, ·);
4. (x′, a, b), (x′′, c, d), (y′, e, ·), (z′, f, ·);
5. (x′, a, b), (x′′, c, d), (y′, a′, e), (z′, c′, e′).

where primed versions of the literals use the same variable as unprimed version (though
they maybe negated) and a, b, c, d, e, f, x, y, z are literals involving distinct variables.
Here · stand for literals involving variables different from x, y, z, where it does not
matter what these variables are, as long as they do not create a situation as in cases
1.(i) to 1.(vi).
Suppose the clause corresponding to (x, y, z) in φ2 is (x′′′, y′′′, z′′′). Then we branch
based on (x, x′′′) = (0, 0) or (x, y, z;x′′′, y′′′, z′′′) ∈ { (1, 0, 0; 1, 0, 0), (1, 0, 0; 0, 1, 0),
(1, 0, 0; 0, 0, 1), (0, 1, 0; 1, 0, 0), (0, 0, 1; 1, 0, 0)}. That is either both of x, x′′′ are 0, or at
least one of them is 1 (as before, the branches are only used if the values are consistent
with s1, s2). The branch based on x being 0 in φ1 and x′′′ being 0 in φ2 allows us to
remove x and three variables from linking y with z, a with b and c with d (a total
of four variables). The branch based on the remaining 5 cases allows us to remove
x, y, z and four other variables by linking the variables other than x, y, z in each of
the neighbouring clause in the five possibilities 1–5 mentioned above (a total of seven
variables for each of these subproblems).

I Proposition 4. If cases 1.(i) to 1.(vi) above do not apply and if there is a clause with
at least four dissimilar neighbours then there is also a clause with neighbours as outlined
in (vii).

Proof. Below primed versions of variables denote a literal involving the same variable –
though it may be negated version. Given a clause (x, y, z) with at least four dissimilar
neighbours, without loss of generality assume that x, y, z are not negated in this clause
(otherwise, we can just interchange them with their negated versions). We let x denote a
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variable which is in at least two further dissimilar clauses. In the light of Cases 1.(iii), 1.(iv)
not applying, these clauses have new variables a, b, c, d, say (x′, a, b) and (x′′, c, d) (again
without loss of generality, a, b, c, d are not negated). In light of Case 1.(v) not applying,
variable x is used in no further clause.

If two new variables e, f , different from a, b, c, d, x, y, z appear in some clauses involving
x, y, z then there are two clauses of the form (A) (y′, e, ·) and (y′/z′, f, ·), or (B) (y′, e, f)
and (y′/z′, a′, c′) (note that in case (B), both a, b (similarly, both c, d) cannot appear in the
clause as case 1.(iv) did not apply). Thus, 1.(vii).2 or 1.(vii).4 (in case (A)) or 1.(vii).1 or
1.(vii).3 (in case (B)) apply.

Now, assume that at most one other variable e, appears in any clause involving x, y, z
besides a, b, c, d. Without loss of generality suppose the third neighbour of (x, y, z) was
(y′, a′, ·), where · involves variable c or e (it cannot involve b or z as Case 1.(iv) did not
apply). Now, if a or b appears in a further outside clause involving a variable other than
x, y, z, a, b, c, d, e, then (x′, a, b) has neighbours (x, y, z), (x′′, c, d), (a′, y′, c′/e′), (a′′/b′, f, ·)
and thus 1.(vii).1, 1.(vii).2, 1.(vii).3 or 1.(vii).4 apply (with interchanging of names of y
with a and z with b). If none of a or b appears in a further outside clause involving a
variable other than x, y, z, a, b, c, d, e, then one of the cases of 1.(vi) applies with I ∪ J being
{x, y, z, a, b, c, d} or {x, y, z, a, b, c, d, e} (based on whether e appears with any of x, y, z or
not in some clause), and J ⊆ {c, d, e} of the variables which appear in clauses not involving
{x, y, z, a, b, c, d, e}. Here note that in case J = {c, d, e}, then the side condition of 1.(vi).3 is
satisfied using clause (c, d, x′′). J

3.2 Case 2
This case applies when all clauses have exactly three variables, no two clauses have exactly
two variables in common, no variable appears in more than three dissimilar clauses and
dissimilar clauses have at most three dissimilar neighbours.

As our operations on similar clauses leaves them similar, for ease of proof writing, we will
consider similar clauses in any of the formulas as “one” clause when counting below.

Suppose there are m dissimilar clauses involving n variables. First note that for this
case, m ≤ 2n/3. To see this, suppose we distribute the weight 1 of each variable equally
among the dissimilar clauses it belongs to. Then, each clause may get weight (1/3, 1/2, 1) or
(1/2, 1/2, 1/2) (or more) based on whether the variables in the clause appear in (2, 1, 0) or
(1, 1, 1) other clauses in the worst case. Thus, weight on each clause is at least 3/2, and thus
there are at most 2n/3 dissimilar clauses.

I Proposition 5. For some εm which goes to 0 as m goes to ∞, the following holds.
Suppose in φ1 (and thus φ2) there are n variables and m dissimilar clauses each having

three literals involving three distinct variables, such that each clause has at most three
dissimilar neighbours and each variable appears in at most three dissimilar clauses, and no
two dissimilar clauses have two common variables.

Then, we can select k ≤ m(1/6 + εm) variables, such that branching on all possible values
for all of these variables, and then doing simplification based on repeated use of Case 1.(i) to
1.(iv) gives two groups of clauses, each having three literals, where the two groups have no
common variables, and
(a) each clause in each group has at most three dissimilar neighbours,
(b) each variable appears in at most three dissimilar clauses,
(c) no pair of dissimilar clauses have two common variables,
(d) the number of dissimilar clauses in each group is at most (m− k + 2)/2.
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Proof. To prove the proposition, consider each dissimilar clause as a vertex, with edge
connecting two dissimilar clauses if they have a common variable. Using the bisection width
result [5, 6, 1], one can partition the dissimilar clauses into two groups (differing by at most
one in cardinality) such that there exist at most k ≤ (1/6 + εm)×m edges between the two
groups, that is there are at most (1/6 + εm)×m common variables between the two groups
of clauses. One can assume without loss of generality that at most one clause has three
neighbours on the other side. This holds as if there are two dissimilar clauses, say one in
each half, which have all their neighbours on the other side, then we can switch these two
clauses to the other side and decrease the size of the cut. On the other hand, if both these
clauses (say A and B) belong to the same side, then we can switch A to the other side, and
switch the side of one of B’s neighbours – this also decreases the size of the cut.

To see that the properties mentioned ((a), (b) and (c)) are preserved, suppose in a clause
(x, y, z), we branch on x and thus link y with z; here we assume without loss of generality
that x, y, z are all positive literals. Note that as (x, y, z) has at most three neighbours, one
of which contains x, there can be at most two other neighbours of the clause (x, y, z) which
contain y or z.

First suppose y (respectively z) does not appear in any other clause. Without loss of
generality assume that y gets dropped and replaced by z or ¬z based on the linking. Then
dropping the clause (x, y, z) and replacing y by z does not increase the number of dissimilar
clauses that z appears in, nor does it increase the number of neighbours of these clauses as
there is no change in variable name in any clause which is not dropped.

Next suppose both y and z appear in exactly one other dissimilar clause, say (y′, a, b)
and (z′, c, d), where y′ and z′ are literals involving y and z respectively. In that case, linking
y and z (and replacing z by y), makes these two clauses neighbours (if not already so) –
which is compensated by the dropping of the neighbour (x, y, z); the number of clauses in
which y appears remains two. In case these two clauses were already neighbours (say a = c

or ¬c), then due to application of Case 1.(iv), b and d get linked, clauses (y, a, b) and (z, c, d)
thus become similar (resulting in decrease in the neighbour by one for these clauses) and the
above analysis can then be recursively applied for linking b with d.

Now considering the edges (and corresponding common variable for the edge) in the
cut, and branching on all these variables (while being consistent with s1 and s2) and then
doing simplification as in Cases 1(i) to 1(iv), we have that each partition is left with at most
(m+ 1− (k− 1))/2 dissimilar clauses. This holds as, by our assumption above, except maybe
for one clause, all dissimilar clauses have at most two neighbours on the other side. Thus, by
linking the remaining variables for each of the clauses involved in the cut, we can remove
(k − 1)/2 dissimilar clauses on each side using Case 1(iii). J

Thus, one can recursively apply the above modifications in Case 2 to each of the two groups
of clauses, one after other, until all the variables have been assigned the values or linked to
other variables (where the leaf cases occur when the number of dissimilar clauses is small
enough to use brute force assigning values to all of the variables).

Now we count how many variables need to be branched for Case 2 in total if one starts with
m clauses involving n variables. The worst case happens when k = (1/6+ εm)m and the total
number of variables which need to be branched on is m(1 + 5/12 + 52/(122) + . . .) ∗ (1/6 + ε),
where one can take ε as small as desired for corresponding large enough m. Thus the number
of variables branching would be m(2/7 + 12ε/7) ≤ n(4/21 + 24ε/21). As branching on each
variable gives at most 4 children, the number of leaves (and thus complexity of the algorithm
based on Case 2) is bounded by 44n/21+o(n).
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3.3 Overall Complexity of the Algorithm
Note that modifications in each of the above cases takes polynomial time in the original
formula φ.

Visualize the running of the above algorithm as a search tree, where the root of the
tree is labeled as the starting problem MHD(φ, φ, V = X, s1 = ∅, s2 = ∅, P ), with P having
pmain = 1, px,i,j = qx,i,j .

At any node, if a simplification case applies, then the node has only one child with the
corresponding updated parameters. If a braching case applies, then the node has children
corresponding to the parameters in the branching.

As the work done at each node is polynomial in the length of φ, the overall time complexity
of the algorithm is poly(n, |φ|)× (number of leaves in the above search tree).

We thus analyze the number of possible leaves the search tree would generate.
Suppose T (r) denotes the number of leaves rooted at a node MHD(. . . , V, . . .), where V

has r variables.
Case 1.(i) to Case 1.(iv) and Case 1.(vi).1 do not involve any branching.
If Case 1.(v) is applied to a MHD problem involving r variables, then it creates at most

four subproblems, each having at most r− 5 variables. Thus, the number of leaves generated
in this case is bounded by 4T (r − 5). Note that T (r) = O(αr), for α ≥ α0 = 1.3196 satisfies
the constraints of this equation.

If Case 1.(vi).2 is applied to a MHD problem involving r variables, then it creates at most
4 subproblems each involving at most r − 5 variables. Thus, the number of leaves generated
in this case is bounded by 4T (r − 5). Note that T (r) = O(αr), for α ≥ α0 = 1.3196 satisfies
the constraints of this equation.

If Case 1.(vi).3 is applied to a MHD problem involving r variables, then it creates at most
9 subproblems each involving at most r − 8 variables. Thus, the number of leaves generated
in this case is bounded by 9T (r − 8). Note that any T (r) = O(αr), for α ≥ α0 = 1.3162
satisfies the constraints of this equation.

If Case 1.(vii) is applied to a MHD problem involving r variables, then it creates at most
6 subproblems, one involving at most r − 4 variables and the other involving at most r − 7
variables. Thus, the number of leaves generated in this case is bounded by T (r−4)+5T (r−7).
Note that any T (r) = O(αr), for α ≥ α0 = 1.3298 satisfies the constraints of this equation.

If Case 2 is applied to a MHD problem of r variables, then it creates a search tree which
contains at most O(44r/21+o(r)) leaves. Note that any T (r) = O(αr), for α ≥ α0 = 1.3023
satisfies the constraints of this equation.

Thus, the formula T (r) = O(1.3298r) bounds the number of leaves generated in each of
the cases above, for large enough r. Thus, we have the theorem:

I Theorem 6. Given a X3SAT formula φ, one can find in time O(poly(n, |φ|)× 1.3298n)
the maximum hamming distance between any two satisfying assignments for φ.

4 Conclusion and Future Work

In this paper, we considered a branching algorithm to compute the Max Hamming Distance
X3SAT in O(1.3298n) time. Our novelty lies in the preservation of structure at both sides of
the formula while we branch.

Our method is faster than the naïve invocation of the Max 2-CSP algorithm (see the
discussion in the second-last section of the technical report version of this paper at [8],
https://arxiv.org/abs/1910.01293). Even if one assumes that every clause has only

https://arxiv.org/abs/1910.01293
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three neighbours (as in Case 2, but now from the start), the usage of the Max 2-CSP
algorithm results in a run-time of 92/15×n+o(n) which is contained in O(1.3404n). Without
this assumption, the naïve invocation of the Max 2-CSP algorithm is much worse. Also other
invocations of known methods do not give good timebounds.

Our time bound of O(1.3298n) is achieved by using simple analysis to analyse our
branching rules. Our algorithm uses only polynomial space during its computations. This
can be seen from the fact that the recursive calls at the branchings are independent and can
be sequentialised; each calling instance therefore needs only to store the local data; thus each
node of the call tree uses only h(n) space for some polynomial h. The depth of the tree is
at most n as each branching reduces the variables by 1; thus the overall space is at most
h(n)× n space.

Furthermore, as we determine the number of pairs of solutions with Hamming distance k
for k = 0, 1, . . . , n, where n is the number of variables, one might ask whether this comes
with every good algorithm for free or whether there are faster algorithms in the case that
one computes merely the maximum Hamming distance of two solutions.
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Abstract
In this paper, we introduce a directed variant of the classical Bandwidth problem and study it
from the view-point of moderately exponential time algorithms, both exactly and approximately.
Motivated by the definitions of the directed variants of the classical Cutwidth and Pathwidth
problems, we define Digraph Bandwidth as follows. Given a digraph D and an ordering σ

of its vertices, the digraph bandwidth of σ with respect to D is equal to the maximum value of
σ(v)−σ(u) over all arcs (u, v) of D going forward along σ (that is, when σ(u) < σ(v)). The Digraph
Bandwidth problem takes as input a digraph D and asks to output an ordering with the minimum
digraph bandwidth. The undirected Bandwidth easily reduces to Digraph Bandwidth and thus,
it immediately implies that Directed Bandwidth is NP-hard. While an O?(n!)1 time algorithm
for the problem is trivial, the goal of this paper is to design algorithms for Digraph Bandwidth
which have running times of the form 2O(n). In particular, we obtain the following results. Here, n
and m denote the number of vertices and arcs of the input digraph D, respectively.

Digraph Bandwidth can be solved in O?(3n · 2m) time. This result implies a 2O(n) time
algorithm on sparse graphs, such as graphs of bounded average degree.
Let G be the underlying undirected graph of the input digraph. If the treewidth of G is at
most t, then Digraph Bandwidth can be solved in time O?(2n+(t+2) logn). This result implies
a 2n+O(

√
n logn) algorithm for directed planar graphs and, in general, for the class of digraphs

whose underlying undirected graph excludes some fixed graph H as a minor.
Digraph Bandwidth can be solved in min{O∗(4n · bn),O∗(4n · 2b log b logn)} time, where b
denotes the optimal digraph bandwidth of D. This allow us to deduce a 2O(n) algorithm in
many cases, for example when b ≤ n

log2 n .
Finally, we give a (Single) Exponential Time Approximation Scheme for Digraph Bandwidth.
In particular, we show that for any fixed real ε > 0, we can find an ordering whose digraph
bandwidth is at most (1 + ε) times the optimal digraph bandwidth, in time O∗(4n · (d4/εe)n).
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1 Introduction

The Bandwidth problem is a famous combinatorial problem, where given an undirected
graph G on n vertices, the goal is to embed its vertices onto an integer line such that
the maximum stretch of any edge of G is minimized. More formally, given a graph G

on n vertices and an ordering σ : V (G) → [n], the bandwidth of σ with respect to G is
max(u,v)∈E(G){|σ(u)− σ(v)|}. In the Bandwidth problem, given a graph G, the goal is to
find an ordering σ : V (G) → [n], which has minimum bandwidth with respect to G. The
bandwidth problem has found applications in an array of fields including, but not limited
to, the design of faster matrix operations computation on sparse matrices, VLSI circuit
design, reducing the search space of constraint satisfaction problems and problems from
molecular biology [22]. In many of the real world applications, a fundamental principle
that the Bandwidth problem captures is that of delays that occur as a result of allocation
of tasks on the time interval that have dependencies among them. An ordering in many
scenarios represent the allocation of tasks/objects on a time-line/one-dimensional hardware,
and the stretch of an edge captures the delay/effort/expense incurred to reach the other end
of the edge.

One restriction on the kind of models captured by Bandwidth is that, the models
cannot be tuned to allow for asymmetry or bias. More specifically, what happens when the
connections available between the tasks/objects are unidirectional? What happens when
there is a bias in terms of delay/expense based on the direction of communication on the
time-line/one-dimensional hardware? The above inquisitivities lead to our first contribution
to this article, which is the concept of Digraph Bandwidth2. Given a directed graph D on
n vertices and an ordering σ : V (D)→ [n], the digraph bandwidth of σ with respect to D is
the maximum stretch of the forward arcs in the ordering, that is, max(u,v)∈E(D)

σ(u)<σ(v)
{σ(v)−σ(u)}.

The Digraph Bandwidth problem takes as input a digraph D and outputs an ordering
σ : V (D)→ [n] with the least possible digraph bandwidth with respect to D.

Observe that, with the introduction of directions in the input graph, Digraph Band-
width allows us to capture one-way dependencies, that can help in modelling scenarios where
the links available for modelling the communication are one-directional. Also, by allowing
to care only about the stretch of the forward arcs in the ordering, one can model channels
where communication in one direction is cheaper/easier than the other. The later scenarios
can occur while modelling an uphill-downhill communication, where the cost of going up is a
matter of real concern whereas, the cost of going down is almost negligible.

Note that Digraph Bandwidth is indeed a generalization of the notion of undirected
bandwidth, as for any graph G, if ←→G denotes the digraph obtained from G by replacing each
edge of G by one arc in both direction, then the bandwidth of G is equal to the directed
bandwidth of ←→G . We would like to remark here that on the theoretical front, the way we
lift the definition of bandwidth in undirected graphs to directed graphs, by considering the

2 We choose the name Digraph Bandwidth over the more conventional Directed Bandwidth to avoid
clash of names from literature (which will be discussed later).
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stretches of only the forward arcs, is not something unique that we do for Bandwidth. The
idea of only considering arcs going in one direction for “optimizing some function” is very
common to the directed setting. The simplest such example is the notion of a directed cut. If
D is a digraph andX,Y are two disjoint subsets of vertices ofD, then the directed cut ofX and
Y , dcut(X,Y ), is defined as the set of arcs (u, v) in E(D), where u ∈ X and v ∈ Y . Another
closely related notion is the notion of Directed Cutwidth introduced by Chudnosky et
al. [5]. A digraph D on n vertices has cutwidth at most k if there exists an ordering of the
vertices σ such that for every i ∈ [n− 1], dcut({σ(1), . . . , σ(i)}, {σ(i+ 1), . . . , σ(n)}) is at
most k. Note that our notion of directed bandwidth is a stronger notion than cutwidth, as
for any ordering σ, the cutwidth associated to σ is at most the digraph bandwith of σ. There
is also a similar notion of Directed Pathwidth [5]. Observe that similar to Directed
Cutwidth and Directed Pathwidth, Digraph Bandwidth is 0 on directed acyclic
graphs (dags).

We would like to remark that ours is not the first attempt in generalising the definition of
bandwidth for digraphs. A notion of bandwidth for directed graphs appeared in 1978 in the
paper by Garey et al. [16]. But the notion was defined only for dags. In their problem, which
they call Directed Bandwidth (DAG-BW), given a dag D, one is interested in finding a
topological ordering (a linear ordering of vertices such that for every directed arc (u, v) from
vertex u to vertex v, u comes before v in the ordering) of minimum bandwidth. Note that
this is very different from our notion of Digraph Bandwidth which is always 0 for dags.

Algorithmic Perspective

Bandwidth is one of the most well-known and extensively studied graph layout problems [17].
The Bandwidth problem is NP-hard [25] and remains NP-hard even on very restricted
subclasses of trees, like caterpillars of hair length at most 3 [24]. Furthermore, the bandwidth
of a graph is NP-hard to approximate within a constant factor for trees [3]. Polynomial-
time algorithms for the exact computation of bandwidth are known for a few graph classes
including caterpillars with hair length at most 2 [2], cographs [29], interval graphs [20] and
bipartite permutation graphs [19]. A classical algorithm by Saxe [26] solves Bandwidth in
time 2O(k)nk+1, which is polynomial when k is a constant. In the realm of parameterized
complexity, Bandwidth is known to be W[t]-hard for all t ≥ 1, when parameterized by
the bandwidth k of the input graph [4]. However, on trees it admits a parameterized
approximation algorithm [12] and an algorithm with running time 2O(k log k)nO(1) on AT-
free graphs [18]. Unger showed in [27] that the problem is APX-hard. The best known
approximation algorithm for this problem is due to Krauthgamer et al. [21] and it provides
an O(log3 n) factor approximation.

The Bandwidth problem is one of the test-bed problems in the area of moderately
exponential time algorithms and has been studied intensively. Trying all possible permutations
of the vertex set yields a simple O∗(n!) time algorithm while the known algorithms for the
problem with running time 2O(n) are far from straightforward. The O∗(n!) barrier was broken
by Feige and Kilian [13] who gave an algorithm with running time O?(10n). This result
was subsequently improved by Cygan and Pilipczuk [6] down to O?(5n). After a series of
improvements, the current fastest known algorithm, due to Cygan and Pilipczuk [9, 7] runs in
time O?(4.383n). We also refer the readers to [8] for the best known exact algorithm running
in polynomial space. For graphs of treewidth t, one can design an algorithm with running
time 2nnO(t) [1, 7]. On the other hand, Feige and Talwar [14] showed that the bandwidth of a
graph of treewidth at most t can be (1+ε)-approximated in time 2O(logn(t+

√
n
ε )). Vassilevska

et al. [28] gave a hybrid algorithm which after a polynomial time test, either computes

FSTTCS 2019



18:4 Exact and Approximate Directed Bandwidth

the bandwidth of a graph in time 4n+o(n), or provides γ(n) log2 n log logn-approximation in
polynomial time for any unbounded γ. Moreover, for any two positive integers k ≥ 2, r ≥ 1,
Cygan and Pilipczuk presented a (2kr− 1)-approximation algorithm that solves Bandwidth
for an arbitrary input graph in O(k

n
(k−1)r nO(1)) time and polynomial space [7]. Finally, Fürer

et al. [15] gave a factor 2-approximate algorithm for Bandwidth running in time O(1.9797n).
DAG-BW, as defined by Garey et al. [16] for dags, was shown to admit a polynomial time
algorithm for testing if a dag has bandwidth at most 2. Also, it was proved that the problem
to determine if the directed bandwidth of a dag is at most k, for any k > 2, is NP-hard even
in the case of oriented trees. This notion of directed bandwidth reappeared in [23], where it
was studied for dense digraphs.

Our Results

The main objective of this paper is to introduce a directed variant of the Bandwidth
problem for general digraphs and study it from the view point of moderately exponential
time algorithms, both exactly and approximately. Throughout the remaining, n,m denote
the number of vertices and arcs in the input digraph, respectively. For many linear layout
problems on graphs on n vertices, beating even the trivial O?(n!) algorithm asymptotically
remains a challenge. In this article we design 2O(n) time algorithms for Digraph Bandwidth.
Below we mention the challenges that Digraph Bandwidth imposes when we try to apply
the techniques used in the design of 2O(n) algorithm for Bandwidth, and how we bend our
ways to overcome them to design the desired algorithms.

The 2O(n) time algorithms for Bandwidth that exist in literature (cited above), all follow
a common principle of bucket-then-order. Suppose one is interested in checking whether the
input graph has an ordering of bandwidth b. The bucket-then-order procedure is a 2-step
procedure, where in the first step, instead of directly guessing the position of the vertex in
the ordering, for a range of consecutive positions (called buckets) of size O(b), one guesses the
set of vertices that will occupy these positions in the final ordering. This process of allocating
a set of vertices to a range of consecutive positions is called bucketing. Since one can always
assume that the graph is connected, once a bucket for the first vertex is guessed using n
trials, its neighbours only have a choice of some c buckets for a small constant c depending
on the constant in the order notation of the size of the bucket. This, makes the bucketing
step run in time 2O(n). The outcome of the first step is a collection of bucketings which
contains a bucketing that is “consistent” with the final ordering. In the second step, given
such a consistent bucketing, one can find the final ordering using either a recursive divide
and conquer technique or a dynamic programming procedure or a measure and conquer kind
of an analysis.

In the case of Digraph Bandwidth, finding a bucketing that is consistent with the
final ordering becomes a challenge as even the information that a vertex is placed in some
fixed bucket does not decrease the options of the number of buckets in which its neighbours
can be placed. This is because there could be some out-neighbours (resp. in-neighbours) of it
that need to be placed before (resp. after) it thereby contributing to backward arcs, which
eventually results in the need for allocating them to far off buckets. We cope up with this
challenge of bucketing in two ways - both of which lead to interesting algorithms that run
in 2O(n) time in different cases. As a first measure of coping up, we take the strategy of
“kill what cause you trouble”. Formally speaking, it is the set of backward arcs in the final
ordering that have unbounded stretch and hence, make the bucketting process difficult. One
way to get back to the easy bucketting case is to guess the set of arcs that will appear as
backward arcs in the final ordering. Having guessed these arcs, one can remove them from
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the graph and preserve the information that the arcs which remain all go forward the final
ordering. This problem becomes similar to the DAG-BW problem defined on dags by Garey
et al. [16]. We show that one can do the bucketing tricks similar to the undirected case here
to design a 2O(n) algorithm for this problem (Theorem 1.1). This together with the initial
guessing of the backward arcs gives Theorem 1.2.

I Theorem 1.1. DAG-BW on dags can be solved in O?(3n) time.

I Theorem 1.2. Digraph Bandwidth can be solved in O?(3n · 2m) time.

Note that even though the 2m in the running time of Theorem 1.2 looks expensive, it
already generates an algorithm better that O?(n!) for any digraph that has at most o(n logn)
arcs. In particular, this implies an exact algorithm with running time 2O(n) whenever
|E(D)| = O(|V (D)|), for example for digraphs with bounded average degree.

We will now briefly explain about our second way of dealing with the bucketing phase.
As discussed earlier, getting a hold over the arcs which will go backward in the final ordering,
eases out the remaining process. In this strategy, instead of guessing the arcs that goes
backward by a brute force way (that takes 2m), we exploit the fact that guessing a partition
of the vertex set into two parts, left and right - which corresponds to the first n/2 vertices in
the final ordering and the last n/2 vertices in the final ordering, also gives hold on some if not
all backward arcs in the final ordering. We place this simple observation into the framework
of a divide and conquer algorithm to get a bucketting that is not necessarily “consistent”
with the final ordering, but is not too far away to yield a “close enough” approximation to
the optimal ordering. This result is formalized in Theorem 1.3. Effectively, the result states
that one can find an ordering whose digraph bandwidth is at most (1 + ε) times the optimal
in time O?(1/ε)n. Note that, this result is in contrast with the result of Feige and Talwar [14]
for undirected bandwidth where they gave an exponential time approximation scheme that
run in time which had a dependence on the treewidth of the graph(2O(logn(t+

√
n
ε ))). As a

side result of our strategy, we can also design an algorithm for solving Digraph Bandwidth
optimally on general digraphs in time O?(2O(n) · OPTn) or O?(2O(n) · 2OPT logOPT logn),
where OPT is the optimal digraph bandwidth of the input digraph. This result is stated in
Theorem 1.4. Note that, on one hand where O(OPTn) is easy to get for the undirected case
(because fixing the position of one vertex in the ordering leaves only 2 ·OPT choices for its
neighbours), it is not trivial for the directed case. Also, observe that Theorem 1.4 gives a
2O(n) algorithm whenever b ≤ n/log2 n.

I Theorem 1.3 ((Single) Exponential Time Approximation Scheme). For any real number
ε > 0, for any digraph D, one can find an ordering of digraph bandwidth at most (1 + ε)
times the optimal, in time O∗(4n · (d4/εe)n).

I Theorem 1.4. Digraph Bandwidth can be solved in min{O∗(4n ·bn),O∗(4n ·2b log b logn)}
time, where b is the optimal digraph bandwidth of the input digraph.

Our last result is based on the connection of the Bandwidth problem with a subgraph
isomorphism problem. Amini et al. [1] viewed the Bandwidth problem, on undirected
graphs, as a subgraph isomorphism problem, and using an inclusion-exclusion formula with
the techniques of counting homomorphisms on graphs of bounded treewidth, they showed
that an optimal bandwidth ordering of a graph on n vertices of treewidth at most t can be
computed in time O?(2t logn+n) and space O?(2t logn). Using this approach and by relating
Digraph Bandwidth via directed homomorphisms to directed path-like-structures, we
obtain the following result.
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I Theorem 1.5. Let D be a digraph on n vertices and D′ be the underlying undirected
graph. If the treewidth of D′ is at most t, then Digraph Bandwidth can be solved in time
O?(2n+(t+2) logn).

Observe that Theorem 1.5 provides O?(2n+O(
√
n logn)) algorithm for directed planar

graphs and for digraph whose underlying undirected graph excludes some fixed graph H as a
minor. This algorithm in fact, yields a 2O(n) time algorithm even when the treewidth of the
underlying undirected graph of the given digraph is O(n/ logn). Notice that Theorem 1.2
gives 2O(n) time algorithm for digraphs of constant average degree, while Theorem 1.5 will
not apply to these cases as these digraphs could contain expander graphs of constant degree
whose treewidth of the underlying undirected graph could be n/c, for some fixed constant
c. On the other hand Theorem 1.5 could give 2O(n) time algorithm for digraphs that have
O(n2/ logn) arcs but treewidth is O(n/ logn). Thus, Theorems 1.2 and 1.5 give 2O(n) time
algorithm for different families of digraphs.

Road Map

In Section 2, we introduce some notation and definitions. Section 3 is devoted to the proof of
Theorem 1.1 and Section 4 proves Theorem 1.2 with the help of Theorem 1.1. Section 5 leads
to the proofs of Theorems 1.3 and 1.4. Section 6 proves Theorem 1.5. We finally conclude in
Section 7.

2 Preliminaries

For positive integers i, j, [i] = {1, · · · , i} and [i, j] = {i, · · · , j}. For any set X, by X =
(X1, X2) we denote an ordered partition of X, that is X1 ∪ X2 = X, X1 ∩ X2 = ∅ and,
(X1, X2) and (X2, X1) are two different partitions of X. For any functions f1 : X1 → Y1 and
f2 : X2 → Y2, we say that f1 is consistent with f2 if for each x ∈ X1 ∩X2, f1(x) = f2(x). If
f1 and f2 are consistent, then f1 ∪ f2 : X1 ∪X2 → Y1 ∪ Y2 is defined as (f1 ∪ f2)(x) = fi(x),
if x ∈ Xi. For any set V of size n, we call a function σ : V → [n] as an ordering of V ). Given
an ordering σ of V (D), an arc (u, v) ∈ E(D) is called a forward arc in σ if σ(u) < σ(v),
otherwise it is called a backward arc. For a natural number b ∈ N, we call σ as a b-ordering of
D if for any forward arc (u, v) ∈ E(D), σ(v)− σ(u) ≤ b, that is, if it has digraph bandwidth
at most b. Given a set V and an integer b, a b-bucketing of V is a function B : V → [p, q],
such that p, q ∈ N and for each i ∈ [p, q − 1], |B−1(i)| = b and |B−1(q)| ≤ b. Note that, if |V |
is a multiple of b, then B−1(q) = b and (q − p+ 1) · b = |V |. If for each i ∈ [p, q], |B−1(i)| ≤ b,
we call B a partial b-bucketing of V . Note that, for any b, every b-bucketing is a partial
b-bucketing. For a (partial) b-bucketing B : V → [p, q], we say that an element v ∈ V is
assigned the i-th bucket of B if B(v) = i and B(v) is called the bucket of v. Also, b is called
the size of the bucket B(v). If B(u) = i and B(v) = j and j > i, then the number of buckets
between the buckets of u and v is equal to j − i− 1. Also, the number of elements of V in the
buckets between i and j is (j − i− 1) · b. In explanations, we sometimes drop b and call B a
(partial) bucketing to mean that it is a b-bucketing for some b that should be clear from the
context. Given a set V , an integer b and an ordering σ of V , one can associate a b-bucketing
with σ which assigns the first b elements in σ the 1-st bucket, the next b-elements the next
and so on. This is formalized below. Given a set V , an integer b and an ordering σ of V , we
say a b-bucketing B respects σ if B : V → [d|V |/be] is defined as follows. For any x ∈ [|V |], if
x = ib+ j for some i ∈ N such that j < b, then B(σx) = i+ 1 if j > 0, and B(σx) = i if j = 0.

The proofs marked with ? have been omitted because of space constraints and will appear
in the full version.
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3 Exact Algorithm for Directed Bandwidth for dags

The goal of this section is to prove Theorem 1.1. The algorithm follows the ideas of Cygan
and Pilipczuk [10]. We give the details here for the sake of completeness and to mention the
little details where we deviate from the algorithm of [10]. Throughout this section, without
loss of generality, we can assume that the input digraph D is weakly connected, as otherwise,
one can solve the problem on each of the weakly connected components of D and concatenate
the orderings obtained from each of them, in any order, to get the final ordering. Also,
instead of working on the optimization version of the problem, we work on the decision
problem, where together with the input digraph D, one is given an integer b, and the goal is
to decide whether there exists a topological ordering of V (D) of bandwidth at most b. It is
easy to see that designing an algorithm for this decision version with the desired running
time is enough to prove Theorem 1.1. In the following, we abuse notation a little and call
(D, b) as an instance of DAG-BW.

Throughout the remaining section, we call a topological ordering of D of bandwidth b as
a b-topological ordering. A b-bucketing of V (D) is called a b-topological bucketing if for all
(u, v) ∈ E(D), either B(u) = B(v) or B(v) = B(u)+1. Our algorithm, like the algorithm of [10],
has two phases : Bucketing and Ordering. The Bucketing phase of the algorithm is
described by Lemma 3.1.

I Lemma 3.1. (?) Given an instance (D, b) of DAG-BW, one can find a collection B, of
(b+ 1)-topological bucketings of V (D) of size at most 2n−1 · dn/b+1e, in time O?(2n), such
that for every b-topological ordering σ of D, there exists a bucketing B ∈ B such that B
respects σ.

In the Ordering phase, given a (b+ 1)-topological bucketing B, the algorithm finds a
b-topological ordering σ of D, if it exists, such that B respects σ. From Lemma 3.1, the
family B guarantees the existence of a (b + 1)-topological bucketing B of the final desired
ordering, if it exists.

To execute this step, we use the idea of finding a sequence of lexicographically embeddibe
sets using dynamic programming as used in [10]. To define lexicographically embeddible
set, the authors first defined the notion of lexicographic ordering of slots. We use the same
definition in this paper.

I Definition 3.2 (Lexicographic ordering of slots). Given an integer b, let bucket : [n] →
dn/(b+1)e be a function such that bucket(i) = di/(b+1)e and pos : [n]→ [b+ 1] be a function
such that pos(i) = ((i− 1) mod (b+ 1)) + 1. We define the lexicographic ordering of slots
as the lexicographic ordering of (pos(i), bucket(i)), where i ∈ [n].

For the Bandwidth problem, the authors of [10] proceed as follows. Given a graph
G = (V,E), and a (b + 1)-bucketing, B of V (G), they prove that there exists an ordering
σ of G such that B respects σ if and only if there exists a sequence of subsets of V (G),
∅ ⊂ S1 ⊂ · · · ⊂ Sn, |Si| = i, for all i ∈ [n], such that each Si satisfies the following properties:
(i) for each Si, there is a mapping γSi

: Si → [n] such that bucket(γSi
(v)) = B(v), and the set

{(pos(γSi(v)), bucket(γSi(v))) | v ∈ Si} is the set of first |Si| elements in the lexicographic
ordering of slots, and (ii) if u ∈ Si and v /∈ Si, then B(v) ≤ B(u). They call such a set Si
as a lexicographically embeddible set. They then obtain γSi+1 by extending γSi

as follows.
If v ∈ Si ∩ Si+1, then γSi+1(v) = γi(v), otherwise (pos(γSi+1(v)), bucket(γSi+1(v))) is the
|Si+1|th element in the lexicographic embedding of slots. Recall that there is only one vertex
v in Si+1 \ Si. Furthermore, if v has a neighbor u in Si, then B(v) ≤ B(u). If B(v) = B(u),
then since bucket size is at most b+ 1, |γ(v)− γ(u)| ≤ b. If B(v) < B(u), then by construction

FSTTCS 2019



18:8 Exact and Approximate Directed Bandwidth

of γSi+1 , pos(γSi+1(v)) > pos(γSi+1(u)). Now, again since each bucket size is at most b+ 1,
|γ(v) − γ(u)| ≤ b. Therefore, γSi

can be extended to γSi+1 . Thus, γSn
will yield the final

ordering. Hence, the goal reduces to finding a sequence S1 ⊂ · · · ⊂ Sn, |Si| = i, for all i ∈ [n],
such that each Si is a lexicographically embeddible set. We will call such a sequence as a
lexicographically embeddible sequence (les, in short).

We proceed in a similar way for Directed Bandwidth. We first note that one cannot
use the same definition of lexicographically embeddible set as defined above due to the
following reason. Suppose that Si is a lexicographical embeddible set. Consider a vertex
u ∈ Si. Suppose that there exists a vertex v /∈ Si that is an in-neighbor of u, then v cannot
belong to the bucket of u as it will not lead to the topological ordering using the method
defined above. Also, if v is an out-neighbor of u, then since we are working with topological
bucketing, v does not belong to the bucket that precedes the bucket of u. Hence, v belongs
to the bucket of u. We also want γ as a topological ordering. Therefore, we redefine the
notion of lexicographically embeddible set for Directed Bandwidth as follows.

I Definition 3.3 (Lexicographically embeddible set for digraphs). Given a (b+ 1)-topological
bucketing B, of V (D), we say that S ⊆ V (D) is a lexicographically embedibble set if the
following condition holds.
(C1) For each arc (u, v) ∈ E(D) such that u ∈ S and v /∈ S, B(u) = B(v).
(C2) For each arc (u, v) ∈ E(D) such that v ∈ S and u /∈ S, B(u) = B(v)− 1.
(C3) There exists a b-topological ordering γ : S → [n] such that for all v ∈ S, bucket(γ(v)) =

B(v), and (pos(γ(v)), bucket(γ(v))) belongs to the first |S| elements in the lexicographic
ordering of slots. We refer γ as a partial b-topological ordering
that respects lexicographic ordering of slots.

Now we prove that given a (b+ 1)-topological bucketing B of V (D), to find a b-topological
ordering σ such that B respects σ,

I Lemma 3.4. (?) Given a (b + 1)-topological bucketing B of V (D), the following are
equivalent. (i) There exists a b-topological ordering σ of the digraph D such that the unique
(b+1)-bucketing induced by σ, that is Bσ, is B. In other words, Bσ(v) = B(v), for all v ∈ V (D),
(ii)There exists a les, ∅ ⊂ S1 ⊂ · · · ⊂ Sn = V .

Due to Lemma 3.4, our goal is reduced to find a les. Cygan and Pilipczuk [10] find
les using dynamic programming over subsets of the vertex set of given graph. We use a
similar dynamic programming approach with appropriate modification because of the revised
definition of a lexicographically embeddible set. In the dynamic programming table, for each
S ⊆ V (D), c[S] = 1, if and only if S is a lexicographically embeddible set. To compute the
value of c[S], we first find a vertex v ∈ S such that S \ {v} is a lexicographically embeddible
set, that is, c[S \ {v}] = 1, and v satisfies the following properties : (i) for all the arcs
(v, u) ∈ E(D) such that u /∈ S, B(v) = B(u); (ii) for all the arcs (u, v) ∈ E(D) such that
u /∈ S, B(u) = B(v)−1; and (iii) B(v) = ((|S|−1) mod dn/(b+1)e) + 1. We compute the value
of c[S] for every subset S ⊆ V (D). Note that if c[V (D)] = 1, then V (D) is a lexicographically
embeddible set. Also, we can compute les by backtracking in the dynamic programming
table.

I Lemma 3.5. (?) Given an instance (D, b) of DAG-BW, and a (b+ 1)-topological bucketing
B of V (D) that respects some b-topological ordering of D (if it exists), one can compute a les
in time O?(2n).

Note that using Lemmas 3.1, 3.4 and 3.5, one can solve DAG-BW in O?(4n) time. The
desired running time of O?(3n) in Theorem 1.1 can be proved by careful analysis of two
steps in the algorithm as done in Theorem 12 of [10]. Since the proof of this is the same as
that of Theorem 12 of [10], we defer the proof here.
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4 Exact Algorithm for Digraph Bandwidth via Directed Bandwidth

We call an ordering of the vertex set of a digraph a b-ordering if its digraph bandwidth is at
most b. In order to prove Theorem 1.2 observe the following. Let (D, b) be an instance of (the
decision version of) Digraph Bandwidth. If it is a Yes instance, then let σ be a b-ordering
of D. Let R be the set of backward arcs in σ. Note that σ is a topological ordering of D−R.
If we guess the set of backward arcs R in a b-ordering of D (which takes time 2m), then the
goal is reduced to finding a b-topological ordering, σ, of D −R such that if (u, v) ∈ R, then
σ(u) > σ(v). In fact, one can also observe that it is sufficient to find a b-topological ordering,
ρ, of D−R such that for all (u, v) ∈ R either ρ(u) > ρ(v) or ρ(v)− ρ(u) ≤ b. We claim that
we can find the required ordering of D −R using the algorithm for Directed Bandwidth
for dags given in Section 3. Suppose that σ is a b-ordering of D. Let Bσ be a (b+1)-bucketing
that respects σ. Let R be the set of backward arcs in σ. Since σ is a b-topological ordering
of D − R, using Lemma 3.1, Bσ belongs to the collection of (b + 1)-bucketings B. Now,
using Lemmas 3.5 and 3.4, we obtain a b-topological ordering ρ of D −R that respects Bσ.
Note that ρ is a b-ordering of D, as for each arc (u, v) 6∈ R, ρ(v)− ρ(u) ≤ b because ρ is a
b-topological ordering of D −R. Also, if (u, v) ∈ R, then observe that if Bσ(u) 6= Bσ(v), then
since both σ and ρ respect Bσ and (u, v) is a backward arc in σ, thus, (u, v) is a backward
arc in ρ too, that is, ρ(u) > ρ(v). Otherwise, if (u, v) 6∈ R and Bσ(u) = Bσ(v), then since ρ
respects Bσ and the size of the buckets of Bσ is (b+ 1), therefore, |ρ(u)− ρ(v)| ≤ b. Thus,
the algorithm of Theorem 1.2 runs the algorithm for DAG-BW for each R ⊆ E(D), to obtain
the desired running time.

5 (Single) Exponential Time Approximation Scheme for Digraph
Bandwidth

The goal of this section is to prove Theorems 1.3 and 1.4. Let (D, b) be an instance of (the
decision version of) Digraph Bandwidth. The algorithm relies on an interesting property
of a b-bucketing that respects a b-ordering of D. Let σ be a b-ordering of D and let B be a
b-bucketing of V (D) that respects σ. An interesting property of such a bucketing B is that
if (u, v) ∈ E(D), then either B(u) > B(v) or B(v) ≤ B(u) + 1. This is because the size of
each bucket in B is b and σ is a b-ordering of D. Let us call this property of a b-bucketing
useful. What we saw in the previous section is that if we somehow have a bucketing that
respects σ, then one can design an algorithm to fetch σ from this bucketing. In this section,
instead of seeking for a bucketing that respects σ we seek for a bucketing with the above
mentioned useful property. Observe that, while the existence of such a bucketing with this
useful property might not necessarily imply the existence of some b-ordering of D, but having
such a bucketing with, for example buckets of size b, definitely yields a 2b-ordering of D.
This is because, given such a bucketing one can assign positions to vertices in the ordering
by choosing any arbitrary ordering amongst the vertices that belong to the same bucket
and concatenating these orderings in the order of the bucket numbers. By changing the
bucket size in the described bucketing, one can yield an ordering of digraph bandwidth at
most (1 + ε) times the optimal. This procedure, as we will see, also give an optimal digraph
bandwidth ordering when we use the bucket sizes to be 1. Below we give the description of
the algorithm used to find a bucketing with the useful property.

We begin by formulating the useful property of a bucketing described above. Since
the size of buckets is uniform in a bucketing, instead of defining the property in terms of
bucket numbers, we describe it in terms of the number of vertices that can appear between
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the two buckets corresponding to the end points of a forward arc in the ordering. Such
a shift in definition helps us to get slightly better bounds in our running time. For any
positive integers b, s and a digraph D, given X ⊆ V (D) and a (partial) b-bucketing of X,
say B : X → [p, q] for some p, q ∈ N, we say that the external stretch of B is at most s if
for each arc (u, v) ∈ E(D[X]), either B(u) ≥ B(v), or (B(v)− B(u)− 1) · b ≤ s. Recall that
B(u)− B(v)− 1 denote the number of buckets between the bucket of u and the bucket of v.
Our major goal now is to prove Lemma 5.1.

I Lemma 5.1. Given a digraph D and positive integers b, s, there is an algorithm, that runs
in time min{O∗(4n · (ds+1/be)n),O∗(4n · (ds+1/be)2(b+s) logn)}, and computes a b-bucketing of
V (D), B : V (D)→ [d|V (D)|/be], of external stretch at most s.

We give a recursive algorithm for Lemma 5.1 (Algorithm 1). Since Algorithm 1 is recursive,
the input of the algorithm will contain a few more things in addition to D, b, s to maintain
the invariants at the recursive steps. We give the description of the input to Algorithm 1 in
Definition 5.2.

I Definition 5.2 (Legitimate input for Algorithm 1). The input (D, b, s, first, last,
left-bor(V (D)), right-bor(V (D)), Bin) is called legitimate for Algorithm 1 if the following
holds. Let δ = ds+1/be.
(P1) D is a digraph, b, s are positive integers and |V (D)| = 2η · b ·δ, where η ≥ 0 is a positive

integer.
(P2) first and last are positive integers such that last − first + 1 = 2η, where η is such

that |V | = 2η · b · δ.
(P3) left-bor(V (D)), right-bor(V (D)) ⊆ V (D),
(P4) Bin : left-bor(V (D)) ∪ right-bor(V (D)) → [first, last] is a partial b-bucketing such

that for each v ∈ left-bor(V (D)), Bin(v) ∈ [first, first + δ − 1], for each v ∈
right-bor(V (D)), Bin(v) ∈ [last − δ + 1, last] and the external stretch of Bin is at
most s.

Observe that δ− 1 represents the number of buckets that can appear between the buckets
of u and v in any b-bucketing of external stretch at most s, where the bucket of u precedes
the bucket of v and (u, v) ∈ E(D). We would like to remark that the condition of 1 is not
serious as we could have worked without it. We state it like the way we do for the sake of
notational and argumentative convenience in the proofs. All it states is that the number of
vertices is a power of 2 multiplied by b and δ. The first and last in 2 represents the bucket
number of the first and last buckets in the bucketing to be outputted. The relation between
first and last in 2 is there to ensure that there are enough buckets to hold the vertices of
D. At any recursive call, the sets left-bor(V (D)) and right-bor(V (D)) represent the sets
of vertices whose buckets have already been fixed in the previous recursive calls. The set
left-bor(V ) represents the set of vertices in V that have an in-neighbour to the vertices
that have been decided to be placed in the buckets before the bucket numbered first in the
earlier recursive calls. Similarly, right-bor(V ) represents the set of vertices in V that have
an out-neighbour to the vertices that have been decided to be placed in the buckets after the
bucket numbered last in the earlier recursive calls. Thus, in order to give the final bucketing
of external stretch at most s, it is necessary that left-bor(V ) are placed in the first δ buckets
and right-bor(V ) are placed in the last δ buckets. This is captured in 4. The next definition
describes the properties of the bucketing that would be outputted by Algorithm 1.

I Definition 5.3 (Look-out bucketing for a legitimate instance). Given a legitimate instance
I = (D, b, s, first, last, left-bor(V (D)), right-bor(V (D)), Bin), we say a bucketing B is a
look-out bucketing for I, if B is a b-bucketing Bout : V → [first, last] of external stretch at
most s that is consistent with Bin.
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Observe that, for the algorithm of Lemma 5.1, a call to Algorithm 1 on (D, b, s, 1, |V |/b, ∅,
∅, φ) is enough. To give the formal description of Algorithm 1, we will use the following
definition.

I Definition 5.4 (B validates a partition (X1, X2)). For any integers p, q and X ′ ⊆ X, let
B : X ′ → [p, q] be a partial bucketing of X ′. Let (X1, X2) be some partition of X. We say
that B validates (X1, X2) if the following holds. Let r = b(p+q)/2c. For each v ∈ X1 ∩X ′,
B(v) ∈ [p, r] and for each v ∈ X2 ∩X ′, B(v) ∈ [r + 1, q].

Algorithm 1 Algorithm for computing b-bucketing of external stretch at most s.
Input: I = (D, b, s, first, last, left-bor(V ), right-bor(V ), Bin) such that I is legitimate for
Algorithm 1.
Output: A look-out bucketing for I, if it exists.
1: Let V = V (D) and δ = ds+1/be.
2: if |V | = b · δ then
3: return any b-bucketing B : V → [first, last] that it consistent with Bin
4: Let mid = (first+last−1)/2.
5: for each partition (L,R) of V such that |L| = |R| and Bin validates (L,R) do
6: Let borL = {v ∈ L | there exists u ∈ R, (v, u) ∈ E(D)}.
7: Let borR = {v ∈ R | there exists u ∈ L, (u, v) ∈ E(D)}.
8: Let B be the collection of partial b-bucketings, B : borL ∪ borR → [mid − δ +

1,mid + δ], such that for each v ∈ borL, B(v) ∈ [mid − δ + 1,mid], for each
v ∈ borR, B(v) ∈ [mid+ 1,mid+ δ], external stretch of B is at most s and B is
consistent with Bin.

9: for each B ∈ B do
10: Define Bnewin : left-bor(V ) ∪ borL ∪ borR ∪ right-bor(V ) → [first, last], such

that for each v ∈ left-bor(V ) ∪ right-bor(V ), Bnewin (v) = Bin(v) and, for each
v ∈ borL ∪ borR, Bnewin (v) = B(v).

11: Let BnewLin : left-bor(V ) ∪ borL → [first,mid] be such that BnewLin = Bnewin |L.
12: Let BnewRin : borR ∪ right-bor(V )→ [mid+ 1, last] be such that BnewRin = Bnewin |R.
13: Define left-bor(L) = left-bor(V ) and right-bor(L) = borL.
14: Define left-bor(R) = borR and right-bor(R) = right-bor(V ).
15: Let IB

L be the instance (D[L], b, s, first,mid, left-bor(L), right-bor(L), BnewLin ).
16: Let IB

R be the instance (D[R], b, s,mid, last, left-bor(R), right-bor(R), BnewRin ).
17: if IB

L and IB
R are legitimate inputs for Algorithm 1 then

18: if Algorithm 1(IB
L) ! = NO and Algorithm 1(IB

R) ! = NO then
19: return Algorithm 1 (IB

L) ∪ Algorithm 1 (IB
R)

20: return NO

For the formal description of Algorithm 1 refer to the pseudocode. We give the informal
description of Algorithm 1 here. In a legitimate instance when the number of vertices is b · δ,
the number of buckets is δ. Recall that δ = ds+1/be. Note that in this case, every b-bucketing
of the vertex set has external stretch at most s. This is because the number of buckets
between any two buckets is at most δ − 2 and hence, the number of vertices that appear in
the buckets between any two buckets is at most (δ − 2) · b ≤ s.

When the number of vertices is larger, the algorithm first guesses which vertices will be
assigned a bucket from the first half buckets of the final bucketing (this corresponds to the
set L) and which will be assigned the last half (this corresponds to the set R). Since the final
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bucketing has to be consistent with Bin, from the description of Bin in Definition 5.2, the
vertices of left-bor(V ) should belong to the first half buckets and the vertices of right-bor(V )
should belong to the last half buckets. Thus, the algorithm only considers those partitions
(guesses) which Bin validates (Line 5).

Fix a guessed partition (L,R) of V . The set borL represents the set of vertices in L that
have an out-neighbour in R. Similarly, the set borR represents the set of vertices in R with
an in-neighbour in L. Since in any b-bucketing of external stretch at most s, the number of
buckets that can appear between the buckets of the end points of a forward arc is at most
δ − 1, the vertices of borL can only be placed in the δ buckets closest to the middle bucket
and before it. Similarly, the vertices of borR can only be placed in the δ buckets closest to
the middle bucket and after it. The algorithm goes over all possible partial b-bucketings of
these vertices in the described buckets, that are consistent with Bin, and themselves have
external stretch at most δ (Line 8).

For a fixed partial b-bucketing enumerated above, the algorithm recursively finds a
bucketing of the L vertices in the first half buckets and the bucketing of the R vertices in
the last half buckets that is consistent with Bin and the partial b-bucketing of the borL and
borR vertices guessed. This final bucketing is then obtained by combing the two bucketings
from the two disjoint sub-problems (Lines 9 to 19).

I Lemma 5.5. (?) Algorithm 1 on a legitimate input (D, b, s, first, last, left-bor(V ),
right-bor(V ), Bin), runs in time min{O∗(4n·ds+1/ben),O∗(4n·ds+1/be2(b+s) logn)}, and returns
a look-out bucketing for I, if it exists.

Theorem 1.3 (resp. Theorem 1.3) can be proved by setting bucket size to be dbε/2e (resp. 1)
and external stretch b− 1 as parameters in the algorithm of Lemma 5.1. The full proofs are
deferred to the full version.

6 Exact Algorithm for Digraph Bandwidth via Directed
Homomorphisms

The goal of this section is to prove Theorem 1.5. Towards this, we give a reduction from
Digraph Bandwidth to a subgraph homomorphism problem for digraphs. Given two
digraphs D and H, a directed homomorphism from D to H is a function h : V (D)→ V (H),
such that if (u, v) ∈ E(D), then (h(u), h(v)) ∈ E(H). A directed homomorphism that is
injective is called an injective directed homomorphism. For any positive integers n, b such
that b ≤ n, we denote by P bn the directed graph on n vertices such that V (P bn) = [n] and
E(P bn) = Ef]Eb, where Eb = {(i, j) : i > j, i, j ∈ [n]} and Ef = {(i, i+j) : i ∈ [n−1], j ∈ [b]}.
In the following lemma, we build the relation between Digraph Bandwidth of D and
injective homomorphism from D to P bn.

I Lemma 6.1. For any digraph D and an integer b, D has bandwidth at most b if and only
if there is an injective homomorphism from D to P bn.

Proof. In the forward direction, suppose that D has digraph bandwidth at most b. Let σ be
a b-ordering of D. Let f : V (D) → V (P bn) be a function such that f(u) = σ(u). We claim
that f is an injective homomorphism. Since σ is an ordering of D, f is an injective function.
We prove that it is also a homomorphism. Consider an arc (u, v) ∈ E(D). If σ(u) < σ(v),
then since σ is a b-ordering, σ(v)− σ(u) ≤ b. Therefore, (f(u), f(v)) ∈ Ef . If σ(u) > σ(v),
then (f(u), f(v)) ∈ Eb. Hence, (f(u), f(v)) ∈ E(P bn). In the backward direction, suppose
that there exists an injective homomorphism from D to P bn. Let f : V (D) → V (P bn) be
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a function. Then, we claim that σ = (f−1(1), · · · , f−1(n)) is a b-ordering of D. Suppose
not, then there exists an arc (u, v) ∈ E(D) such that σ(v) − σ(u) > b. Let u = f−1(j)
and v = f−1(k). Note that σ(u) = j and σ(v) = k. Therefore, j < k. Since k − j > b,
(j, k) /∈ E(P bn), a contradiction that f is an injective homomorphism. J

For any two digraphs D and H, let inj(D,H) denote the number of injective homomorph-
isms from D to H and let hom(D,H) denote the number of homomorphisms from D to H.
Then the following lemma holds from Theorem 1 in [1].

I Lemma 6.2 (Theorem 1, [1]). Suppose that D and H be two digraphs such that |V (D)| =
|V (H)|. Then,

inj(D,H) =
∑

W⊆V (D)

(−1)|W |hom(D \W,H).

Now, we state the following known result about the number of homomorphisms between two
given digraphs D and H.

I Lemma 6.3 (Theorem 3.1, 5.1 [11]). Given digraphs D and H together with a tree
decomposition of D of width tw, hom(D,H) can be computed in time O(nhtw+1 min{tw, h}),
where n = |V (D)| and h = |V (H)|.

Using Lemmas 6.2 and 6.3, we get the following result.

I Lemma 6.4. Given digraphs D and H together with a tree decomposition of D of width
tw, inj(D,H) can be computed in time O(2nnhtw+1 min{tw, h}), where n = |V (D)| and
h = |V (H)|.

Proof of Theorem 1.5. The proof follows from Lemmas 6.1 and 6.4. J

7 Conclusion

In this paper we gave exponential time algorithm for the Digraph Bandwidth problem,
that either solved the problem exactly or computed it approximately. In particular, our
results imply that whenever b ≤ n

log2 n
or, the treewidth of the underlying undirected digraph

is O( n
logn ) or, the number of arcs in the digraph are linear in the number of vertices, then

there exists a 2O(n) time algorithm for solving Digraph Bandwidth. Some important
questions that remain open about Digraph Bandwidth are the following.

Does Digraph Bandwidth admit an algorithm with running time 2O(n) on general
digraphs?
Another interesting question is the complexity of the Digraph Bandwidth problem,
when b is fixed. Recall that, in the undirected case, Bandwidth can be solved in time
O(nb+1) [26]. When b = 0, the problem is equivalent to checking if the input is a dag,
which can be done in linear time. For b = 1, we are able to design an O(n2) time
algorithm. For b = 2, the problem seems to be extremely complex, and in fact, we will be
surprised if the problem turns out to be polynomial time solvable. Overall, finding the
complexity of Digraph Bandwidth, for a fixed b ≥ 2, is an interesting open problem.
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Abstract
The reachability problem is to determine if there exists a path from one vertex to another in a
graph. Grid graphs are the class of graphs where vertices are present on the lattice points of a
two-dimensional grid, and an edge can occur between a vertex and its immediate horizontal or
vertical neighbor only.

Asano et al. presented the first simultaneous time space bound for reachability in grid graphs by
presenting an algorithm that solves the problem in polynomial time and O(n1/2+ε) space. In 2018,
the space bound was improved to Õ(n1/3) by Ashida and Nakagawa.

In this paper, we show that reachability in an n vertex grid graph can be decided by an algorithm
using O(n1/4+ε) space and polynomial time simultaneously.
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1 Introduction

The problem of graph reachability is to decide whether there is a path from one vertex to
another in a given graph. This problem has several applications in the field of algorithms and
computational complexity theory. Reachability in directed and undirected graphs capture
the complexity of nondeterministic and deterministic logarithmic space respectively [12]. It
is often used as a subroutine in various network related problems. Hence designing better
algorithms for this problem is of utmost importance to computer scientists.

Standard graph traversal algorithms such as DFS and BFS give a linear time algorithm
for this problem, but they require linear space as well. Savitch’s divide and conquer based
algorithm can solve reachability in O(log2 n) space, but as a tradeoff, it requires nO(logn)

time [13]. Hence it is natural to ask whether we can get the best of both worlds and design
an algorithm for graph reachability that runs in polynomial time and uses polylogarithmic
space. Wigderson asked a relaxed version of this question in his survey - whether graph
reachability can be solved by an algorithm that runs simultaneously in polynomial time and
uses O(n1−ε) space [15]. In this paper, we address this problem for a certain restricted class
of directed graphs.
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Barnes et al showed that reachability in general graphs can be decided simultaneously in
n/2Θ(

√
logn) space and polynomial time [6]. Although this algorithm gives a sublinear space

bound, it still does not give a positive answer to Wigderson’s question.
However, for certain topologically restricted graph classes, we know of better space bounds

simultaneously with polynomial time. Planar graphs are graphs that can be drawn on the
plane such that no two edges of the graph cross each other at an intermediate point. Imai
et al. showed that reachability in planar graph can be solved in O(n1/2+ε) space for any
ε > 0 [9] . Later this space bound was improved to Õ(n1/2) [4]. For graphs of higher genus,
Chakraborty et al. gave an Õ(n2/3g1/3) space algorithm which additionally requires an
embedding of the graph on a surface of genus g, as input [7]. They also gave an Õ(n2/3)
space algorithm for H minor-free graphs which requires tree decomposition of the graph
as an input and O(n1/2+ε) space algorithm for K3,3-free and K5-free graphs. For layered
planar graphs, Chakraborty and Tewari showed that for every ε > 0 there is an O(nε) space
algorithm [8]. Stolee and Vinodchandran presented a polynomial time algorithm that, for
any ε > 0 solves reachability in a directed acyclic graph with O(nε) sources and embedded
on the surface of genus O(nε) using O(nε) space [14]. For unique-path graphs, Kannan et al.
presented a O(nε) space and polynomial time algorithm [10].

Grid graphs are a subclass of planar graphs whose vertices are present at the integer
lattice points of an m×m grid and edges can only occur between a vertex and its immediate
vertical or horizontal neighbor. It was known that reachability in planar graphs can be
reduced to reachability in grid graphs in logarithmic space [1]. The reduction, however,
causes atleast a quadratic blow-up in size with respect to the input graph. In this paper, we
study the simultaneous time-space complexity of reachability in grid graphs.

Asano and Doerr presented a polynomial time algorithm that uses O(n1/2+ε) space for
solving reachability in grid graphs [3]. Ashida and Nakagawa presented an algorithm with
improved space complexity of Õ(n1/3) [5]. The latter algorithm proceeded by first dividing
the input grid graph into subgrids. It then used a gadget to transform each subgrid into a
planar graph, making the whole of the resultant graph planar. Finally, it used the planar
reachability algorithm of Imai et al. [9] as a subroutine to get the desired space bound.

In this paper, we present a O(n1/4+ε) space and polynomial time algorithm for grid graph
reachability, thereby significantly improving the space bound of Ashida and Nakagawa.

I Theorem 1 (Main Theorem). For every ε > 0, there exists a polynomial time algorithm
that can solve reachability in an n vertex grid graph, using O(n1/4+ε) space.

To solve the problem we divide the given grid graph into subgrids and replace paths in each
grid with a single edge between the boundary vertices to get an auxiliary graph. This reduces
the size of the graph and preserves reachability. Instead of trying to convert the auxiliary
graph into planar graph while preserving reachability (which was the approach of Ashida and
Nakagawa [5]), we use a divide and conquer strategy to directly solve reachability problem
in the auxiliary graph. We define and use a new type of graph separator of the auxiliary
graph, that we call as pseudoseparator and use it to divide the auxiliary graph into small
components and then combine the solution in a space-efficient manner.

In Section 2 we state the definitions and notations that we use in this paper. In Section 3
we define the auxiliary graph and state various properties of it that we use later. In Section
4 we discuss the concept of a pseudoseparator. We give its formal definition and show how a
pseudoseparator can be computed efficiently. In Section 5 we give the algorithm to solve
reachability in an auxiliary graph and prove its correctness. Finally in Section 6 we use the
algorithm of Section 5 to give an algorithm to decide reachability in grid graphs and thus
prove Theorem 1.
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2 Preliminaries

Let [n] denote the set {0, 1, 2, . . . , n}. We denote the vertex set of a graph G by V (G)
and its edge set by E(G). For a subset U of V (G), we denote the subgraph of G induced
by the vertices of U as G[U ]. For a graph G, we denote cc(G) as the set of all connected
components in the underlying undirected graph of G, where the undirected version is obtained
by removing orientations on all edges of G. Henceforth, whenever we talk about connected
components, we will mean the connected components of the underlying undirected graph.

In a drawing of a graph on a plane, each vertex is mapped to a point on the plane, and
each edge is mapped to a simple arc whose endpoints coincide with the mappings of the end
vertices of the edge. Moreover, the interior points of an arc corresponding to an edge does
not intersect with any other vertex points. A graph is said to be planar if it can be drawn on
the plane such that no two edges of the graph intersect except possibly at the endpoints. We
will not be concerned with details about the representation of planar graphs. We note that
the work of [2], and subsequently [12], implies a deterministic logarithmic space algorithm
that decides whether or not a given graph is planar, and if it is, outputs a planar embedding.
Hence when dealing with planar graphs, we will assume without loss of generality that a
planar embedding is provided as well.

A m×m grid graph is a directed graph whose vertices are [m]× [m] = {0, 1, . . . ,m} ×
{0, 1, . . . ,m} so that if ((i1, j1), (i2, j2)) is an edge then |i1 − i2|+ |j1 − j2| = 1. It follows
from definition that grid graphs are a subset of planar graphs.

3 Auxiliary Graph

Let G be an m×m grid graph. We divide G into m2α subgrids such that each subgrid is a
m1−α ×m1−α grid. Formally, for 1 ≤ i, j ≤ mα, the (i, j)-th subgrid of G, denoted as G[i, j]
is the subgraph of G induced by the set of vertices, V (G[i, j]) = {(i′, j′) | (i− 1) ·m1−α ≤
i′ ≤ i ·m1−α and (j − 1) ·m1−α ≤ j′ ≤ j ·m1−α}.

For 0 < α < 1 and 1 ≤ i, j ≤ mα, we define Auxα(G)[i, j] as follows. The vertex set of
Auxα(G)[i, j] is V (Auxα(G)[i, j]) = {(i′, j′) | i′ = k ·m1−α or j = l ·m1−α, such that k ∈
{i − 1, i} and l ∈ {j − 1, j}}. For two vertices u, v in Auxα(G)[i, j], (u, v) is an edge in
Auxα(G)[i, j] if there is a path from u to v in the subgrid G[i, j]. In a drawing of Auxα(G)[i, j],
we use a straight line to represent the edge if u and v do not lie on a single side of Auxα(G)[i, j],
and an arc present inside the grid to represent it otherwise.

Now for 0 < α < 1, we define the α-auxiliary graph, Auxα(G) as follows. The vertex set
of Auxα(G), V (Auxα(G)) = {(i, j) | i = k ·m1−α or j = l ·m1−α, such that 0 ≤ k, l ≤ mα}.
The edges of Auxα(G) are the edges of Auxα(G)[i, j] taken over all pairs (i, j). Note that
Auxα(G) might have parallel edges, since an edge on a side of a block might be present in the
adjacent block as well. In such cases we preserve both the edges, however in their different
blocks of Auxα(G) in the drawing of Auxα(G) on the plane. Figure 1 contains an example
of a grid graph partitioned into subgrids and its corresponding auxiliary graph. Since each
block Auxα(G)[i, j] contains 4m1−α vertices, the total number of vertices in Auxα(G) would
be at most 4m1+α.

Our algorithm for reachability first constructs Auxα(G) by solving each of them1−α×m1−α

grids recursively. It then uses a polynomial time subroutine to decide reachability in Auxα(G).
Note that we do not store the graph Auxα(G) explicitly, since that would require too much
space. Rather we solve a subgrid recursively whenever the subroutine queries for an edge in
that subgrid of Auxα(G).
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Figure 1 A grid graph G divided into subgrids and its corresponding auxiliary graph Auxα(G).

Our strategy is to develop a polynomial time algorithm which solves reachability in
Auxα(G) using Õ(m̃1/2+β/2) space where m̃ is the number of vertices in Auxα(G). As
discussed earlier, m̃ can be at most 4m1+α. Hence, the main algorithm would require
Õ(m1/2+β/2+α/2+αβ/2) space. For a fixed constant ε > 0, we can pick α > 0 and β > 0 such
that the space complexity becomes O(m1/2+ε).

3.1 Properties of the Auxiliary Graph
In the following definition, we give an ordered labeling of the vertices on some block of the
auxiliary graph. The labeling is defined with respect to some vertex present in the block.

I Definition 2. Let G be a m×m grid graph, l = Auxα(G)[i, j] be a block of Auxα(G) and
v = (x, y) be a vertex in Auxα(G)[i, j]. Let t = m1−α. We define the counter-clockwise
adjacent vertex of v with respect to the block l, cl(v) as follows:

cl(v) =


(x+ 1, y) if x < (i+ 1)t and y = jt

(x, y + 1) if x = (i+ 1)t and y < (j + 1)t
(x− 1, y) if x > it and y = (j + 1)t
(x, y − 1) if x = it and y > jt

Similarly we also define the r-th counter-clockwise adjacent neighbour of v with respect to the
block l inductively as follows. For r = 0, crl (v) = v and otherwise we have cr+1

l (v) = cl(crl (v)).

Note that for a block l and vertices v and w in it, we write v as cpl (w) where p is smallest
non-negative integer for which cpl (w) = v. Next we formalize what it means to say that two
edges of the auxiliary graph cross each other.

I Definition 3. Let G be a grid graph and l be a block of Auxα(G). For two distinct edges e
and f in the block, such that e = (v, cpl (v)) and f = (cql (v), crl (v)). We say that edges e and f
cross each other if min(q, r) < p < max(q, r).

Note the definition of cross given above is symmetric. That is, if edges e and f cross each
other then f and e must cross each other as well. For an edge f = (cql (v), crl (v)), we define
←−
f = (crl (v), cql (v)) and call it the reverse of f . We also note that if e and f cross each other,
then e and

←−
f also cross each other.

In Lemma 4 we state an equivalent condition of crossing of two edges, and in Lemmas 6
and 7 we state certain properties of the auxiliary graph that we use later.
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I Lemma 4. Let G be a grid graph and l be a block of Auxα(G). Let w be an arbitrary vertex
in the block l and e = (cpl (w), cql (w)) and f = (crl (w), csl (w)) be two distinct edges in l. Then
e and f cross each other if and only if either of the following two conditions hold:

min(p, q) < min(r, s) < max(p, q) < max(r, s)
min(r, s) < min(p, q) < max(r, s) < max(p, q)

Proof. We prove that if min(p, q) < min(r, s) < max(p, q) < max(r, s) then e and f cross
each other. We let p < r < q < s. Other cases can be proved by reversing appropriate
edges. We thus have integers r1 = r − p, q1 = q − p and s1 = s − p. Clearly, r1 <

q1 < s1. Let v = cpl (w). Thus we have e = (v, cql (w)) = (v, cq1
l (cpl (w))) = (v, cq1

l (v)) and
f = (crl (w), csl (w)) = (cr1

l (cpl (w)), cs1
l (cpl (w))) = (cr1

l (v), cs1
l (v)) The proof for the second

condition is similar.
Now, we prove that if e = (cpl (w), cql (w)) and f = (crl (w), csl (w)) cross each other then

either of the given two condition holds. We assume that p is the smallest integer among p, q,
r and s. Other cases can be proved similarly. Now, let v = cpl (w). We thus have integers
q1 = q − p, r1 = r− p and s1 = s− p such that e = (v, cq1

l (v)) and f = (cr1
l (v), cs1

l (v)). Since
e and f cross each other, we have min(r1, s1) < q1 < max(r1, s1). Thus min(r1 + p, s1 + p) <
q1+p < max(r1+p, s1+p). It follows that min(r, s) < q < max(r, s). Since we assumed p to be
smallest integer among p, q, r and s; we have min(p, q) < min(r, s) < max(p, q) < max(r, s),
thus proving the lemma. J

We see that we can draw an auxiliary graph on a plane such that the arcs corresponding to
two of its edges intersect if and only if the corresponding edges cross each other. Henceforth,
we will work with such a drawing.

I Definition 5. Let G be a grid graph and l be a block of Auxα(G). For a vertex v and edges
f , g such that f = (cql (v), crl (v)) and g = (csl (v), ctl(v)), we say that f is closer to v than g if
min(q, r) < min(s, t).

We say f is closest to v if there exists no other edge f ′ which is closer to v than f .

I Lemma 6. Let G be a grid graph and e1 = (u1, v1) and e2 = (u2, v2) be two edges in
Auxα(G). If e1 and e2 cross each other, then Auxα(G) also contains the edges (u1, v2) and
(u2, v1).

Proof. Let e1 = (v, cpl (v)) and e2 = (cql (v), crl (v)) be two edges that cross each other in
Auxα(G). Let l be the block of Auxα(G) to which e1 and e2 belong. Consider the subgrid of
G which is solved to construct the block l. Since the edge e1 exists in block l, there exists a
path P from v to cpl (v) in the underlying subgrid. This path P divides the subgrid into two
parts such that the vertices cql (v) and crl (v) belong to different parts of the subgrid. Thus,
a path between cql (v) and crl (v) necessarly take a vertex of path P . Hence, there is a path
from v to crl (v) and a path from cpl (v) to crl (v). Thus the lemma follows. J

I Lemma 7. Let G be a grid graph and e1 = (u1, v1) and e2 = (u2, v2) be two edges in
Auxα(G). If e1 and e2 cross a certain edge f = (x, y), and e1 is closer to x than e2, then
the edge (u1, v2) is also present in Auxα(G).

Proof. Let e = (v, cpl (v)), f = (cql (v), crl (v)) and g = (csl (v), ctl(v)). If cql (v) = csl (v) then the
lemma trivially follows. Otherwise, we have two cases to consider:
Case 1 (f crosses g): In this case, we will have (cql (v), ctl(v)) present in Auxα(G) by Lemma 6.
Case 2 (f does not cross g): In this case, we have min(q, r) < min(s, t) < p < max(s, t) <

max(q, r). Since f crosses e, we have the edge (cql (v), cpl (v)) in Auxα(G) by Lemma 6.
This edge will cross g. Hence (cql (v), ctl(v)) is present in Auxα(G). J
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4 Pseudoseparator in a Grid Graph

Imai et al. used a separator construction to solve the reachability problem in planar graphs [9].
A separator is a set of vertices whose removal disconnects the graph into small components.
An essential property of a separator is that, for any two vertices, a path between the vertices
must contain a separator vertex if the vertices lie in two different components with respect
to the separator.

Grid graphs are subclasses of planar and are known to have good separators. However,
for a grid graph G, the graph Auxα(G) might not have a small separator. Here we show
that Auxα(G) has a different kind of separator, which we call as a PseudoSeparator (see
Definition 8). PseudoSeparator allows us to decide reachability in Auxα(G), by using a divide
and conquer strategy and obtain the claimed time and space bounds.

For a graph H = (V1, E1) given along with its drawing, and a subgraph C = (V2, E2)
of H, define the graph H � C = (V3, E3) as V3 = V1 \ V2 and E3 = E1 \ {e ∈ E1 | ∃f ∈
E2, e crosses f}. We note that the graph H we will be working with throughout the article
will be a subgraph of an auxiliary graph. Hence it will always come with a drawing.

I Definition 8. Let G be a grid graph and H be a vertex induced subgraph of Auxα(G)
with h vertices. Let f : N → N be a function. A subgraph C of H is said to be an f(h)-
PseudoSeparator of Auxα(G) if the size of every connected component in cc(H � C) is at
most f(h). The size of C is the total number of vertices and edges of C summed together.

For a vertex-induced subgraph H of Auxα(G), an f(h)-PseudoSeparator is a subgraph
C of H that has the property that, if we remove the vertices as well as all the edges that
cross one of the edges of the PseudoSeparator, the graph gets disconnected into small pieces.
Moreover for every edge e in H, if there exists distinct sets U1 and U2 in cc(H �C) such that
one of the endpoints of e is in U1 and the other is in U2, then there exists an edge f in C
such that e crosses f . Hence any path which connects two vertices in different components,
must either contain a vertex of C or must contain an edge that crosses an edge of C. We
divide the graph using this PseudoSeparator and give an algorithm which recursively solves
each subgraph and then combines their solution efficiently.

4.1 Constructing a Pseudoseparator
We briefly comment on how to construct a PseudoSeparator of a vertex induced subgraph
H of Auxα(G). First, we pick a maximal subset of edges from H so that no two edges cross
(see Defintion 9). Then we triangulate the resulting graph. This can be done in logspace.
Next, we use Imai et al.’s algorithm to find a separator of the triangulated graph. Call the
triangulated graph as Ĥ and the separator vertices as S. The vertex set of PseudoSeparator
of H will contain all the vertices of S and four additional vertices for each edge of Ĥ[S] that
is not present in H. The edge set of PseudoSeparator of H will contain all the edges of H
which are also in Ĥ[S] and four additional edges for each edge of Ĥ[S] that is not present in
H.

I Definition 9. Let G be a grid graph and H be a vertex induced subgraph of Auxα(G). We
define planar(H) as a subgraph of H. The vertex set of planar(H) is same as that of H.
For an edge e ∈ H, let l be the block to which e belongs and let w be the lowest indexed
vertex in that block. Then e = (cil(w), cjl (w)) is in planar(H) if there exists no other edge
f = (cxl (w), cyl (w)) in H such that min(x, y) < min(i, j) < max(x, y) < max(i, j).

In Lemma 10 we show that the graph planar(H) is indeed planar and prove a simple yet
crucial property of this graph, that would help us to construct the PseudoSeparator.
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I Lemma 10. Let G be a grid-graph and H be a vertex induced subgraph of Auxα(G). No two
edges of planar(H) cross each other. Moreover, for any edge e in H that is not in planar(H),
there exists another edge in planar(H) that crosses e.

Proof. Let l be a block of Auxα(G) and w be the smallest index vertex of l. Let e =
(cpl (w), cql (w)) and f = (crl (w), csl (w)) be two edges of H that cross. We have, by lemma
4, that either min(p, q) < min(r, s) < max(p, q) < max(r, s) or min(r, s) < min(p, q) <
max(r, s) < max(p, q). Hence, by our construction of planar(H), atmost one of e and f

belongs to it. Thus no two edges of planar(H) can cross.
For the second part, we will prove by contradiction. Let us assume that there exists

edges in H which is not in planar(H) and also not crossed by an edge in planar(H). We
pick edge e = (cpl (w), cql (w)) from them such that min(p, q) of that edge is minimum. Since
this edge is not present in planar(H), we have by definition, an edge f = (crl (w), csl (w))
such that min(r, s) < min(p, q) < max(r, s) < max(p, q). We pick the edge f for which
min(r, s) is minimum. Now, since this edge f is not present in planar(H), we have another
edge g = (cil(w), cjl (w)) in planar(H) such that min(i, j) < min(r, s) < max(i, j) < max(r, s).
We pick g such that min(i, j) is minimum and break ties by picking one whose max(i, j) is
maximum. Now, we have the following cases:
Case 1 (i < r < j < s): In this case, the edge cil(w), csl (w) will be present in H. Since

i < p < s < q, and i < min(r, s), this will contradict the way in which edge f was chosen.
Case 2 (i < s < j < r): In this case, the edge (crl (w), cjl (w)) will be present in H. This

edge will cross e and hence not be present in planar(H). Thus, we have an edge g′ =
(ci′l (w), cj

′

l (w)) in planar(H) such that min(i′, j′) < j < max(i′, j′) < r. We will thus have
two subcases.
Case 2a (i < min(i′, j′)): Here, we will have i < min(i′, j′) < j < max(i′, j′). Hence

this edge will cross g giving a contradiction to the first part of this lemma.
Case 2b (min(i′, j′) ≤ i): Here, this edge should have been chosen instead of g contra-

dicting our choice of g.
The analysis of two remaining cases where j < s < i < r and j < r < i < s are similar to
Cases 1 and 2 respectively. J

We next describe how to compute the triangulated planar graph Ĥ. Given H as an
input, we first find planar(H) using Lemma 10. We then triangulate planar(H) by first adding
edges in the boundary of each block as follows: let l be a block and v be a vertex in l. Let
p be the smallest positive integer such that the vertex cpl (v) is present in H. If the edge
(v, cpl (v)) is not present in planar(H), we add this in Ĥ. This procedure does not result in a
non-planar graph since no edge of planar(H) goes from one block to another. Every edge of l
is now inside the boundary cycle. Finally, we triangulate the rest of the graph and add the
triangulation edges to Ĥ. Note that this process can be done in logspace.

We will be using the following lemma which was proven by Imai et al.

I Lemma 11 ([9]). For every β > 0, there exists a polynomial time and Õ(h1/2+β/2) space
algorithm that takes a h-vertex planar graph P as input and outputs a set of vertices S,
such that |S| is O(h1/2+β/2) and removal of S disconnects the graph into components of size
O(h1−β).

For a subgraph H of Auxα(G), we construct the graph psep(H) in the following way.
(i) Construct Ĥ from H.
(ii) Find a set S of vertices in Ĥ which divides it into components of size O(n1−β) by

applying Lemma 11.
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(iii) Add each vertex of S to the set V (psep(H)) and each edge of Ĥ(S) which is also in H
to E(psep(H)).

(iv) Let e = (v, w) be a triangulation edge present in block l of Ĥ whose both endpoints are
in S. Let p and q be integers such that w = cpl (v) and v = cql (w). We add the following
set of at most four vertices and four edges to psep(H).
1. Let p1 < p be the largest integer such that an edge e1 with endpoints v and cp1

l (v)
exists.

2. Let p2 > p be the smallest integer such that an edge e2 with endpoints v and cp2
l (v)

exists.
3. Let q1 < q be the largest integer such that an edge e3 with endpoints cq1

l (w) and w
exists.

4. Let q2 > q be the smallest integer such that an edge e4 with endpoints cq2
l (w) and

w exists.
Note that the above edges could be directed either way. We add the vertices cp1

l (v),
cp2
l (v), cq1

l (w) and cq2
l (w) to V (psep(H)). For i = 1, 2, 3, 4, we add the edges ei to

E(psep(H)). We call these four edges as shadows of e.
In Lemma 12 we show that the set psep(H) is a PseudoSeparator of H.

I Lemma 12. Let G be a grid graph and H be a vertex induced subgraph of Auxα(G). The
graph psep(H) is a h1−β-PseudoSeparator of H.

To prove Lemma 12, we first show a property of triangulated graphs that we use in our
construction of PseudoSeparator. It is known that a simple cycle in a planar embedding of a
planar graph divides the plane into two parts. We call these two parts the two sides of the
cycle.

I Lemma 13. Let G be a triangulated planar graph and S be a subset of its vertices. For
every pair of vertex u, v which belong to different components of G \ S, there exists a cycle in
G[S], such that u and v belong to different sides of this cycle.

Proof. To prove the lemma, we first need some terminology. We call a set of faces an
edge-connected region if it can be constructed in the following way:

A set of a single face is an edge-connected region.
If a set F is an edge-connected region and f is a face that shares an edge with one of the
faces of F , then F ∪ {f} is an edge-connected region.

We can orient the edges of an undirected planar simple cycle to make it a directed
cycle. This can help us identify the two sides of the cycle as interior (left-side) and exterior
(right-side).

Let C be a component of G \ S and S′ be the set of vertices of S which are adjacent
to at least one of the vertices of C in G. Let F be the set of triangle faces of G to which
at least one vertex of C belongs. We first observe that for any face f of F , the vertices of
f will either belong to C or S′. We see that F is a region of edge-connected faces. Miller
proved that we could write the boundary of the region of edge-connected faces as a set of
vertex-disjoint simple cycles with disjoint exteriors [11]. These cycles will contain only the
vertices of S′. Hence the lemma follows. J

Proof of Lemma 12. Let C = psep(H). Let S be the set of vertices obtained from Ĥ by
using Lemma 11. We claim that if any two vertices u and v belong to different connected
components of Ĥ \ S, then it belongs to diffent components of cc(H � C). We prove this by
contradiction. Let us assume that it is not true. Then there is an edge from e in H and two
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(a) The s− t path takes a vertex of the separator.
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(b) The s− t path crosses an edge of the separator.

Figure 2

distinct sets U1 and U2 of Ĥ \ S such that one of the end point of e is in U1 and the other is
in U2. This edge e does not cross any of the edge of psep(H). Without loss of generality,
let e = (v, cpl (v)), where v ∈ U1 and cpl (v) is not in U1. (we pick the edge e such that p is
minimum) Due to Lemma 13, it follows that there exists a triangulation edge f such that
f = ((cql (v)), crl (v)) and that e crosses f . We orient the triangulation edge so that q < p < r.
Now, since e is not present in planar(H), by Lemma 10 there exists at least one edge that
crosses it and is present in planar(H). Let g = (csl (v), ctl(v)) be one such edge such that t− s
is maximum. We thus have the following cases:
Case 1 (s < q < p < r < t): In this case, since g crosses e, by Lemma 6, we have that the

edge e′ = (csl (v), cpl (v)) is also present in H. e′ also crosses f . Since p− s < p, existence
of e′ contradicts our choice of e.

Case 2 (q < t < p < s < r): In this case, since g crosses e, by Lemma 6, we have that the
edge e′ = (v, ctl(v)) is also present in H. e′ also crosses f . Since t < p, existence of e′
contradicts our choice of e.

Case 3 (q < s < p < t < r): In this case, since g crosses e, by Lemma 6, we have that
the edge e′ = (v, ctl(v)) is present in H. e′ also crosses f and hence e′ was not present
in planar(H). Thus there will exists an edge in planar(H) which crosses e′ by Lemma
10. Let g′ = (cs′

l (v), ct′l (v)) be the edge in planar(H) that crosses e′ such that t′ − s′ is
maximum. We see that t′ < q and s′ > r, for otherwise, existence of g′ will contradict
the way g is chosen. Now, since the edges g and g′ both cross e and g′ is closer to v than
g, by Lemma 7, the edge e′′ = (cs′

l (v), ctl(v)) will also be present in H. e′′ will cross f .
Now, any edge present in planar(H) that crosses e′′ will contradict our choice of g or g′.

Case 4 (t < q < p < r < s): In this case, the edge e′ = (csl (v), cpl (v)) will also be present
in H. e′ will cross f and hence will not be present in planar(H). Any edge present in
planar(H) that also crosses e′ will contradict the way g is chosen.

In other cases, if g is picked such that one of its vertices is common with f , then e will
cross a shadow edge of f giving a contradiction. If g is picked such that g cross f , then it
contradicts the fact that both of them are present in Ĥ. J

Summarizing Lemmas 11 and 12 we have Theorem 14.

I Theorem 14. Let G be a grid graph and H be a vertex induced subgraph of Auxα(G) with
h vertices. For any constant β > 0, there exists an Õ(h1/2+β/2) space and polynomial time
algorithm that takes H as input and outputs an h1−β-PseudoSeparator of size O(h1/2+β/2).

5 Algorithm to Solve Reachability in Auxiliary Graph

In this section, we discuss the grid graph reachability algorithm. Let G be a grid graph having
ñ vertices. By induction we assume that we have access to a vertex induced subgraph H of
Auxα(G), containing h vertices. Below we describe a recursive procedure AuxReach(H,x, y)
that outputs true if there is a path from x to y in H and outputs false otherwise.
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5.1 Description of the Algorithm AuxReach
First we construct a h1−β-PseudoSeparator C of H, using Theorem 14. We also ensure
that x and y are part of C (if not then we add them). Let I1, I2, . . . , Il be the connected
components of H � C.

We maintain an array called visited of size |C| to mark vertices or edges of the
PseudoSeparator C. Each cell of visited corresponds to a distinct vertex or edge of C.
For a vertex v in C, we set visited[v] := 1 if there is a path from x to v in H, else it is set to
0. For an edge e = (u, v) in C, we set visited[e] := u′ if (i) there is an edge f = (u′, v′) that
crosses e, (ii) there is a path from x to u′ in H and (iii) f is the closest such edge to u. Else
visited[e] is set to NULL. Initially, for all vertex v ∈ C, visited[v] := 0 and for all edges e ∈ C,
visited[e] := NULL. We say that a vertex v is marked if either visited[v] := 1 or visited[e] := v

for some edge e.
First set visited[x] := 1. We then perform an outer loop with h iteration and in each

iteration update certain entries of the array visited as follows. For every vertex v ∈ C, the
algorithm sets visited[v] := 1 if there is a path from a marked vertex to v such that the
internal vertices of that path all belong to only one component Ii. Similarly, for each edge
e = (u, v) of C, the algorithm sets visited[e] := u′ if (i) there exists an edge f = (u′, v′) which
crosses e, (ii) there is a path from a marked vertex to u′ such that the internal vertices
of that path all belong to only one component Ii and, (iii) f is the closest such edge to u.
Finally we output true if visited[y] = 1 else output false. We use the procedure AuxReach
recursively to check if there is a path between two vertices in a single connected component
of H � C. A formal description of AuxReach is given in Algorithm 1.

5.2 Proof of Correctness of AuxReach
Let P be a path from x to y in H. Suppose P passes through the components Iσ1 , Iσ2 , . . . , IσL

in this order. The length of this sequence can be at most |H|. As the path leaves the
component Iσj

and goes into Iσj+1 , it can do in the following two ways only:
i. The path exits Iσj

through a vertex w of PseudoSeparator as shown in Figure 2a. In
this case, Algorithm 1 would mark the vertex w.

ii. The path exits Iσj
through an edge (u, v) whose other endpoint is in Iσj+1 . By Lemma 7,

this edge will cross an edge e = (x′, y′) of the PseudoSeparator. In this case, Algorithm
1 would mark the vertex u′, such that there is an edge (u′, v′) that crosses e as well and
(u′, v′) is closer than (u, v) to x′ and there is a path in Iσj from a marked vertex to u′.
By Lemma 7, the edge (u′, v) would be present in H as well.

Thus after the j-th iteration, AuxReach would traverse the fragment of the path in the
component Iσj

and either mark its endpoint or a vertex which is closer to the edge e of C
which the path crosses. Finally, t would be marked after L iterations if and only if there is
a path from s to t in H. We give a formal proof of correctness in Lemma 15. For a path
P = (u1, u2, . . . ut), we define tail(P ) := u1 and head(P ) := ut.

I Lemma 15. Let G be a grid graph and H be a vertex induced subgraph of Auxα(G). Then
for any two vertices x, y in H, there is a path from x to y in H if and only if AuxReach(H,x, y)
returns true.

Proof. Firstly observe that a vertex is marked only if there is a path from some other marked
vertex to that vertex in H. Hence if there is no path from x to y then y is never marked by
AuxReach and hence AuxReach returns false.

Now let P be a path from x to y in H. We divide the path into subpaths P1, P2, . . . , Pl,
such that for each i, all vertices of Pi belong to U ∪ V (C) for some connected component U
in cc(H �C) and either (i) head(Pi) = tail(Pi+1), or (ii) ei = (head(Pi), tail(Pi+1)) is an edge
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Algorithm 1 AuxReach(H, s, t).

Input: A vertex induced subgraph H of Auxα(G) and two vertices x and y in H (let
G be an m×m grid graph and h = |V (H)|)

Output: true if there is a path from x to y in H and false otherwise
1 if h ≤ m1/8 then Use DFS to solve the problem; /* m is a global variable

where G is an m×m grid graph */
2 else
3 Compute a h1−β-PseudoSeparator C of H using Theorem 14;
4 C ← C ∪ {x, y};
5 foreach edge e in C do visited[e]← NULL;
6 foreach vertex v in C do visited[v]← 0;
7 visited[x]← 1;
8 for i = 1 to |H| do
9 foreach edge e = (u, v) ∈ C do

10 if ((∃ marked vertex w) · (∃U ∈ cc(H � C)) · (∃f = (u′, v′) such that f
crosses e and f is closest to u) · (AuxReach(H[U ∪ {w, u′}], w, u′) = true))
then

11 visited[e]← u′

12 end
13 end
14 foreach vertex v ∈ C do
15 if ((∃ marked vertex w) · (∃U ∈

cc(H � C)) · (AuxReach(H[U ∪ {w, v}], w, v) = true)) then
16 visited[v]← 1
17 end
18 end
19 end
20 if visited[y] = 1 then return true;
21 else return false;
22 end

that crosses some edge fi ∈ C. By Definition 8, we have that if condition (i) is true then
head(Pi) is a vertex in C, and if condition (ii) is true then head(Pi) and tail(Pi+1) belong to
two different components of cc(H � C) and ei is the edge between them.

We claim that after i-th iteration of loop in Line 8 of Algorithm 1, either of the following
two statements hold:
(I) head(Pi) is a vertex in C and visited[head(Pi)] = 1.
(II) There exists an edge fi = (ui, vi) of C such that the edge ei = (head(Pi), tail(Pi+1))

crosses fi and there is an edge gi = (u′i, v′i) which crosses fi as well, such that gi is
closer to ui than ei and visited[fi] = u′i.

We prove the claim by induction. The base case holds since x is marked at the beginning.
We assume that the claim is true after the (i− 1)-th iteration. We have that Pi belongs to
U ∪ V (C) for some connected component U in cc(H � C).
Case 1 (head(Pi−1) = tail(Pi) = w(say)): By induction hypothesis w was marked after

the (i − 1)-th iteration. If head(Pi) is a vertex in C then it will be marked after the
i-th iteration in Line 15. On the other hand if ei = (head(Pi), tail(Pi+1)) is an edge that
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crosses some edge fi = (ui, vi) ∈ C then in the i-th iteration in Line 10, the algorithm
marks a vertex u′i such that, gi = (u′i, v′i) is the closest edge to ui that crosses fi and
there is a path from w to u′i.

Case 2 (ei−1 = (head(Pi−1), tail(Pi)) is an edge that crosses some edge fi−1 =
(ui−1, vi−1) ∈ C): By induction hypothesis, there is an edge gi−1 = (u′i−1, v

′
i−1) which

crosses fi−1 as well, such that gi−1 is closer to ui−1 than ei−1 and visited[fi−1] = u′i−1.
By Lemma 7 there is an edge in H between u′i−1 and tail(Pi) as well. Now if head(Pi) is
a vertex in C then it will be marked after the i-th iteration in Line 15 by querying the
graph H[U ∪{u′i−1, head(Pi)}]. On the other hand if ei = (head(Pi), tail(Pi+1)) is an edge
that crosses some edge fi = (ui, vi) ∈ C then in the i-th iteration in Line 10, AuxReach
queries the graph H[U ∪ {u′i−1, u

′
i}] and marks a vertex u′i such that, gi = (u′i, v′i) is the

closest edge to ui that crosses fi and there is a path from u′i−1 to u′i. J

Our subroutine would solve reachability in a subgraph H (having size h) of Auxα(G).
We do not explicitly store a component of cc(H � C), since it might be too large. Instead,
we identify a component with the lowest indexed vertex present in it and use Reingold’s
algorithm on H � C to determine if a vertex is present in that component. We require
Õ(h1/2+β/2) space to compute a h1−β-PseudoSeparator by Theorem 14. We can potentially
mark all the vertices of the PseudoSeparator and for each edge of PseudoSeparator we mark
at most one additional vertex. Since the size of PseudoSeparator is at most O(h1/2+β/2), we
require Õ(h1/2+β/2) space. The algorithm recurses on a graph with h1−β vertices. Hence
the depth of the recursion is at most 3/(log(1− β)−1), which is a constant.

Since the graph H is given implicitly in our algorithm, there is an additional polynomial
overhead involved in obtaining its vertices and edges. However, the total time complexity
would remain a polynomial in the number of vertices since the recursion depth is constant.

I Lemma 16. Let G be an m×m grid graph and H be a vertex induced subgraph of Auxα(G)
with h vertices. For every β > 0, AuxReach runs in Õ(h̃1/2+β/2) space and polynomial time.

Proof. Since the size of a component U in cc(H �C) might be too large, we will not explicitly
store it. Instead we identify a component by the lowest index vertex present in it and use
Reingold’s algorithm on H � C to determine if a vertex is present in U . Let S(m,h) and
T (m,h) denote the space and time complexity functions respectively of AuxReach, where G
is an m×m grid graph and h is the number of vertices in the graph H. As noted earlier the
depth of the recursion is at most d := 3/(log(1− β)−1).

Consider S(m,h) for any h > m1/8. By Theorem 14, we require Õ(h1/2+β/2) space to
execute Line 3. We can potentially mark all the vertex of C and for each edge e of C we
store at most one additional vertex in visited[e]. Since the size of C is at most O(h1/2+β/2),
we require Õ(h1/2+β/2) space to store C. By induction, a call to AuxReach in line 10 and 15
requires S(m,h1−β) space which can be subsequently reused. Hence the space complexity
satisfies the following recurrence. Then,

S(m,h) =
{
S(m,h1−β) + Õ(h1/2+β/2) h > m1/8

Õ(h) otherwise.

Solving we get S(m,h) = Õ(h1/2+β/2 +m1/4).
Next we measure the time complexity of AuxReach. Consider the case when h > m1/8.

The total number of steps in AuxReach is some polynomial in h, say p. Moreover AuxReach
makes q calls to AuxReach, where q is some other polynomial in h. Hence q(h) ≤ p(h). Then,

T (m,h) =
{
q · T (h1−β) + p h > m1/8

O(h) otherwise.

Solving the above recurrence we get T (m,h) = O(p · qd +m1/4) = O(p2d +m1/4). J
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6 Solving Grid Graph

Let G be an m×m grid graph. As mentioned in the introduction, our objective is to run
Algorithm 1 on the graph Auxα(G). By definition of Auxα(G), for every pair of vertices x, y
in Auxα(G), there is a path from x to y in Auxα(G) if and only if there is a path from x to
y in G. Hence it is sufficient to work with the graph Auxα(G). However, we do not have
explicit access to the edges of Auxα(G). Note that we can obtain the edges of Auxα(G) by
solving the corresponding subgrid of G to which that edge belongs. If the subgrid is small
enough, then we use a standard linear space traversal algorithm. Otherwise, we use our
algorithm recursively on the subgrid. Algorithm 2 outlines this method.

Algorithm 2 GridReach(Ĝ, ŝ, t̂, m).

Input: A grid graph Ĝ and two vertices ŝ, t̂ of Ĝ and a positive integer m
Output: true if there is a path from s to t in G and false otherwise
if Ĝ is smaller than m1/8 ×m1/8 grid then

Use Depth-First Search to solve the problem;
end
else

Use ImplicitAuxReach(Auxα(G), ŝ, t̂) to solve the problem;
/* ImplicitAuxReach executes the same way as AuxReach except for the

case when it queries an edge (u, v) in a block B of Auxα(G). In
this case, the query is answered by calling GridReach(B, u, v,m)
where B is the subgrid in which edge (u, v) might belong. */

end

Consider an m̂ × m̂ grid graph Ĝ. Let S(m̂) be the space complexity and T (m̂) be
the time complexity of executing GridReach on Ĝ. Note that the size of Auxα(Ĝ) is at
most m̂1+α. For m̂ > m1/8, the space required to solve the grid-graph would be S(m̂) =
S(m̂1−α) + Õ((m̂1+α)1/2+β/2). This is because, a query whether (u, v) ∈ Ĝ would invoke a
recursion which would require S(m̂1−α) space and the main computation of ImplicitAuxReach
could be done using Õ((m̂1+α)1/2+β/2) space. Hence we get the following recurrence for
space complexity.

S(m̂) =
{
S(m̂1−α) + Õ((m̂1+α)1/2+β/2) m̂ > m1/8

Õ(m̂1/4) otherwise

Similar to the analysis of AuxReach, for appropriate polynomials p and q, the time complexity
would satisfy the following recurrence:

T (m̂) =
{
q(m̂) · T (m̂1−α) + p(m̂) m̂ > m1/8

O(m̂) otherwise.

Solving we get S(m) = Õ(m1/2+β/2+α/2+αβ/2) and T (m) = poly(m). For any constant ε > 0,
we can chose α and β such that S(m) = O(m1/2+ε).
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Abstract
We consider the popular matching problem in a graph G = (V, E) on n vertices with strict preferences.
A matching M is popular if there is no matching N in G such that vertices that prefer N to M

outnumber those that prefer M to N . It is known that it is NP-hard to decide if G has a popular
matching or not. There is no faster algorithm known for this problem than the brute force algorithm
that could take n! time. Here we show a simply exponential time algorithm for this problem, i.e.,
one that runs in O∗(kn) time, where k is a constant.

We use the recent breakthrough result on the maximum number of stable matchings possible in
such instances to analyze our algorithm for the popular matching problem. We identify a natural
(also, hard) subclass of popular matchings called truly popular matchings and show an O∗(2n) time
algorithm for the truly popular matching problem.
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1 Introduction

Consider a matching problem in a graph G = (V,E) on n vertices where each vertex has a
strict ranking of its neighbors: such a graph is called a roommates instance. Matching M
in G is stable if M has no blocking edge, i.e., an edge (u, v) such that both u and v prefer
each other to their respective assignments in M . Stable matchings need not exist in G and a
classical problem here is the stable roommates problem, i.e., does G admit a stable matching?
There are several polynomial time algorithms [24, 30, 31] to solve this problem.

We consider a more relaxed notion of stability called popularity. A vertex u prefers
matching M to matching N if either (i) u is matched in M and unmatched in N or (ii) u
is matched in both M,N and prefers its partner in M to its partner in N . For any two
matchings M0 and M1, let φ(M0,M1) be the number of vertices that prefer M0 to M1.

I Definition 1. A matching M in G = (V,E) is popular if φ(M,N) ≥ φ(N,M) for every
matching N , i.e., ∆(N,M) ≤ 0 where ∆(N,M) = φ(N,M)− φ(M,N).

In an election betweenM and N where vertices cast votes, φ(M,N) is the number of votes
won by M and φ(N,M) is the number of votes won by N . By definition, a popular matching
never loses an election to another matching; thus it is a weak Condorcet winner [5, 6] in the
corresponding voting instance. Every stable matching in G is also popular [4, 17].

There are roommates instances with no stable matchings but with popular matchings, as
shown in Fig. 1. Vertex a prefers b to c while b prefers c to a, and c prefers a to b. The last
choice of a, b, c is d and d’s preference is a � b � c. This instance has no stable matching,
however it has 2 popular matchings M1 = {(a, d), (b, c)} and M2 = {(a, c), (b, d)}.
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Figure 1 An instance with no stable matching, however it has two popular matchings. Numbers
on edges indicate their preferences. The vertex d is the last choice of a, b, c and d’s last choice is c.

Popular matchings need not always exist in a roommates instance. Consider the above
instance without the vertex d. In any matching in the resulting instance, one of a, b, c (each
is a top choice neighbor for some vertex) has to be left unmatched. Hence for any matching
here, there is a more popular matching.

Popularity is a natural notion of “global stability” and popular matchings may exist in
roommates instances with no stable matchings. The popular roommates problem is to decide
if a given instance G = (V,E) admits a popular matching or not. Unlike stable matchings,
it is NP-hard to decide if a roommates instance admits a popular matching or not [13, 18].
There is no faster algorithm known for the popular roommates problem than the brute force
algorithm that goes through all matchings in G and tests each for popularity. This algorithm
could take n! time. Can a faster algorithm be shown for the popular roommates problem?

1.1 Our results
Our main result is a simply exponential time algorithm for the popular roommates problem.
Note that O∗(kn) denotes O(kn · poly(n)).

I Theorem 2. Given a roommates instance G = (V,E) on n vertices with strict preferences,
the popular roommates problem can be solved in O∗(kn) time, where k is a constant.

When there is a cost function on the edge set, our algorithm also solves the min-cost
popular matching problem. Regarding the constant k in the O∗(kn) running time, we show
that k ≤ 3c where c is the constant involved in the recent breakthrough result [25] that
showed an upper bound of cn on the maximum number of stable matchings in a bipartite
graph with n vertices on each side. It is known [25, 32] that c0 ≤ c ≤ 217 where c0 ≈ 2.28.

We also identify a natural subclass of popular matchings called truly popular matchings;
these are popular matchings that are also popular fractional matchings (defined in Section 2).
The NP-hardness proof of the popular roommates problem [13] shows that the problem of
deciding if a roommates instance admits a truly popular matching or not is NP-hard. We
show an algorithm with running time O∗(2n) for the truly popular matching problem in a
roommates instance G on n vertices.

I Theorem 3. Given a roommates instance G = (V,E) on n vertices with strict preferences,
the problem of deciding whether G admits a truly popular matching or not can be solved in
O∗(2n) time.

1.2 Background and related results
The notion of popularity was proposed by Gärdenfors [17] in 1975 in bipartite graphs. Popular
matchings always exist in bipartite graphs with strict preferences since stable matchings
always exist here [16]. During the last 10-15 years, algorithms for popular matchings in
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bipartite graphs have been well-studied [1, 7, 8, 20, 22, 23, 26, 27, 28]: some of these results
are in the domain of one-sided popularity, i.e., vertices on only one side of the bipartite
graph have preferences.

In comparison, there are not many positive results for popular matchings in non-bipartite
graphs. It was shown in [2] that given a matching M , it can be tested in polynomial time
whether M is popular or not, even when there are ties in preference lists. It was shown in
[21] that every roommates instance G admits a matching with unpopularity factor O(logn).

The popular roommates problem is NP-hard [13, 18]. In a complete graph on n vertices,
this problem can be efficiently solved when n is odd, however it is NP-hard for even n [9].
The max-size popular matching problem is NP-hard even in instances with stable matchings
(these are min-size popular matchings) [3]. The only known tractable subclasses of popular
matchings are the class of stable matchings and the class of strongly dominant matchings [13]
(a subclass of max-size popular matchings). When G has bounded treewidth, the min-cost
popular matching problem can be solved in polynomial time [13].

There is a vast literature on fast exponential time algorithms for NP-hard problems and
we refer to the book [15] on this subject. Fast exponential time algorithms for some hard
problems in matchings under preferences are known: one such problem is the sex-equal
stable marriage problem in bipartite graphs where the objective is to find a “fair” stable
matching. When the length of preference lists of vertices on one side of the bipartite graph
is bounded from above by a small value, a fast exponential time algorithm for finding a fair
stable matching is known [29].

1.3 Our techniques

Let G = (V,E) be the given roommates instance. It follows from LP-duality that every
popular matching M in G has a witness to its popularity (Section 2 has these details).
Witnesses have been used to show several results for popular matchings in bipartite graphs [13,
23, 27, 28]. Witnesses for popular matchings in non-bipartite graphs are more complicated
than those in bipartite graphs. In non-bipartite graphs, witnesses have been used in [3, 9, 13]
as certificates of popularity, i.e., to prove that certain matchings are popular.

In this paper we show a necessary condition for popularity in terms of witnesses. We
then use this necessary condition to show a decomposition result for popular matchings: we
show that every popular matching can be partitioned into a stable part and a truly popular
part. Truly popular matchings are a new subclass of popular matchings introduced here and
we characterize these matchings in terms of witnesses.

We use this characterization of truly popular matchings to show that every such matching
can be realized as a stable matching in one of 2n new roommates instances. In bipartite
graphs, a mapping from a subset of max-size popular matchings to the set of stable matchings
in a larger graph was shown in [8]. Our mapping from the set of truly popular matchings to
the union of sets of stable matchings in 2n graphs may be regarded as an extension of this.
Our mapping is more complicated than the one in [8].

Organization of the paper. Section 2 discusses preliminaries. Witnesses for popular
matchings and our main algorithmic result are in Section 3. Our fast exponential time
algorithm for truly popular matchings is in Section 4.
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2 Preliminaries

Our input is G = (V,E) on n vertices and m edges where every vertex has a strict preference
list ranking its neighbors. It would be convenient to regard every matching in G as a perfect
matching, hence we augment G with self-loops so that every vertex is its own last choice
neighbor. Thus any matching M in G becomes a perfect matching by including self-loops for
vertices left unmatched.

Given a (perfect) matching M , consider the following edge weight function. For any edge
(u, v) in E:

let wtM (u, v) =


2 if (u, v) is a blocking edge to M
−2 if u and v prefer their respective partners in M to each other
0 otherwise.

For any edge (u, v), note that wtM (u, v) = voteu(v,M(u)) + votev(u,M(v)), where for
any pair of adjacent vertices u and v, voteu(v,M(u)) is u’s vote for v versus M(u): it is 1 if
u prefers v to M(u), it is -1 if u prefers M(u) to v, and 0 otherwise, i.e., v = M(u).

For any vertex u, define wtM (u, u) = voteu(u,M(u)) where voteu(u,M(u)) = 0 if the
perfect matching M includes the self-loop (u, u), else wtM (u, u) = −1. For any perfect
matching N , we have:

wtM (N) =
∑

(u,v)∈N

wtM (u, v) =
∑
u∈V

voteu(N(u),M(u)) = φ(N,M)−φ(M,N) = ∆(N,M).

Matching M is popular if and only if ∆(N,M) = wtM (N) ≤ 0 for all matchings N , i.e., if
and only if every perfect matching in G with edge weight function wtM has weight at most 0.
Since wtM (M) = 0, a max-weight perfect matching has weight exactly 0. The max-weight
perfect matching LP in G is described below.

maximize
∑
e∈E′

wtM (e) · xe (LP1)

subject to∑
e∈δ′(u) xe = 1 ∀u ∈ V∑
e∈E[B]

xe ≤ b|B|/2c ∀B ∈ Ω and xe ≥ 0 ∀ e ∈ E′.

Here E′ is the set of edges in the graph G augmented with self-loops and δ′(u) =
δ(u) ∪ {(u, u)} is the set of edges incident to u. Also, Ω is the collection of all odd-sized sets
B ⊆ V with |B| ≥ 3. Note that E[B] is the set of edges in E with both endpoints in B and
self-loops do not belong to E[B]. Consider LP2: this is the dual LP corresponding to LP1.

minimize
∑
u∈V

αu +
∑
B∈Ω
b |B|/2 c · zB (LP2)

subject to

αu + αv +
∑

B∈Ω
u,v∈B

zB ≥ wtM (u, v) ∀ (u, v) ∈ E

αu ≥ wtM (u, u) ∀u ∈ V and zB ≥ 0 ∀B ∈ Ω.

Thus M is popular if and only if the optimal solution to LP2 is 0, i.e., if and only if there
exists a feasible solution (~α, ~z) to LP2 such that

∑
u∈V αu +

∑
B∈Ωb |B|/2 c · zB = 0.
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I Definition 4. For a popular matching M , an optimal solution (~α, ~z) to LP2 is called a
witness.

Popular fractional matchings. Recall that G is augmented with self-loops, so it has m+ n

edges. A vector ~p ∈ Rm+n
≥0 such that

∑
e∈δ′(u) pe = 1 for all vertices u is a (perfect) fractional

matching in G. The notion of popularity extends to fractional matchings as well. Here we
compare an integral matching M with a fractional matching ~p as follows:

∆(~p,M) =
∑
u∈V

voteu(~p,M) =
∑
u∈V

∑
v∈Nbr′(u)

p(u,v) · voteu(v,M(u)),

where Nbr′(u) = Nbr(u) ∪ {u}. Note that Nbr(u) is the set of u’s neighbors in the original
graph G (without self-loops).

An integral matching M is a popular fractional matching if ∆(~p,M) ≤ 0 for all fractional
matchings ~p in G. Every popular matching in G need not be a popular fractional matching.
See the instance G in Fig. 2 where vertex preferences are indicated on edges.

Here a is the top choice of b, c, s while b and c are each other’s second choices. Vertex a’s
preference order is b � c � s. Vertex q’s order is r � s and r’s order is s � q, and s’s order
is a � q � r.
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Figure 2 The half-integral matching on the right with a value of 1/2 on the dashed edges is more
popular than M = {(a, s), (b, c), (q, r)}. Note that M is a popular matching.

B Claim 5. M = {(a, s), (b, c), (q, r)} is popular in G (see Fig. 2), however M is not a
popular fractional matching in G.

Proof. We prove the popularity ofM via the witness (~α, ~z) where αa = αr = 1 and αb = αc =
αq = αs = −1 along with z{a,b,c} = 2 and zB = 0 for all other odd sets B. It is easy to check
that (~α, ~z) satisfies the constraints in LP2. Also

∑
u αu +

∑
Bb|B|/2czB = 2− 4 + 2 = 0.

Thus M is popular in G.
However M is not a popular fractional matching in G. We will show a more popular

fractional matching. Consider the half-integral matching ~p indicated on the right in Fig. 2.
So pe = 1/2 for e ∈ {(a, b), (b, c), (c, a), (q, r), (r, s), (s, q)}. We have ∆(~p,M) = 5/2− 3/2 = 1
since ~p gets the vote of a and 1/2-votes of b, c, r while M gets the vote of s and 1/2-vote of
q. Thus ~p defeats M , so M is not a popular fractional matching in G. C

Hence a popular matching may lose an election against a fractional matching. We
introduce the following natural subclass of popular matchings.

I Definition 6. A matching M in G is truly popular if M is a popular fractional matching.

Thus M is a truly popular matching if ∆(~p,M) ≤ 0 for all fractional matchings ~p. The
NP-hardness proof of popular roommates problem in [13] implies that the problem of deciding
if a roommates instance G admits a truly popular matching or not is also NP-hard.

Note that a roommates instance may admit popular matchings but no truly popular
matching. For instance,M = {(a, s), (b, c), (q, r)} is the only popular matching in the instance
given in Fig. 2 and we know from Claim 5 that M is not truly popular.

FSTTCS 2019



20:6 Popular Roommates in Simply Exponential Time

3 An algorithm for the popular roommates problem

In this section we show that every popular matching admits a witness with certain structure.
This will be used in a structural decomposition result and our algorithm for the popular
roommates problem is based on this decomposition.

3.1 Popular matchings and witnesses
In this section we study witnesses for popular matchings. Our first result is the following.

I Lemma 7. Let M be a popular matching in G. Then M has a witness (~α, ~z) such that
~α ∈ {0,±1}n and zB ∈ {0, 1, 2} for all B ∈ Ω.

Proof. Let M be a popular matching in G. Consider LP1 from Section 2: this is the LP
for max-weight perfect matching in the graph G augmented with self-loops and with edge
weights given by wtM . Since wtM (M) = ∆(M,M) = 0, the characteristic vector of M is an
optimal solution to LP1. The constraint system corresponding to LP1 is totally dual integral
(TDI) [10]. Thus there is an optimal integral solution (~α, ~z) to the dual LP, i.e., LP2.

We have αu ≥ wtM (u, u) ≥ −1 for all vertices u. Moreover, if (u, u) ∈M , this constraint
is tight by complementary slackness: so αu = wtM (u, u) = 0 for such a vertex u. Similarly,
for a vertex u matched to a non-trivial neighbor in M (say, (u, v) ∈ M), we have by
complementary slackness:

αu + αv +
∑
B∈Ω
u,v∈B

zB = wtM (u, v) = 0. (1)

Since zB ≥ 0 for all B, this means αu + αv ≤ 0, so αu ≤ −αv ≤ 1. Hence ~α ∈ {0,±1}n.
Let B ∈ Ω be such that zB > 0. Then complementary slackness on LP1 implies:∑

e∈E[B]

xe = b |B|/2 c. (2)

Since |B| ≥ 3, any B ∈ Ω with zB > 0 has at least 1 matched edge in it. Let (u, v) ∈
M ∩ E[B]. Then non-negativity of zB-values and (1) imply that zB ≤ −(αu + αv) ≤ 2.
Hence zB ∈ {0, 1, 2} for every B ∈ Ω. J

We now characterize truly popular matchings in terms of witnesses.

I Theorem 8. A matching M is truly popular iff M has a witness (~α, ~z) such that ~α ∈
{0,±1}n and ~z = ~0.

Proof. We assume G is augmented with self-loops, so any fractional matching ~p becomes a
perfect fractional matching by using self-loops. For any perfect fractional matching ~p in G:
(recall that E′ = E ∪ {(u, u) : u ∈ V })

wtM (~p) =
∑
e∈E′

pe · wtM (e) =
∑
u∈V

∑
v∈Nbr′(u)

p(u,v) · voteu(v,M(u)) = ∆(~p,M).

Thus M is a popular fractional matching if and only if wtM (~p) = ∆(~p,M) ≤ 0 for all
fractional matchings ~p. Consider LP3 given below. LP3 is the max-weight perfect fractional
matching LP in the graph G with edge weight function wtM . LP4 is the dual of LP3.

Suppose M is a matching in G with a witness (~α,~0) for some ~α ∈ {0,±1}n. So:
(i)
∑
u αu = 0, (ii) αv ≥ wtM (v, v) ∀ v ∈ V , and (iii) αu + αv ≥ wtM (u, v) ∀ (u, v) ∈ E.
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max
∑
e∈E′

wtM (e) · xe (LP3)

s.t.
∑

e∈δ′(u)

xe = 1 ∀u ∈ V

xe ≥ 0 ∀ e ∈ E′.

min
∑
u∈V

αu (LP4)

s.t. αu + αv ≥ wtM (u, v) ∀ (u, v) ∈ E
αu ≥ wtM (u, u) ∀u ∈ V

It follows from properties (ii) and (iii) stated above that ~α is a feasible solution to LP4.
It follows from property (i) that the optimal value of LP4 is at most 0. Thus the optimal
value of LP3 is at most 0. Since wtM (M) = ∆(M,M) = 0, this means that M is an optimal
solution to LP3. So wtM (~p) ≤ wtM (M) = 0 for all fractional matchings ~p. Thus ∆(~p,M) ≤ 0
for all fractional matchings ~p, i.e., M is a popular fractional matching.

Conversely, suppose M is a truly popular matching in G. So M is a popular fractional
matching in G. Hence ∆(~p,M) ≤ 0 for all perfect fractional matchings ~p, thus wtM (~p) =
∆(~p,M) ≤ 0. Since wtM (M) = 0, this means M is an optimal solution to LP3.

B Claim 9. LP4 has an optimal solution that is integral.

The proof of Claim 9 is given below. Let ~α be an optimal solution of LP4 that is integral.
We have αu ≥ wtM (u, u) from the constraints. Since wtM (u, u) ≥ −1, we have αu ≥ −1 for all
vertices u. It follows from complementary slackness conditions that αu +αv = wtM (u, v) = 0
for every edge (u, v) ∈M . Since αv ≥ −1, it follows that αu ≤ 1.

It also follows from complementary slackness conditions that αu = wtM (u, u) = 0 for
every vertex u matched in M along the self-loop (u, u). Thus M has a witness (~α,~0) such
that ~α ∈ {0,±1}n. J

Proof of Claim 9. Let ~α be any extreme point of the feasible region of LP4. So we have
A~α = b for some submatrix A of the constraint matrix of LP4. Some of the tight constraints
are of the type αu = wtM (u, u): this immediately implies αu is either 0 or −1, i.e., these
coordinates in ~α are integral. Let us remove these constraints from A~α = b, so we have
A′~α′ = b′ where all the constraints are of the type αu + αv = wtM (u, v) for (u, v) ∈ E. So
~α′ = A′−1 · b′.

It is easy to see that all entries in A′−1 are half-integral. This follows from the fact that
the fractional matching polytope of G is half-integral: this is due to the integrality of the
fractional matching polytope in bipartite graphs (Birkhoff-von Neumann theorem).

Since wtM (e) ∈ {0,±2} for every e ∈ E, every entry in b′ is an even integer. Hence
~α′ = A′−1 · b′ is an integral vector. Thus ~α is integral. C

Hence M is a truly popular matching if and only if M has a witness (~α,~0) such that
~α ∈ {0,±1}n. For the sake of brevity, we will say ~α is a witness of M .

3.2 A decomposition result for popular matchings
The following theorem shows that every popular matching in G can be partitioned into a
stable part and a truly popular part. This decomposition resembles a result from [8] that
shows that every popular matching M in a bipartite graph can be decomposed into a stable
part and a dominant1 part.

1 A popular matching N is dominant if N is more popular than any larger matching.
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I Theorem 10. Let M be a popular matching in G = (V,E). Then M = M0 ∪M1 such that
1. M0 is stable in the subgraph induced on some subset C ⊆ V ;
2. M1 is truly popular in the subgraph induced on V \ C.

Proof. We know from Lemma 7 that every integral witness (~α, ~z) of a popular matching M
satisfies ~α ∈ {0,±1}n and zB ∈ {0, 1, 2} for all B ∈ Ω. Let (~α, ~z) be an integral witness of
M such that the sets B with zB > 0 form a laminar family B. The primal-dual algorithm of
Edmonds [12] shows that M has such a witness.

Let B1, . . . , Bk be the maximal sets in B. We know from (2) that each Bi ∈ B has
b|Bi|/2c edges of M within it. For 1 ≤ i ≤ k, let bi be the lone vertex in Bi that is not
matched to a vertex inside Bi. That is, every vertex in Bi \ {bi} is matched in M to another
vertex in Bi \ {bi}. Let C denote the vertex set ∪ki=1(Bi \ {bi}).

Let M0 be the matching M restricted to the subgraph induced on C and let M1 be the
matching M restricted to the subgraph induced on V \ C. Observe that M = M0 ∪M1.
Claim 11 and Claim 12 show that M0 and M1 are what we seek.

B Claim 11. The matching M0 is stable in the subgraph induced on C.

B Claim 12. The matching M1 is truly popular in the subgraph induced on V \ C.

Claim 11 and Claim 12 are proved below. This finishes the proof of Theorem 10. J

Proof of Claim 11. We will prove the stability of M0 by showing that no edge with both
endpoints in C blocks M . Consider any edge (u, v) with u, v ∈ C. We know that αu + αv +∑

B∈B
u,v∈B

zB ≥ wtM (u, v).

B is a laminar family. Let B′ ⊆ B be the collection of sets with both u and v. We need
to bound

∑
B∈B′ zB . Let B′ be the minimal set in B′. It follows from (2) that the partner of

at least one of u, v (say, u) is in B′ and hence in every set in B′. So we can use (1) for the
pair u,M(u) to bound

∑
B∈B′ zB . Since αu, αM(u) ≥ −1, we have

∑
B∈B′ zB ≤ 2.

The definition of C implies that every vertex x ∈ C is matched in M to another vertex
M(x) in C. Moreover there is some Bi ∈ B such that x,M(x) ∈ Bi. Thus

∑
B∈B:x,M(x)∈B zB

is at least 1 and so αx + αM(x) ≤ −1 by (1). Hence αx is in {0,−1} for every x ∈ C.
Suppose αu = 0. Then αu + αM(u) +

∑
B:u,M(u)∈B zB = wtM (u,M(u)) = 0 along with

αu = 0 and αM(u) ≥ −1 implies that
∑
B:u,M(u)∈B zB ≤ 1. Since this sum is integral

and positive, it equals 1. So wtM (u, v) ≤ 1 in this case. Similarly, when αu = −1,
wtM (u, v) ≤ αu + αv +

∑
B∈B′ zB ≤ −1 + 0 + 2 = 1. Hence in both cases, wtM (u, v) ≤ 0

(since it is in {0,±2}).
So there is no blocking edge to M with both endpoints in C. Thus M0 is stable in the

subgraph induced on C. C

Proof of Claim 12. Let (~α, ~z) be M ’s witness using which C was defined. We claim (~α,~0) is a
witness for M1 in the subgraph induced on V \ C. So we need to show that

∑
u∈V \C αu = 0

and αu + αv ≥ wtM1(u, v) = wtM (u, v) for every edge (u, v) in this subgraph. We already
know that αu ≥ wtM1(u, u) = wtM (u, u) for all u ∈ V .

We have αu + αv +
∑
B:u,v∈B zB ≥ wtM (u, v) for every edge (u, v) in G. There is no

B ∈ B that contains two vertices in V \ C. Thus
∑
B:u,v∈B zB = 0 and so we have the

desired constraint αu + αv ≥ wtM (u, v) for every edge (u, v) in this subgraph.
For any vertex u ∈ V \C that is matched in M , its partner M(u) = v is also in V \C and
we have αu + αv = wtM (u, v) = 0 by complementary slackness (see (1)). For any vertex
u matched in M along its self-loop, αu = wtM (u, u) = 0. Thus

∑
u∈V \C αu = 0. C
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The proof of Theorem 10 allows us to show a more structured partition of popular
matchings as stated in Lemma 13 below. Call a truly popular matching M special if M
admits a witness ~α ∈ {±1}n.

I Lemma 13. Let M be a popular matching in G = (V,E). Then M = M ′0 ∪M ′1 where
M ′0 is a stable matching in the subgraph induced on some U ⊆ V and M ′1 is a special truly
popular matching in the subgraph induced on V \ U .

Proof. We will use Theorem 10 here. Let B ⊆ Ω, C ⊆ V , and ~α ∈ {0,±1}n be as defined in
the proof of Theorem 10. Let U = C ∪ {u ∈ V \ C : αu = 0}.

Let M ′0 be the matching M restricted to the subgraph induced on U . Since U ⊇ C, we
haveM ′0 ⊇M0, whereM0 was defined in Theorem 10. We claimM ′0 is stable in the subgraph
induced on U . It follows from the proofs of Claim 11 and Claim 12 that there is no blocking
edge (u, v) to M ′0 where both u, v ∈ C or both u, v ∈ U \ C (in this case αu = αv = 0). So
what we need to show now is that there is no blocking edge (u, v) to M ′0 where u ∈ C and
v ∈ U \ C.

If there is no B ∈ B such that u, v ∈ B then wtM (u, v) ≤ αu + αv ≤ 0. Suppose there is
some B ∈ B with u, v ∈ B. It follows from (2) and the definition of C that u and its partner
M(u) are in B. We know from the proof of Claim 11 that either (i) αu = −1 or (ii) αu = 0
and

∑
B:u,M(u)∈B zB ≤ 1. Since αv = 0, this means that αu + αv +

∑
B:u,v∈B zB ≤ 1. So

wtM (u, v) ≤ 1, i.e., wtM (u, v) ≤ 0 (since it is even). Thus (u, v) does not block M .
So M ′0 is stable in the subgraph induced on U . Let M ′1 be the matching M restricted to

the subgraph induced on V \ U . It follows from the definition of U that M ′1 has a witness ~α
where αu ∈ {±1} for all u ∈ V \ U . Hence M ′1 is a special truly popular matching in the
subgraph induced on V \ U . J

3.3 Our algorithm
We present our algorithm for the popular roommates problem. The input is G = (V,E).
1. For each U ⊆ V do:

a. For each stable matching S in the subgraph induced on U do:
b. For each special truly popular matching T in the subgraph induced on V \ U do:

If S ∪ T is popular in G then return S ∪ T .
2. Return “G has no popular matching”.

A matching M can be tested for popularity via LP1 (see Section 2). There are also
combinatorial algorithms [2, 22] to check if a given matching in a roommates instance is
popular or not. Lemma 13 shows that every popular matching M admits a decomposition as
M = S ∪ T where S is stable in some subgraph and T is a special truly popular matching in
the remaining part of G. Thus if no matching of the form S ∪ T is popular then G has no
popular matching. This proves the correctness of our algorithm.

Implementation. All stable matchings in the graph GU = (U,E′) induced on U can be
listed by enumerating all stable matchings in the bipartite graph G′U = (U ′ ∪ U ′′, E′′) [11]
where U ′ = {u′ : u ∈ U} and U ′′ = {u′′ : u ∈ U}; for every edge (u, v) in GU , there are 2
edges (u′, v′′) and (v′, u′′) in G′U . Preferences in G′U are inherited from GU . Every matching
in the bipartite graph G′U becomes a half-integral matching in the given graph GU .

It is known how to enumerate all stable matchings in a bipartite graph in O∗(s) time
where s is the number of stable matchings in this bipartite graph [19]. It was recently
shown [25] that the maximum number of stable matchings possible in a bipartite graph with
n vertices on each side is cn for some constant c. Thus in O∗(cn) time we can enumerate all
stable matchings in a roommates instance on n vertices.
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We bound the running time of our algorithm via the following bound on the number of
“special truly popular” matchings present in a roommates instance. Here c is the constant
from [25] that was used in the paragraph above.

I Lemma 14. A roommates instance H on t vertices has at most (2c)t special truly popular
matchings.

The proof of Lemma 14 shows that every special truly popular matching in H can be
realized as a stable matching in one of 2t roommates instances, each on t vertices. This proof
is given in Section 4.1.

Running time of our algorithm. The total number of candidate matchings tested by our
algorithm is at most:

n∑
i=0

(
n

i

)
· ci · (2c)n−i = cn ·

n∑
i=0

(
n

i

)
2n−i = (3c)n.

In the summation above, ci is the bound on the number of stable matchings in the
subgraph GU induced on U (where |U | = i) and the second term, which is (2c)n−i, is the
bound on the number of special truly popular matchings in the subgraph GW induced on
W = V \ U (note that |V \ U | = n− i). This proves Theorem 2 stated in Section 1.

4 Truly popular matchings

In this section we use the characterization of truly popular matchings from Theorem 8 to
show a fast exponential time algorithm for the problem of deciding if G admits a truly
popular matching or not. Our algorithm goes through all S ⊆ V and checks if there is a
popular matching in G with a witness ~α such that αv = 0 for all v ∈ S and αv ∈ {±1} for
all v ∈ V \ S. So the problem we look to efficiently solve is:

∗ given S ⊆ V , is there a truly popular matching in G with a witness ~α ∈ {0,±1}n such
that αv = 0 if and only if v ∈ S.

We will now show an efficient algorithm for the above problem. We solve this problem
by posing it as a stable roommates problem with forbidden edges, which can be solved in
linear time [14]. Given any subset S ⊆ V , we will construct a new roommates instance
GS = (VS , ES) as follows. The vertex set VS = {u0 : u ∈ S} ∪ {u−, u+, `(u) : u ∈ V \ S}.

The vertex `(u) will be called a dummy vertex as its purpose is to ensure that only one of
u+, u− can be matched to a non-dummy neighbor, i.e., an element in {v+, v0, v− : v ∈ Nbr(u)}.
The edge set ES consists of the following edges:

For every (u, v) ∈ E where u, v ∈ S: the edge (u0, v0) ∈ ES .
For every (u, v) ∈ E where u ∈ V \ S and v ∈ S: the edge (u+, v0) ∈ ES .
For every (u, v) ∈ E where u, v ∈ V \ S: if u prefers v to every neighbor in S then
(u−, v+) ∈ ES .

Also, for every vertex u ∈ V \ S: the edges (u+, `(u)) and (u−, `(u)) are in ES . The
preference order of vertices in VS is as follows.
1. For any dummy vertex `(u): the order is u+ � u−.
2. For any subscript 0 vertex u0: the order among its neighbors is as per u’s original

preference order in G. Suppose u’s preference order in G is: a � b � c � d where a, c ∈ S
and b, d ∈ V \ S, then u0’s neighbors in GS are a0, b+, c0, d+ and u0’s preference order is:
a0 � b+ � c0 � d+.
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3. For any subscript + vertex u+: the order among its neighbors in GS is as per u’s
preference order in G with `(u) as its least preferred vertex.

4. For any subscript − vertex u−: the order among its neighbors is `(u) as its top choice
followed by its other neighbors in GS as per u’s preference order in G.

The following theorem shows the equivalence we need.

I Theorem 15. The instance G admits a truly popular matching with a witness ~α where
αu = 0 for u ∈ S and αv ∈ {±1} for v ∈ V \ S iff GS has a stable matching MS with the
following properties:
1. MS avoids all edges between a subscript 0 vertex and a subscript + vertex;
2. MS matches all subscript − vertices.

Proof. Suppose G admits a truly popular matching TS with such a witness ~α. We will show
a desired stable matching MS in GS . For any vertex u, let su = +/−/0 corresponding to
αu = +1/−1/0, respectively. For any vertex u ∈ V \ S, we have αu ∈ {±1} and so su ∈ {±};
if su = + then let tu = −, else let tu = +.

Let MS = {(usu
, vsv

) : (u, v) ∈ TS} ∪ {(utu , `(u)) : u ∈ V \ S}.

B Claim 16. MS ⊆ ES , i.e., for every (u, v) in TS , the edge (usu
, vsv

) is present in GS .

Proof. Since TS is truly popular, the characteristic vector of TS is an optimal solution of LP3.
We also know that ~α is an optimal solution of LP4. It follows from complementary slackness
conditions on LP3 and LP4 that for every edge (u, v) ∈ TS , αu + αv = wtTS

(u, v). Since
wtTS

(u, v) = 0 for any edge (u, v) ∈ TS , either αu = αv = 0 or {αu, αv} = {−1, 1}. So every
edge in MS that is not incident to any `-vertex is of the type either (u0, v0) or (u+, v−).

For every edge (u, v) in G where αu = αv = 0, the edge (u0, v0) is in GS . Consider an
edge (u, v) in TS where αu = −1. We need to show that (u−, v+) is in GS . Since ~α is a
witness of TS , we have wtTS

(u, r) ≤ αu + αr = −1 + 0 = −1 for every neighbor r ∈ S. Since
wtTS

(e) ∈ {0,±2} for all e ∈ E, this means wtTS
(u, r) = −2, i.e., u prefers its partner in

TS (this is v) to r. Since this constraint holds for every r ∈ S ∩ Nbr(u), it follows from the
definition of ES that (u−, v+) ∈ ES . C

We next show that MS obeys properties (1) and (2) given in the lemma statement.
(1) Since every edge in MS that is not incident to any `-vertex is of the type either (u+, v−)

or (u0, v0), MS avoids all edges between a subscript 0 vertex and a subscript + vertex.
(2) For any vertex u unmatched in TS , we have (by complementary slackness) αu = wtTS

(u, u)
= 0, i.e., u ∈ S. Thus for every u ∈ V \ S, we have (u, v) ∈ TS for some v ∈ Nbr(u); if
αu = −1 then (u−, v+) ∈MS else (u−, `(u)) ∈MS . Thus all vertices in {u− : u ∈ V \S}
are matched in MS .

In order to show MS is a desired stable matching in GS , we need to show this claim.

B Claim 17. MS is a stable matching in GS .

Proof. By the definition of MS , the vertices `(u) for all u ∈ V \ S are matched in MS . Thus
for any u ∈ V \ S, all of u+, u−, `(u) are matched in MS , so neither (u+, `(u)) nor (u−, `(u))
blocks MS . Other than edges incident to dummy vertices, the graph GS consists of edges of
the type (u+, v−), (u0, v0), (u+, v0), i.e., {αu, αv} is one of {1,−1}, {0, 0}, {1, 0}.
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So for every (u, v) ∈ E such that (usu , vsv ) is in GS , we have αu+αv ≤ 1, i.e., wtTS
(u, v) ≤

1 which means wtTS
(u, v) ≤ 0. The constraint wtTS

(u, v) ≤ 0 implies one of the 3 possibilities:
(i) (u, v) ∈ TS , (ii) u prefers TS(u) to v, (iii) v prefers TS(v) to u. In case (i), we have
(usu , vsv ) ∈ MS and in cases (ii) and (iii), one of usu , vsv is matched in MS to a more
preferred neighbor in GS . Thus MS is a stable matching in GS . C

Conversely, suppose GS admits such a stable matching MS . We will show a truly popular
matching TS in G with a desired witness ~α. The matching TS is easy to define:

TS = {(u, v) : (u0, v0) ∈MS or (u+, v−) ∈MS}.

We now need to show that TS is a truly popular matching in G. For this, we will show a
witness ~α ∈ {0,±1}n. Define αu = 0 for all u ∈ S. We will now define αu for each u ∈ V \ S.

For each u ∈ V , note that `(u) is top choice for u−: hence `(u) always has to be matched
in any stable matching in GS . For each u ∈ V \ S:

let αu =
{
−1 if (u+, `(u)) ∈MS

1 if (u−, `(u)) ∈MS .

Observe that all edges in MS not involving any `-vertex are of the form either (u+, v−)
or (u0, v0). This is because MS avoids all edges of the type (u+, v0) by property (1) of a
desired stable matching. Thus αu + αv = 0 for all (u, v) ∈ TS .

B Claim 18. For any vertex u left unmatched in TS , we have u ∈ S, i.e., αu = 0.

Proof. Every vertex of the form u+ (being the top choice vertex of `(u)) has to be matched
in every stable matching in GS ; also, all vertices in {u− : u ∈ V \ S} are matched in MS

by property (2). Hence MS matches u+, u− for all u ∈ V \ S; thus one of u+, u− has to be
matched to a non-dummy neighbor, i.e., a vertex other than `(u). Hence for any vertex u
left unmatched in TS , we have u ∈ S. C

We have
∑
u∈V αu =

∑
(u,v)∈TS

(αu + αv) from Claim 18 and by definition, αu + αv = 0
for each (u, v) ∈ TS . Hence

∑
u∈V αu = 0. Every vertex in V \ S is matched in TS (by

Claim 18) and so we have αu ≥ −1 = wtTS
(u, u) for u ∈ V \ S. For any vertex u ∈ S, we

have αu = 0 ≥ wtTS
(u, u). Thus αu ≥ wtTS

(u, u) for every vertex u.
It can also be shown that αu + αv ≥ wtTS

(u, v) for every edge (u, v) in G. Thus TS is a
truly popular matching in G and the theorem follows. J

All stable matchings in a roommates instance match the same subset of vertices [19]. Call
these vertices stable. Our algorithm for deciding if G admits a truly popular matching (and
returning one, if so) is as follows:
1. For each set S ⊆ V do:

Build the graph GS and check if (i) all subscript − vertices are stable in GS and
(ii) GS admits a stable matching MS that satisfies property 1 given in Theorem 15; if
so, then return the corresponding matching TS in G.

2. Return “no”.

If our algorithm returns a matching TS in Step 1, then TS is truly popular (by Theorem 15).
Suppose the algorithm reaches Step 2: so there is no S ⊆ V such that GS admits a stable
matching that satisfies property 1. Then G has no truly popular matching (by Theorem 15).
Thus the correctness of our algorithm follows from Theorem 15.
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Step 1, part (i) is implemented by running a stable matching algorithm (say, [24]) in GS .
Step 1, part (ii) is implemented by running the algorithm for finding a stable matching in a
roommates instance with forbidden edges [14]. Since there are 2n sets S ⊆ V , the running
time of our algorithm is O∗(2n). Thus we have shown Theorem 3 stated in Section 1.

4.1 Proof of Lemma 14
We bound the number of special truly popular matchings in a graph H by bounding the
number of stable matchings in some related graphs that we construct below. Let Sα be the
set of special truly popular matchings in H with a specific witness ~α ∈ {±1}t, where t is the
number of vertices in H. Define σ ∈ {±}t as follows: σu = sign(αu) for all vertices u in H
where sign(αu) = + if αu = 1, else sign(αu) = −.

Corresponding to σ ∈ {±}t, we build the graph Hσ as follows. The vertex set of Hσ is
{uσu

: u is a vertex in H}. For each edge (u, v) in H where σu = − and σv = + do:
if u prefers v to all its neighbors w in H with σw = − then add the edge (u−, v+) to Hσ.

For any vertex uσu
inHσ: uσu

’s preference order of neighbors inHσ is as per u’s preference
order in H. Note that for any neighbor vσv of uσu in Hσ, we have σv = + if σu = − and
vice-versa. This is because the edge set of Hσ consists only of edges of the type (a−, b+).

For each M ∈ Sα, define fα(M) = {(uσu , vσv ) : (u, v) ∈M}. We show in Claim 19 below
that for every (u, v) ∈ M , the edge (uσu

, vσv
) is in Hσ. Thus fα(M) is a matching in Hσ.

Moreover, fα(M) is a stable matching in Hσ (see Claim 20). Note that fα is one-to-one.
Hence the total number of special truly popular matchings in H is at most the the maximum
number of stable matchings in Hσ summed up over all σ ∈ {±}t, or equivalently, over all
~α ∈ {±1}t. This sum is at most ct · 2t = (2c)t. J

B Claim 19. For every (u, v) ∈M , the edge (uσu , vσv ) is in Hσ.

Proof. We have αu + αv = wtM (u, v) = 0 (by complementary slackness) and so {αu, αv} =
{−1, 1}. Assume without loss of generality that αu = −1 and αv = 1. So σu = − and σv = +.
For any neighbor w of u with σw = −, we have wtM (u,w) ≤ αu + αw = −1− 1 = −2, i.e.,
both u and w prefer their partners in M to each other. Thus u prefers v to all its neighbors
w in H with σw = −. Hence (u−, v+) is in Hσ. C

B Claim 20. fα(M) is a stable matching in Hσ.

Proof. Every edge in Hσ is of the form (a−, b+) for some adjacent pair of vertices a, b in H
and αa = −1, αb = 1. Since ~α is a witness of M , we have wtM (a, b) ≤ αa + αb = 0. Thus
either (a−, b+) ∈ fα(M) or at least one of a, b is matched in M to a more preferred neighbor.
So (a−, b+) does not block fα(M). Thus fα(M) has no blocking edge in Hσ. C

References
1 D. J. Abraham, R. W. Irving, T. Kavitha, and K. Mehlhorn. Popular Matchings. SIAM

Journal on Computing, 37(4):1030–1045, 2007.
2 P. Biró, R. W. Irving, and D. F. Manlove. Popular matchings in the marriage and roommates

problems. In Proceedings of the 7th International Conference on Algorithms and Complexity
(CIAC), pages 97–108, 2010.

3 F. Brandl and T. Kavitha. Two Problems in Max-Size Popular Matchings. Algorithmica,
81(7):2738–2764, 2019.

4 K.S. Chung. On the Existence of Stable Roommate Matchings. Games and Economic Behavior,
33(2):206–230, 2000.

FSTTCS 2019



20:14 Popular Roommates in Simply Exponential Time

5 M.-J.-A.-N. de C. (Marquis de) Condorcet. Essai sur l’application de l’analyse à la probabilité
des décisions rendues à la pluralité des voix. L’Imprimerie Royale, 1785.

6 Condorcet method. https://en.wikipedia.org/wiki/Condorcet_method.
7 Á. Cseh, C.-C. Huang, and T. Kavitha. Popular matchings with two-sided preferences and

one-sided ties. SIAM Journal on Discrete Mathematics, 31(4):2348–2377, 2017.
8 Á. Cseh and T. Kavitha. Popular edges and dominant matchings. Mathematical Programming,

172(1):209–229, 2018.
9 Á. Cseh and T. Kavitha. Popular Matchings in Complete Graphs. In Proceedings of the 38th

Annual Conference on Foundations of Software Technology and Theoretical Computer Science
(FSTTCS), pages 17:1–17:14, 2018.

10 W. H. Cunningham and A. B. Marsh. A primal algorithm for optimal matching. Mathematical
Programming, 8:50–72, 1978.

11 B. C. Dean and S. Munshi. Faster algorithms for stable allocation problems. Algorithmica,
58(1):59–81, 2010.

12 J. Edmonds. Maximum matching and a polyhedron with 0,1-vertices. Journal of Research of
the National Bureau of Standards B, 69B:125–130, 1965.

13 Y. Faenza, T. Kavitha, V. Powers, and X. Zhang. Popular Matchings and Limits to Tractability.
In Proceedings of the 30th ACM-SIAM Symposium on Discrete Algorithms (SODA), pages
2790–2809, 2019.

14 T. Fleiner, R. W. Irving, and D. F. Manlove. Efficient algorithms for generalised stable
marriage and roommates problems. Theoretical Computer Scienc, 381:162–176, 2007.

15 F. V. Fomin and D. Kratsch. Exact exponential algorithms. Springer-Verlag New York, Inc.,
New York, 2010.

16 D. Gale and L.S. Shapley. College admissions and the stability of marriage. American
Mathematical Monthly, 69(1):9–15, 1962.

17 P. Gärdenfors. Match making: assignments based on bilateral preferences. Behavioural Science,
20(3):166–173, 1975.

18 S. Gupta, P. Misra, S. Saurabh, and M. Zehavi. Popular matching in roommates setting is
NP-hard. In Proceedings of the 30th ACM-SIAM Symposium on Discrete Algorithms (SODA),
pages 2810–2822, 2019.

19 D. Gusfield and R. W. Irving. The Stable Marriage Problem: Structure and Algorithms. MIT
Press, Boston, MA, 1989.

20 M. Hirakawa, Y. Yamauchi, S. Kijima, and M. Yamashita. On The Structure of Popular
Matchings in The Stable Marriage Problem - Who Can Join a Popular Matching? In the 3rd
International Workshop on Matching Under Preferences (MATCH-UP), 2015.

21 C.-C. Huang and T. Kavitha. Near-popular matchings in the Roommates problem. SIAM
Journal on Discrete Mathematics, 27(1):43–62, 2013.

22 C.-C. Huang and T. Kavitha. Popular matchings in the stable marriage problem. Information
and Computation, 222:180–194, 2013.

23 C.-C. Huang and T. Kavitha. Popularity, mixed matchings, and self-duality. In Proceedings
of the 28th Annual ACM-SIAM Symposium on Discrete Algorithms (SODA), pages 2294–2310,
2017.

24 R.W. Irving. An efficient algorithm for the stable roommates problem. Journal of Algorithms,
6:577–595, 1985.

25 A. R. Karlin, S. Oveis Gharan, and R. Weber. A simply exponential upper bound on the
maximum number of stable matchings. In Proceedings of the 50th Annual ACM SIGACT
Symposium on Theory of Computing (STOC), pages 920–925, 2018.

26 T. Kavitha. A size-popularity tradeoff in the stable marriage problem. SIAM Journal on
Computing, 43(1):52–71, 2014.

27 T. Kavitha. Popular half-integral matchings. In Proceedings of the 43rd International Col-
loquium on Automata, Languages, and Programming (ICALP), pages 22.1–22.13, 2016.

https://en.wikipedia.org/wiki/Condorcet_method


T. Kavitha 20:15

28 T. Kavitha, J. Mestre, and M. Nasre. Popular Mixed Matchings. Theoretical Computer
Science, 412(24):2679–2690, 2011.

29 E. McDermid and R. W. Irving. Sex-equal stable matchings: Complexity and exact algorithms.
Algorithmica, 68:545–570, 2014.

30 A. Subramanian. A New Approach to Stable Matching Problems. SIAM Journal on Computing,
23(4):671–700, 1994.

31 C.-P. Teo and J. Sethuraman. The geometry of fractional stable matchings and its applications.
Mathematics of Operations Research, 23(4):874–891, 1998.

32 E. G. Thurber. Concerning the maximum number of stable matchings in the stable marriage
problem. Discrete Mathematics, 248(1-3):195–219, 2002.

FSTTCS 2019





The Complexity of Finding S-Factors in Regular
Graphs
Sanjana Kolisetty
Departments of Mathematics and EECS, CSE Division,
University of Michigan, Ann Arbor, MI, USA
sanjanak@umich.edu

Linh Le
Departments of Mathematics and EECS, CSE Division,
University of Michigan, Ann Arbor, MI, USA
likle@umich.edu

Ilya Volkovich
Department of EECS, CSE Division, University of Michigan, Ann Arbor, MI, USA
ilyavol@umich.edu

Mihalis Yannakakis
Department of Computer Science, Columbia University, New York, NY, USA
mihalis@cs.columbia.edu

Abstract
A graph G has an S-factor if there exists a spanning subgraph F of G such that for all

v ∈ V : degF (v) ∈ S. The simplest example of such factor is a 1-factor, which corresponds to
a perfect matching in a graph. In this paper we study the computational complexity of finding
S-factors in regular graphs. Our techniques combine some classical as well as recent tools from
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1 Introduction

The Constraint Satisfaction Problem (CSP for short) has been a classical topic in computer
science of both theoretical and practical importance. While CSPs can be quite general,
in this paper we focus on the “fixed-template” Boolean CSPs. That is, CSPs over the
Boolean domain where the constraints come from a fixed set of Boolean relations Γ. Formally,
given a fixed set of Boolean relations Γ = {R1, R2, . . . , Rm}, a Γ-formula is a conjunction
of constraints of the form Rj(xi1 , . . . , xin

) where Rj ∈ Γ and the xij
-s are propositional

variables; CSP(Γ) forms a decision problem where one needs to determine if a given Γ-formula
is satisfiable. In other words, one needs to determine whether it is possible to satisfy all the
constraints as given by the relations from Γ simultaneously.

© Sanjana Kolisetty, Linh Le, Ilya Volkovich, and Mihalis Yannakakis;
licensed under Creative Commons License CC-BY

39th IARCS Annual Conference on Foundations of Software Technology and Theoretical Computer Science
(FSTTCS 2019).
Editors: Arkadev Chattopadhyay and Paul Gastin; Article No. 21; pp. 21:1–21:12

Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

mailto:sanjanak@umich.edu
mailto:likle@umich.edu
mailto:ilyavol@umich.edu
mailto:mihalis@cs.columbia.edu
https://doi.org/10.4230/LIPIcs.FSTTCS.2019.21
https://creativecommons.org/licenses/by/3.0/
https://www.dagstuhl.de/lipics/
https://www.dagstuhl.de


21:2 The Complexity of Finding S-Factors in Regular Graphs

The object of study is the computational complexity of CSP(Γ) as per the choice of
Γ. In a seminal work of [22], Schaefer identified six classes of sets of Boolean relations
for which CSP(Γ) ∈ P and proved that all other sets of relations generate an NP-complete
problem. This result is what is known as Schaefer’s Dichotomy Theorem which provides
a complete classification of the computational complexity of CSP(Γ). The two most popular
examples of applications of this theorem are the NP-completeness of the 1-in-3SAT and
not-all-equal 3SAT (NAE-3SAT) problems. Subsequently, in [3], a more refined classification
was presented.

While a more general Dichotomy Theorem was recently proved for non-Boolean CSPs
[6, 24]1, there has been a large body of work dedicated to the study of the computational
complexity of a restricted version of CSP(Γ), denoted as CSP2(Γ) or CSPEdge(Γ) [15, 10, 7,
14, 11, 8, 17]. Formally introduced by Feder in [10], CSP2(Γ) corresponds to a specialization
of CSP(Γ) to the instances where each variable appears at most twice. Alternatively, one
can think about embedding the input Γ-formula into a graph, such that edges correspond
to variables and nodes to constraints, and the constraint satisfaction problem asks for a
spanning subgraph such that the set of its edges at each node satisfies the constraint at
the node.

The main subtlety is that if CSP(Γ) ∈ P then, clearly, CSP2(Γ) ∈ P. However, in the
general NP-hard instances there is usually no restriction of the number of appearances of
a variable. Therefore, a proof that CSP(Γ) is NP-hard may not carry over to CSP2(Γ).
In particular, if we consider the aforementioned examples, CSP2(1-in-3SAT) corresponds
to determining existence of a perfect matching in a 3-regular graph, which is decidable
in polynomial time. In addition, CSP2(NAE-3SAT) is “trivial” since every read-twice2
NAE-3SAT-formula is always satisfiable!3

Despite all the invested effort, we are still far away from the ultimate goal. Indeed, the
known results do not even provide a complete classification for the cases when Γ consists
of just a single relation! A natural focus taken in [15], was to consider the sets Γ that
consist of symmetric relations as these instances often arise more naturally in the graph
context, because incident edges to a node are typically treated symmetrically in graph theory.
This class of problems can be regarded as generalized matchings. In this paper we give a
complete classification of the computational complexity of CSP2(Γ), where Γ consists of a
single symmetric relation.

In turns out that the problem has a very natural interpretation in terms of finding
“S-factors” of regular graphs. We say that a graph G has an S-factor, if there exists a
spanning subgraph F of G such that for all v ∈ V : degF (v) ∈ S. The simplest example of
such factor is a 1-factor, which corresponds to a perfect matching in a graph.

1.1 Results
In light of the natural interpretation of the problem in terms of finding S-factors of graphs, we
present our main results using that terminology. The CSP versions of the main results (and
their proofs) can be found in Section 4. Our first result is a Dichotomy Theorem for regular
graphs of even degree. The Dichotomy is obtained by classifying all the tractable cases.

1 Affirming what was known as the CSP Dichotomy Conjecture formulated in [12].
2 A formula in which every variable appears at most twice.
3 This follows immediately from Tutte’s Theorem (Lemma 8), however there is a more direct way to see

that.
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I Theorem 1. Let ` ∈ N. There is a polynomial-time algorithm that given a 2`-regular graph
G as an input, finds an S-factor in G, if there is one, in the following four cases:
1. S contains an even number.
2. ` ∈ S.
3. {`− 1, ` + 1} ⊆ S.
4. S = {p, p + 2, · · · , p + 2r} for some p, r ≥ 0.
Otherwise, finding an S-factor is NP-Hard.

As could be observed, all the tractable cases reduce to the case of finding a perfect
matching in a graph (see Section 2.1 for details). Consequently, an algorithm for perfect
matching in graphs (e.g. [9]) could be used to find these S-factors, for the “yes”-instances
of the problem. For regular graph of odd degree, we obtain a somewhat weaker result: we
show that for each set S, the decision problem is either polynomial-time solvable or NP-hard,
yet we are unable to classify explicitly all the tractable cases. Closing this gap will require
resolving several conjectures in graph theory (see [2, 19, 1, 5] for more details).

I Theorem 2. Let ` ∈ N. There is a polynomial-time algorithm that given a (2` + 1)-regular
graph G as an input, decides if G has an S-factor, in the following two cases:
1. Every (2` + 1)-regular graph has an S factor.
2. S = {p, p + 2, · · · , p + 2r} for some p, r ≥ 0.
Otherwise, deciding if G has an S-factor is NP-Hard.

There are specific sets S, for which it is an open problem in graph theory whether every
(2` + 1)-regular graph has an S-factor. A simple concrete example is the case of S = {1, 4}
for degree-5 graphs (the conjecture in this case is that there is always an S-factor). The
theorem tells us that, even though we may not know the answer to the open problem for
a particular S, if it does not hold trivially for all graphs and there is a counterexample,
then the corresponding S-factor problem is NP-hard; that is, there is a way to use any
counterexample (as a black box) to generate an NP-hardness reduction.

1.2 Comparison to Previous Results
In [15], Istrate studied the special case when Γ consists of symmetric relations. In that
work, several “patterns” for which CSP2(Γ) ∈ P were identified. In particular, one such
pattern corresponds to Case 4 of Theorem 1. This result was obtained via connections to
covering problems. In addition, Istrate formulated a sufficient condition under which the
computational complexity of CSP2(Γ) and CSP(Γ) is the same, with the additional “constants
for free” assumption. That is, one can fix some variables to either 0 and 1 (for more details,
see Lemma 26 and the preceding discussion). Later on, Feder [10], extended the condition to
non-symmetric relations, introducing Delta Matroids, and showed that if Γ contains some
relation that is not a Delta matroid then CSP2(Γ) and CSP(Γ) have the same complexity (in
the presence of constants). Several subsequent works [7, 8, 17] introduced further refinements
to Delta Matroids. Yet, “constants for free” remained a prevalent assumption in these and
other CSP-related works. Nonetheless, even with the assumption, no classification for the
mere case of a single symmetric relation was known prior to our work.

We also would like to point out that the “constants for free” assumption is implicitly
equivalent to adding two more relations P (x) = x and Q(x) = ¬x to Γ. It is important to
stress that adding these relations can completely tilt the scale. For example, consider a single
8-ary symmetric relation “two or six out of eight”. Formally, R(x̄) = 1 iff wH(x) = 2 or 6. In
the graphical perspective, this corresponds to the problem of finding a {2, 6}-factor of an
8-regular graph. Now by TutteŠs Theorem (Lemma 8), every 8-regular graph has a 2-factor.
Hence CSP2(R) ∈ P in a “trivial” way. On the other hand, CSP2({R, x,¬x}) is NP-hard
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(follows e.g. from [15]). Our results do not rely on the “constants for free” assumption. In
fact, they complement it: roughly speaking, we show that either CSP2(Γ) ∈ P or there exist
Γ-formulas that “implement” the relations x and ¬x. See Lemmas 29 and 30 for more details.

There is, of course, extensive work in graph theory on factors in graphs, (see e.g. the
surveys [2, 21] and references therein), with the development of a rich theory of matchings,
as well as more general factors. This includes structural results on the existence of factors,
starting from Petersen’s theorem from 1891 [20]; algorithmic results, including e.g. Edmonds’
matching algorithm [9] and its extensions and refinements; and hardness results, starting
e.g. with Lovász’s theorem [18] that for any a, b ∈ N such that 1 ≤ a ≤ b− 3, the problem
of deciding whether a graph has an {a, b}-factor is NP-hard even for simple graphs (not
necessarily of a given, regular degree). We will leverage several of these graph theoretic
results on (generalized) matchings and the existence of suitable factors in graphs. We review
some of these theorems that we use in the next section.

2 Preliminaries

I Definition 1 (Zebras and Holes). Let S ⊆ N be a subset of N. Following [15], we say that S

contains a hole of size t if there exist i such that: i, i+t+1 ∈ S and [i+1, i+t]∩S = ∅. Let a ≤
b ∈ N such that a ≡ b( mod 2). We say that S is an (a, b)-zebra if S = {a, a + 2, a + 4, . . . , b}.
We call a set S a zebra, if it is an (a, b)-zebra for some a, b ∈ N.

I Remark. A set S = {a} also constitutes a zebra since it is an (a, a)-zebra. The following is
a simple observation about the structure of finite subsets of N, that will be useful for us later.

I Observation 2. Let S ⊆ N be a finite, non-empty subset of N then (at least) one of the
following holds:

S contains two consecutive numbers.
S is zebra.
S contains a hole of size at least 2.

2.1 Graphs
In this paper we consider graphs G = (V, E). Unless specified otherwise, all the graphs
considered in the paper are general graphs (i.e. with self-loops and parallel edges). The focus
of this paper is the complexity of finding a particular kinds of subgraphs in graphs, known
as factors. We define this formally now.

I Definition 3 (Factors). Let G = (V, E) be a graph with V vertices and E edges. [2]
1. H-factor: Let H be a set function associated with G that maps V → 2N. We say

that G has an H-factor if there exists a spanning subgraph F of G such that for all
v ∈ V : degF (v) ∈ H(v).

2. f -factor is a specialization to the case when ∀v ∈ V : H(v) = {f(v)}, for some function
f : V (G)→ Z+.

3. S-factor is a specialization to the case when H(v) = S for all v ∈ V , for some fixed set
S ⊆ N.

4. [a, b]-factor is a further specialization to the case when S is the interval [a, b].
5. k-factor is a further specialization to the case when S = {k}.

The simplest case of a graph factor is a 1-factor which corresponds to a perfect matching
of a graph. This problem has a well-known efficient algorithm known as “Blossom Algorithm”.
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I Lemma 4 ([9]). There exists a polynomial-time algorithm that given a graph G = (V, E)
as an input, outputs a 1-factor F of G, if one exists.

The algorithm can be easily extended to handle f -factors due to the following observation:

I Lemma 5 ([4]). There exists a polynomial-time algorithm that given a graph G = (V, E)
and a function f : V → Z (as a vector) as an input, outputs a graph G′ such that G′ has
a 1-factor F ′ iff G has an f-factor F . Moreover, F can be computed in polynomial time
given F ′.

In addition, using the simple idea of [16] of introducing self-loops, the algorithm can be
further extended to H-factors, where each H(v) is a zebra (See Definition 1).

I Lemma 6 ([16]). There exists a polynomial-time algorithm that given a graph G = (V, E)
and a function H : V → 2N, where each H(v) is zebra, as an input, outputs a graph G′ and
a function f : V → Z such that G′ has a f -factor F ′ iff G has an H-factor F . Moreover, F

can be computed in polynomial time given F ′.

The following is immediate given the above reductions to the perfect matching case.

I Corollary 7. There exists a polynomial-time algorithm that given a graph G = (V, E) and
a function H : V → 2N, where each H(v) is zebra, as an input, outputs an H-factor F of G,
if one exists.

We note that an efficient algorithm for this kind of H-factors has been obtained in [15]
using a different argument. Recently in [17], the algorithm was extended to also handle
the “asymmetric” version. Next, we require the following results regarding the existence of
regular factors in regular graphs.

I Lemma 8 (Regular Factors of Regular Graphs).
1. [23] Let r, k ∈ N such that 1 ≤ k ≤ r−1. Then any r-regular graph has a {k, k + 1}-factor.
2. [20] Let r and k be even integers such that 2 ≤ k ≤ r. Then any r-regular graph has a

k-factor.
3. [13] Suppose r is even and r

2 is odd. Then any connected r-regular graph of even order
has a r

2 -factor.

As a corollary we obtain the following, which was observed for simple graphs in [1]. We
also note that the proof of [1] is merely existential whereas our proof is algorithmic.

I Lemma 9. Let r ∈ N such that both r and r
2 are even. Then any r-regular graph of even

order has a
{

r
2 − 1, r

2 + 1
}
-factor.

Proof. Let G = (V, E) be a graph satisfying the preconditions. For every v ∈ V , we add a
self-loop. Call this new resulting graph G′ = (V, E′). Observe that G′ is a (r + 2)-regular
graph of even order and r+2

2 = r
2 + 1 is odd. Therefore, by Lemma 8, G′ has a ( r

2 + 1)-factor.
Now, consider two cases: if v ∈ V uses the self-loop to fulfill its factor, then the induced
degree of v in G is r

2 − 1. Otherwise, the induced degree of v in G is r
2 + 1. J

2.2 Boolean Relations
I Definition 10. The Hamming Weight of a vector v̄ ∈ {0, 1}n is defined as: wH(v̄) ∆=
|{i | vi 6= 0}|. That is, the number of its non-zero coordinates.
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I Definition 11 (Symmetric Relation). We say that an m-ary relation R(x1, x2, . . . , xm)
is symmetric if there exists a set Spec(R) ⊆ {0 . . . m} such that R(x̄) = 1 if and only if
wH(x̄) ∈ Spec(R). The set Spec(R) is called the spectrum of R.

The following are examples of particular symmetric relations we will be utilizing.

I Example 12.
NE(x1, x2) is a binary relation with Spec(NE) = {1}.
Let k ∈ N. EQk is a k-ary relation with Spec(EQk) = {0, k}.

I Definition 13 (Dual Relation). Let R(x1, . . . , xm) be a relation. We define the dual relation
of R as:

R∗(x1, . . . , xm) ∆= R(¬x1,¬x2, . . . ,¬xm).

The following observation is immediate with respect to symmetric relations.

I Observation 14. For a symmetric m-ary relation R we have: Spec(R∗) =
{m− i | i ∈ Spec(R)}.

2.2.1 Γ-Instances, CSP(Γ), Triviality
In what follows, let Γ = {R1, R2, . . . , R`} be a fixed set of Boolean relations. We will use Γ∗

to denote the set of dual relations. Formally, Γ∗ ∆= {R∗1, R∗2, . . . , R∗`}, where R∗i is the dual
relation of Ri.

I Definition 15. A Γ-instance or Γ-formula Φ is a conjunction of constraints of the form
Rj(xi1 , . . . , xin) where Rj ∈ Γ and the xij -s are propositional variables. The read of a
variable xi in Φ is the number of occurrences of xi in Φ. The read of a formula Φ is the
maximal read of a variable in it.

In this paper we will focus on read-twice formulas, that is formulas in which all the variables
appear at most two times. We now formally introduce the main problem we will study.

I Problem 16. CSP(Γ) forms a decision problem where one needs to determine if a given
Γ-formula is satisfiable. In other words, one needs to determine whether it is possible to
satisfy all the constraints as given by the relations from Γ, simultaneously. For k ≥ 1,
CSPk(Γ) is a specialization of CSP(Γ) to read-k instances. If Γ = {R} has a single relation
R, we will write CSP(R) and CSPk(R).

As was pointed out in the introduction, in this paper we are interested in the computa-
tional complexity of CSP2(Γ), as per the choice of Γ. We now recall Schaefer’s Dichotomy
Theorem [22].

I Lemma 17 ([22]). CSP(Γ) ∈ P in the following six cases:
1. ∀Rj ∈ Γ : Rj(0̄) = 1
2. ∀Rj ∈ Γ : Rj(1̄) = 1
3. ∀Rj ∈ Γ : Rj is equivalent to a conjunction of binary relations
4. ∀Rj ∈ Γ : Rj is equivalent to a conjunction of Horn clauses
5. ∀Rj ∈ Γ : Rj is equivalent to a conjunction of dual-Horn clauses
6. ∀Rj ∈ Γ : Rj is equivalent to a conjunction of affine forms
Otherwise, CSP(Γ) is NP-Hard.

The following is an instantiation of the Theorem to the case of a single symmetric relation.
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I Corollary 18. Let R(x1, . . . , xm) be a symmetric relation. Then CSP(R) ∈ P in the
following cases:
1. R(0̄) = 1
2. R(1̄) = 1
3. m ≤ 2
4. Spec(R) contains all odd numbers in {1, . . . , m}

I Definition 19 (Triviality). We say that CSPk(Γ) is trivial if every instance of CSPk(Γ)
(i.e. every read-k Γ-instance) is satisfiable.

To put the above definitions into a context, observe the first two of the six tractable
classes correspond to cases when CSP(Γ) and CSP(Γ∗) are trivial. Similarly, observe that
Cases 4 and 5 correspond the same conditions applied to both CSP(Γ) and CSP(Γ∗). With
some extra work, you can see that the same holds true for Cases 3 and 6. In the same vein,
the following lemma is immediate from the definition.

I Lemma 20. 1. CSP1(Γ) is trivial, as long as Γ does not contain a contradiction.
2. For any k ∈ N and any Γ: CSPk(Γ) is trivial iff CSPk(Γ∗) is trivial.

2.2.2 Induced Relations and Implementation
I Definition 21 (Induced relation). For a relation R(x̄, ȳ) we define the induced relation
∃ȳR(x̄, ȳ) on x̄ as

∃ȳR(x̄, ȳ) = 1 ⇐⇒ ∃ȳ such that R(x̄, ȳ) = 1.

I Definition 22 (Implementation). Let R(x̄) be an arbitrary relation. We say that Γ imple-
ments R, denoted by Γ imp R, if there exists a Γ-instance Φ(x̄, ȳ) such that R(x̄) = ∃ȳΦ(x̄, ȳ).
Furthermore, we say that Γ read-twice-implements R, denoted by Γ imp2 R, if in addition:
1. Each xi is read-once in Φ.
2. Each yj is (at most) read-twice in Φ.

The intuition behind the definition is that if Γ read-twice-implements R then we can,
effectively, consider the set Γ ∪ {R} instead of Γ. The following lemma summarizes this
intuition and will be used implicitly in our proofs.

I Lemma 23. Let R be a relation such that Γ read-twice-implements R and let Γ′ ∆= Γ∪{R}.
Then for every read-twice Γ′-instance Φ′(x̄) there exists a read-twice Γ-instance Φ(x̄, ȳ) such
that Φ′(x̄) = ∃ȳΦ(x̄, ȳ).

The following lemma showcases this intuition further, by showing that a three-way
Equality EQ3 can be used to implement k-way equality EQk for any k ≥ 3. Conversely, one
can use k-way equality EQk to implement k′-way equality EQk′ for any k′ ≤ k.

I Lemma 24. If Γ read-twice-implements EQ3 then Γ read-twice-implements EQk, for any
k ≥ 3.

Proof. By induction on k. The base case k = 3 is trivial. Let Φk denote a Γ-instance
that read-twice implements EQk(x1, . . . , xk). Given Φk, we can read-twice implement
EQk+1(x1, . . . , xk+1) in the following way:

Φk(x1, . . . , xk−1, y) ∧ Φ3(y, xk, xk+1).

Given our inductive hypothesis and the fact that we can read-twice implement EQ3, we can
conclude that Γ read-twice-implements EQk+1. J
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We note this was already observed in [15, 10]. Similar ideas can be used to show that
if Γ read-twice-implements particular relations, then read-twice Γ-formulas exhibit some
interesting closure properties.

I Lemma 25 (Read-Twice Implementing Particular Relations).
1. Closure Under Variable Negation: Suppose Γ read-twice-implements NE. Then

read-twice Γ-formulas are closed under variable negation. Formally, if Γ imp2 R(x, ȳ)
then Γ imp2 R(¬x, ȳ).

2. Closure Under Setting Variables to Constants: Suppose Γ read-twice-implements
x or ¬x. Then read-twice Γ-formulas are closed under setting variables to either 1 or 0,
respectively. Formally, if Γ imp2 R(x, ȳ) then Γ imp2 R(1, ȳ) or R(0, ȳ), respectively.

3. Closure Under Variable Repetition: Suppose Γ read-twice-implements EQk. Then
read-twice Γ-formulas are closed under repetition of any variable arbitrary number of
times.

We will use the above implicitly. We finish this section with the following simple
observation from [15].

I Lemma 26 ([15]). Let R be a symmetric relation such that Spec(R) contains a hole of
size at least 2. Then {R, x,¬x} read-twice-implements EQ3.

We note that Feder [10] extended this claim to a non-symmetric case defining Delta
Matroids. In the same paper it was observed that WLOG every variable in a read-twice
formula occurs exactly twice. Furthermore, such formulas have very natural interpretation as
graphs where edges play the role of variables and nodes the role of constraints.

I Lemma 27 (Graphical Perspective of CSP2 [10]). Every read-twice formula can be efficiently
transformed into an exact read-twice formula, and furthermore viewed as a graph.

3 Main Technical Tools

In this section we present our main technical tools, which we will use to prove Theorems 1
and 2. We begin by showing that the sets Γ for which CSP2(Γ) is non-trivial (in the sense of
Definition 19), read-twice implement NE(x, y) or {x,¬x}. Consequently, by Lemma 25, such
read-twice Γ-formula are closed under variable negation or setting variables to constants
{0, 1}. Note that the result holds for general relations (not necessarily symmetric).

I Lemma 28. Suppose that CSP2(Γ) is non-trivial. Then Γ read-twice-implements NE(x, y)
or {x,¬x}.

Proof. Since CSP2(Γ) is non-trivial, there exists an unsatisfiable read-twice Γ-instance Φ.
On the other hand, recall (e.g. Lemma 20) that any read-once Γ-instance is satisfiable.
Consider the “unpaired” version Φ′ of Φ. Formally, for each variable xi we replace one of
the occurrences with a fresh new variable yi. Observe that the resulting Φ′ is read-once and
hence satisfiable. Now, consider the process of gradually pairing the variables of Φ′, that
will eventually recover Φ. Formally, Φ′0

∆= Φ′. Φ′1 results from Φ′0 by setting x1 = y1. More
generally, Φ′i results from Φ′i−1 by setting xi = yi. As Φ′0 = Φ′ is satisfiable and Φ′n = Φ
is not, by a hybrid argument, there exist i such that Φ′i−1 is satisfiable and Φ′i is not. Let
ϕ(xi, yi) be the relation given by Φ′i−1 induced to the variables xi and yi (Recall Definition
21). By the above, ϕ(0, 0) = ϕ(1, 1) = 0 and either ϕ(0, 1) = 1 or ϕ(1, 0) = 1 (or both).
Consider three cases:



S. Kolisetty, L. Le, I. Volkovich, and M. Yannakakis 21:9

ϕ(0, 1) = ϕ(1, 0) = 1. In this case: ϕ(xi, yi) = NE(xi, yi).
ϕ(0, 1) = 0, ϕ(1, 0) = 1. In this case: ∃yiϕ(xi, yi) = xi and ∃xiϕ(xi, yi) = ¬yi.
ϕ(0, 1) = 1, ϕ(1, 0) = 0. In this case: ∃yiϕ(xi, yi) = ¬xi and ∃xiϕ(xi, yi) = yi. J

Next, we show that for symmetric relations we can derive further closure properties under
some technical conditions.

I Lemma 29. Let R be a symmetric 2`-ary relation such that: ` 6∈ Spec(R) and {`− 1, ` + 1}
6⊆ Spec(R). Then {R, NE} read-twice-implements EQ3 or {x,¬x}.

Proof. We define the following two sets: S− = {a | R(`− a) = 1} and S+ =
{a | R(` + a) = 1}. Furthermore, let a− = min S− and a+ = min S+. We define a− or
a+ to be infinity if S− or S+ is empty, respectively. We consider three cases:

Case 1: a+ = a−. Observe that a− ≥ 2. Using NE and Lemma 25, we plug `− a− pairs
zi,¬zi into the relation R. Formally, consider,

R(z̄, ȳ) ∆= R(z1,¬z1, . . . , z`−a− ,¬z`−a− , y1, . . . , y2a−).

By definition, wH(z̄) = `− a− and 0 ≤ wH(ȳ) ≤ 2a−. Now, since a+ = a−:

R(z̄, ȳ) = 1 ⇐⇒ wH(ȳ) ∈ {0, 2a−}.

Consequently, ∃z̄R(z̄, ȳ) = EQk(ȳ), where k = 2a− ≥ 4.
Case 2: a+ > a−. Observe that a− ≥ 1 and consider R(z̄, ȳ) as above. Now, however,
since a+ > a−:

R(z̄, ȳ) = 1 ⇐⇒ wH(ȳ) = 0.

Hence, we obtain ¬yi. Using NE, we can obtain yi.
Case 3: a− > a+. Observe that a+ ≥ 1. We repeat the argument of Case 2 for the dual
relation R∗ of R. As R∗ read-twice-implements {x,¬x}, so does R. J

We use a similar argument for relations of odd arity.

I Lemma 30. Let R be a symmetric 2` + 1-ary relation such that: {`, ` + 1} 6⊆ Spec(R).
Then {R, NE} read-twice-implements EQ3 or {x,¬x}.

Proof. We define the following two sets: S− = {a | R(`− a) = 1} and S+ =
{a | R(` + 1 + a) = 1}. Furthermore, let a− = min S− and a+ = min S+. We define
a− or a+ to be infinity if S− or S+ is empty, respectively. We consider three cases:

Case 1: a+ = a−. Observe that a− ≥ 1. Consider,

R(z̄, ȳ) ∆= R(z1,¬z1, . . . , z`−a− ,¬z`−a− , y1, . . . , y2a−+1).

By definition, wH(z̄) = `− a− and 0 ≤ wH(ȳ) ≤ 2a− + 1. Now, since a+ = a−:

R(z̄, ȳ) = 1 ⇐⇒ wH(ȳ) ∈ {0, 2a− + 1}.

Consequently, ∃z̄R(z̄, ȳ) = EQk(ȳ), where k = 2a− + 1 ≥ 3.
Case 2: a+ > a−. Observe that a− ≥ 0 and consider R(z̄, ȳ) as above. Now, however,
since a+ > a−:

R(z̄, ȳ) = 1 ⇐⇒ wH(ȳ) = 0.

Hence, we obtain ¬yi. Using NE, we can obtain yi.
Case 3: a− > a+. Observe that a+ ≥ 0. We repeat the argument of Case 2 for the dual
relation R∗ of R. As R∗ read-twice-implements {x,¬x}, so does R. J
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4 Characterization Proof

In this sections we give our main results, thus proving Theorems 1 and 2.

I Theorem 31 (Characterization of Even-Arity Relations). Let R be a symmetric 2`-ary
relation which is not constantly false. Then CSP2(R) ∈ P in the following four cases:

1. There is an even k ∈ Spec(R).
2. ` ∈ Spec(R).
3. {`− 1, ` + 1} ⊆ Spec(R).
4. Spec(R) is a zebra.
Otherwise, CSP2(R) is NP-Hard.

Proof. For Cases 1–4, we will take the graphical perspective (Lemma 27). Indeed, the
problem corresponds to finding an S-factor of a given 2`-regular graph, where S = Spec(R).

1. Follows from Item 2 of Lemma 8.
2. We can assume WLOG that S contains only odd numbers. In particular, ` is odd.

Consider the following algorithm, given a graph G as an input.
Find all the connected components C1, C2, . . . , Ct of G.
If each Ci is of even order, return “true”; otherwise, return “false”.

Analysis: If each Ci is of even order, then by Lemma 8, each Ci has an `-factor and so
does G. Conversely, suppose some Ci is of odd order. Then by Handshaking Lemma, Ci

cannot have an S-factor, as otherwise the overall sum of the degrees will be odd.
3. As before, we can assume WLOG that S contains only odd numbers. Hence, ` is even.

Apply the procedure outlined in the proof of Lemma 9. This will reduce the problem to
the previous case.

4. Apply Corollary 7 with H(v) = Spec(R) for every vertex v in the graph.

For the NP-Hardness proof, we take the CSP view of the problem. We show that if none
of the Cases 1-4 hold, then CSP2(R) is as hard as CSP(R). That is, we can lift the restriction
on the read. The hardness then follows from Schaefer’s Dichotomy Theorem instantiated to
a single symmetric relation - Corollary 18.

B Claim 32. If Spec(R) does not fall into any of the four cases, then Spec(R) contains a
hole of size at least 2 and {R} read-twice-implements EQ3.

Proof. First, observe that Spec(R) cannot have two consecutive numbers (as one of them
will be even) and is not a zebra (Case 4). Therefore, by Observation 2, Spec(R) must contain
a hole of size at least 2.
Next, consider the relation:

N(x, y) ∆= ∃z̄R(z1, z1, z2, z2, . . . , z`−1, z`−1, x, y).

Since Spec(R) does not contain even numbers (Case 1), N(x, y) = NE(x, y). Thus, by Lemma
29 given Cases 2 and 3, {R} read-twice-implements EQ3 or {x,¬x}. In the former case, the
claim follows. In the latter case, Lemma 26 completes the proof of the claim. C

In conclusion, CSP2(R) is as hard as CSP(R) and is thus NP-Hard by Corollary 18. J

For symmetric relations of odd arity, we obtain a somewhat weaker result.
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I Theorem 33 (Characterization of Odd-Arity Relations). Let R be a symmetric (2` + 1)-ary
relation which is not constantly false. Then CSP2(R) ∈ P in the following cases:

1. CSP2(R) is trivial.
2. Spec(R) is a zebra.
Otherwise, CSP2(R) is NP-Hard.

Proof. Case 1 is trivial and Case 2 follows from Corollary 7.. For the NP-Hardness proof, we
use a similar argument as in Theorem 31 to conclude that CSP2(R) is as hard as CSP(R).
Here is the high-level idea:

{R} read-twice-implements NE(x, y) or {x,¬x} - Lemma 28.
Spec(R) cannot contain two consecutive numbers - Lemma 8.
Spec(R) contains a hole of size at least 2 - Observation 2.
{R} read-twice-implements EQ3 or {x,¬x} - Lemma 30.
{R} read-twice-implements EQ3 - Lemma 26.

First observe that Spec(R) cannot contain two consecutive numbers since by Lemma 8,
this case is trivial, in the graphical perspective. Consequently, by Observation 2, Spec(R)
must contain a hole of size at least 2. In addition, by Lemma 30, {R} read-twice-implements
EQ3 or {x,¬x}. In the former case, we are done. In the latter case, Lemma 26 completes
the proof. J

5 Discussion & Open Questions

In this paper we obtain the first classification of the computational complexity of CSP2(R),
where R is a single symmetric relation. Alternatively, we obtain a classification of the
complexity of the S-factor problem for regular graphs. The characterization is explicit for
even degree graphs (even arity), while for odd degrees it states that all nontrivial cases,
except for zebras, are NP-hard. An obvious open question is to identify for which sets S, an
S-factor is always guaranteed to exist; this amounts to resolving certain open problems in
graph theory, even for some small specific S, and looks rather challenging.

More generally, the goal of this line of research is to obtain a complete classification of the
computational complexity of CSP2(Γ), analogous to Schaefer’s Dichotomy Theorem. While
an explicit classification may encounter difficult graph-theoretic questions, even for some
specific Γ, it may well be possible to prove a general complexity dichotomy theorem, as we
have done here, without having to resolve explicitly all the hard graph-theoretic questions.

One can observe that all the NP-hardness results of CSP2(Γ), for the special case when Γ
consists of symmetric relation(s), are established via the route of showing that Γ implements
the Equality relation. This, in turn, allows to apply Schaefer’s Dichotomy Theorem. One
interesting open question is whether there exists a set Γ (consisting of not necessarily
symmetric relations) that does not implement Equality, yet for which CSP2(Γ) is NP-Hard.
This would imply that Schaefer’s Dichotomy does not cover all the cases of bounded read.
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Abstract
In this paper we prove two results about AC0[⊕] circuits.

We show that for d(N) = o(
√

logN/ log logN) and N ≤ s(N) ≤ 2dN
1/4d2

there is an explicit
family of functions {fN : {0, 1}N → {0, 1}} such that
fN has uniform AC0 formulas of depth d and size at most s;
fN does not have AC0[⊕] formulas of depth d and size sε, where ε is a fixed absolute constant.

This gives a quantitative improvement on the recent result of Limaye, Srinivasan, Sreenivasaiah,
Tripathi, and Venkitesh, (STOC, 2019), which proved a similar Fixed-Depth Size-Hierarchy
theorem but for d� log logN and s� exp(N1/2Ω(d)

).
As in the previous result, we use the Coin Problem to prove our hierarchy theorem. Our main
technical result is the construction of uniform size-optimal formulas for solving the coin problem
with improved sample complexity (1/δ)O(d) (down from (1/δ)2O(d)

in the previous result).
In our second result, we show that randomness buys depth in the AC0[⊕] setting. Formally, we
show that for any fixed constant d ≥ 2, there is a family of Boolean functions that has polynomial-
sized randomized uniform AC0 circuits of depth d but no polynomial-sized (deterministic) AC0[⊕]
circuits of depth d.
Previously Viola (Computational Complexity, 2014) showed that an increase in depth (by at
least 2) is essential to avoid superpolynomial blow-up while derandomizing randomized AC0

circuits. We show that an increase in depth (by at least 1) is essential even for AC0[⊕].
As in Viola’s result, the separating examples are promise variants of the Majority function on N
inputs that accept inputs of weight at least N/2 +N/(logN)d−1 and reject inputs of weight at
most N/2−N/(logN)d−1.
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1 Introduction

This paper addresses questions in the field of Boolean Circuit complexity, where we study
the complexity of compuational problems, modeled as sequences of Boolean functions fN :
{0, 1}N → {0, 1}, in the combinatorially defined Boolean circuit model (see, e.g. [5] for an
introduction).
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Boolean circuit complexity is by now a classical research area in Computational complexity,
with a large body of upper and lower bound results in many interesting circuit models. The
questions we consider here are motivated by two of the most well-studied circuit models,
namely AC0 and AC0[⊕]. The circuit class AC0 denotes the class of Boolean circuits of
small-depth made up of AND, OR and NOT gates, while AC0[⊕] denotes the circuit class
that is also allowed the use of parity (addition modulo 2)1 gates.2

Historically, AC0 was among the first circuit classes to be studied and for which super-
polynomial lower bounds were proved. Building on an influential line of work [2, 9, 24],
Håstad [11] showed that any depth-d AC0 circuit for the Parity function on N variables
must have size exp(Ω(N1/(d−1))), hence proving an exponential lower bound for constant
depths and superpolynomial lower bounds for all depths d� logN/ log logN. Researchers
then considered the natural follow-up problem of proving lower bounds for AC0[⊕]. Soon
after, Razborov [17] and Smolensky [21, 22] showed a lower bound of exp(Ω(N1/2(d−1))) for
computing the Majority function on N inputs, again obtaining an exponential lower bound
for constant depths and superpolynomial lower bounds for all depths d� logN/ log logN.

Thus, we have strong lower bounds for both classes AC0 and AC0[⊕]. However, in many
senses, AC0[⊕] remains a much more mysterious class than AC0. There are many questions
that we have been successfully able to answer about AC0 but whose answers still evade us in
the AC0[⊕] setting. This work is motivated by two such questions that we now describe.

Size Hierarchy Theorems. Size Hierarchy theorems are an analogue in the Boolean circuit
complexity setting of the classical Time and Space hierarchy theorems for Turing Machines.
Formally, the problem is to separate the power of circuits (from some class) of size s from
that of circuits of size at most sε for some fixed ε > 0. As is usual in the setting of circuit
complexity, we ask for explicit separations,3 or equivalently, we ask that the separating
sequence of functions be computed by a uniform family of circuits of size at most s.

The challenge here is to obtain explicit functions for which we can obtain tight (or
near-tight) lower bounds, since we want the functions to have (uniform) circuits of size s but
no circuits of size at most sε.

In the AC0 setting, Håstad’s theorem stated above immediately implies such a tight lower
bound, since it is known (folklore) that the Parity function does have depth-d circuits of size
exp(O(N1/d−1)) for every d. Varying the number of input variables to the Parity function
suitably, this yields a Size Hierarchy theorem for the class of AC0 circuits of depth d as long
as d� logN/ log logN and s = exp(o(N1/(d−1))).

For AC0[⊕], however, this is not as clear, as explicit tight lower bounds are harder to
prove. In particular, the lower bounds of Razborov [17] and Smolensky [21, 22] for the
Majority function (and other symmetric functions) are not tight; indeed, the exact complexity
of these functions in AC0[⊕] remains unknown [16]. In a recent result, the authors along
with Sreenivasaiah and Venkitesh [14] were able to show a size hierarchy theorem for AC0[⊕]
formulas4 for depths d � log logN and size s � exp(N1/2Ω(d)). This is a weaker size

1 Though we state our results only for AC0[⊕], they extend in a straightforward way to AC0[p], where we
are allowed gates that add modulo p, for any fixed prime p.

2 The formal definitions of AC0 and AC0[⊕] only allow for polynomial-size circuits and constant depth.
However, since some of our results apply to larger families of circuits, we will abuse notation and talk
about AC0 circuits of size s(N) and depth d(N) where s and d are growing functions of N .

3 It is trivial to show a non-explicit separation by counting arguments.
4 A formula is a circuit where the underlying undirected graph is a tree. For constant-depth, formulas

and circuits are interchangeable with a polynomial blowup in depth. However, this is no longer true at
superconstant depth [18, 19].
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hierarchy theorem than the one that follows from Håstad’s theorem for AC0, both in terms
of the size parameter as well as the depths until which it holds. In this paper, we build upon
the ideas in [14] and prove the following result that is stronger in both parameters.

I Theorem 1. The following holds for some absolute constant ε > 0. Let N be a growing
parameter and d = d(N), s = s(N) be functions of N with d = o

(√
logN

log logN

)
and N ≤ s ≤

2dN1/d2

. Then there is a family of functions {fN} such that fN has uniform AC0 formulas
of depth d and size at most s but no AC0[⊕] formulas of depth d and size at most sε.

Randomized versus Deterministic circuits. The study of the relative power of randomized
versus deterministic computation is an important theme in Computational complexity. In
the setting of circuit complexity, it is known from a result of Adleman [1] that unbounded-
depth polynomial-sized randomized circuits5 are no more powerful than polynomial-sized
deterministic circuits.

However, the situation is somewhat more intriguing in the bounded-depth setting. Ajtai
and Ben-Or [3] showed that for any randomized depth-d AC0 circuit of size at most s, there
is deterministic AC0 circuit of depth d+ 2 and size at most poly(s) that computes the same
function; a similar result also follows for AC0[⊕] with the deterministic circuit having depth
d+ 3. This begs the question: is this increase in depth necessary?

For AC0 circuits of constant depth, Viola [23] gave an optimal answer to this question by
showing that an increase of two in depth is necessary to avoid a superpolynomial blow-up
in size. To the best of our knowledge, this problem has not been studied in the setting of
AC0[⊕]. In this paper, we show that an increase in depth (of at least one) is required even
for AC0[⊕]. More formally we prove the following theorem.

I Theorem 2. Fix any constant d ≥ 2. There is a family of Boolean functions that
has polynomial-sized randomized uniform AC0 circuits of depth d but no polynomial-sized
(deterministic) AC0[⊕] circuits of depth d.

Theorems 1 and 2 are proved in Sections 2 and 3 respectively. Many proofs are omitted
for lack of space.

1.1 Proof Ideas
The proofs of both theorems are based on analyzing the complexity of Boolean functions
that are closely related to the Majority function.

Size-Hierarchy Theorem. To prove the size hierarchy theorem for constant-depth AC0[⊕]
formulas, [14] studied the AC0[⊕] complexity of the δ-coin problem [7], which is the problem
of distinguishing between a coin that is either heads with probability (1 + δ)/2 or is heads
with probability (1− δ)/2, given a sequence of a large number of independent tosses of this
coin. This problem has been studied in a variety of computational models [20, 7, 8, 10].
It is known [15, 4] that this problem can be solved by AC0 formulas of depth d and size
exp(O(d(1/δ)1/(d−1))) and further [15, 20, 14] that this upper bound is tight up to the
constant in the exponent even for AC0[⊕] formulas of depth d. This gives a family of
functions for which we have tight lower bounds for AC0[⊕] formulas.

5 A randomized Boolean circuit for a Boolean function f(x) is a Boolean circuit C that takes as input
variables x and r such that for each setting of x and uniformly random r, C(x) = f(x) with probability
at least 3/4.

FSTTCS 2019
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Based on this, [14] noted that to prove AC0[⊕] size-hierarchy theorems for size s(N) and
depth d(N), it suffices to construct a uniform sequence of formulas of size s and depth d
solving the coin problem optimally (i.e. for δ such that s = exp(O(d(1/δ)1/(d−1)))) using
at most N samples. Before [14], all known size-optimal formula constructions for solving
the δ-coin problem used N = s = exp(O(d(1/δ)1/(d−1))) many samples. The work of [14]
brought the number of samples down to N = (1/δ)2O(d) . Our main technical result here is
an explicit size-optimal formula for solving the δ-coin problem using only (1/δ)O(d) samples.
Plugging this into the framework from [14], we immediately get the improved size-hierarchy
theorem.

While the reason for this improvement is rather technical, we try to give a high-level
outline here. It was shown by O’Donnell and Wimmer [15] and Amano [4] that the δ-coin
problem is solved by read-once AC0 formulas of depth d with gates of prescribed fan-ins.
While the size s of these formulas is optimal, the number of samples is N = s, which is too
big for our purposes. In [14], this number is brought down by distributing a smaller number
of variables across the formula in a pseudorandom way (specifically using a Nisan-Wigderson
design). The challenge now is to show that the formula still solves the δ-coin problem: the
reason this is challenging is that various subformulas now share variables and hence the
events that they accept or reject are no longer independent. However [14] note that Janson’s
inequality [13], a tool from probabilistic combinatorics, can be used to argue that if the
variables are spread out in a suitably “random”-like fashion, then various subformulas at a
certain depth may, for our intents and purposes, be treated as “nearly” independent.

This “distance” from independence is determined by a parameter ∆ that goes into the
statement of Janson’s inequality, and hence let us call it the Janson parameter. In [14],
this parameter was measured in a very brute-force way, forcing us to square the number
of samples every time the depth of the formula increased by 1. This leads to a sample
complexity of (1/δ)2O(d) . Here, however, we give a different way of bounding the Janson
parameter via a recursive analysis, which works as long as the number of variables grows by
a factor of (1/δ) for each additional depth. This gives the improvement in our construction.

Randomized versus Deterministic circuits. For his separation of deterministic and ran-
domized AC0 circuits, Viola [23] used the k-Promise-Majority functions 6 which are Boolean
functions that accept inputs with at least N/2 + k many 1s and reject inputs with at most
N/2−k many 0s. Building on work of [3, 15, 4], Viola [23] showed that for k = N/(logN)d−1,
there are k-Promise-Majorities that have uniform polynomial-sized randomized depth-d AC0

circuits. On the other hand, he also showed that the same problem has no deterministic
circuit of depth d (and in fact even d+ 1).

The challenge in proving such a lower bound is that if a Boolean function has a randomized
circuit of depth d and size s, then it immediately follows that there is also a deterministic
circuit of the same depth and size approximating the same Boolean function (i.e. computing
it correctly on most inputs). In particular, the lower bound technique must be able to
distinguish circuits that are computing the function exactly (since this is hard) from circuits
that are merely approximating it (as this is easy). Viola overcomes this hurdle in the case of
AC0 with a clever argument for depth-3 circuits and an inductive use of the Håstad Switching
lemma for higher depths. Neither of these techniques is available for AC0[⊕] circuits. In fact,

6 These are called Approximate Majorities in a lot of the earlier literature, including in Viola’s work. We
avoid this name, since Approximate Majorities are also used for functions more closely related to the
coin problem [15], and in our opinion, the name “Promise Majorities” better describes these functions.
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the standard techniques for proving lower bounds against AC0[⊕] involve approximating the
circuits to constant error using low-degree polynomials from F2[x1, . . . , xN ]. Note that this
immediately runs into the obstacle mentioned above since we can then no longer distinguish
between circuits that are exactly correct and those that are approximately correct.

The way we get around this argument is to use a recent result of Oliveira, Santhanam and
the second author [16] where it is observed that the standard construction of approximating
polynomials for AC0[⊕] actually gives polynomials that approximate the given circuit C
to very small error on either the zero or the one inputs of C. They are able to use this to
improve known AC0[⊕] lower bounds for the Majority function. Our main observation is that
this stronger lower bound is actually able to distinguish between circuits that approximate
the Majority function to constant error (say from [15, 4]) and those that compute it exactly,
thus overcoming the barrier we mentioned above. We then note that their proof can also be
made to work for k-Promise-Majorities. This yields the separation.

2 Size hierarchy theorem for AC0[⊕]

I Definition 3 (The δ-Coin Problem). Let δ ∈ (0, 1) be a parameter. Given an N ∈ N, we
define the probability distributions µNδ,0 and µNδ,1 to be the product distributions where each bit
is set to 1 with probability (1− δ)/2 and (1 + δ)/2 respectively. We omit the δ in the subscript
and N in the superscript when these are clear from context.

Given a function g : {0, 1}N → {0, 1}, we say that g solves the δ-coin problem if

Pr
x∼µN

0

[g(x) = 1] ≤ 0.1 and Pr
x∼µN

1

[g(x) = 1] ≥ 0.9. (1)

We say that the sample complexity of g is N .

Parameters. Let m, d be growing parameters such that d = o(m/ logm). Let 1/δ =
(m ln 2)d−1/C1, where C1 is a fixed large constant, to be specified below. LetM = dm·2m·ln 2e
and let M1 = 2m.

I Theorem 4. For large enough absolute constant C1, the following holds. For parameters
m, δ, d as above and for d ≥ 2, there is an explicit depth-d AC0 formula of size exp(O(dm))
= exp(O(d(1/δ)1/d−1)) and sample complexity (1/δ)d+4 that solves the δ-coin problem.

We first show how Theorem 4 implies Theorem 1 stated in the introduction.

Proof of Theorem 1. We use Theorem 4 for a suitable choice of parameters to define the
explicit function.

Let m = b(α log s)/dc for some absolute constant α < 1 that we fix below. It can be
checked that as s ≥ N and d = o(

√
logN/ log logN), we have d = o(m/ logm). Define δ as

above and note that (1/δ)d+4 ≤ m2d2 ≤ ((log s)/d)2d2 ≤ N , where the final inequality uses
the given upper bounds on d and s.

We set fN to be the Boolean function computed by the formula Fd constructed above on
the first (1/δ)d+4 of the N input variables. By Theorem 4, the size of Fd is exp(O(dm)) ≤ s
for a small enough absolute constant α and Fd solves the δ-coin problem. Moreover, it was
shown in [14] that any depth-d AC0[⊕] formula solving the δ-coin problem must have size
exp(Ω(d(1/δ)1/(d−1))) = exp(Ω(md)) = sε for some absolute constant ε > 0. This proves the
theorem. J

FSTTCS 2019
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2.1 Proof of Theorem 4
In this section we give the construction of the explicit formula solving the δ-coin problem and
prove Theorem 4. There exist integers Q,D, such that7 Q is a prime power, M ≤ QD ≤ 2M
and (m4/δ) ≤ Q ≤ (2m4/δ). Let F be a finite field with Q elements and A ⊆ F be a set
of size m. Let PD be the lexicographically first M univariate polynomials over F of degree
strictly less than D. Similarly, let P ′D be the lexicographically firstM1 univariate polynomials
over F of degree less than D.

We now describe the construction of our formula. The variables in the formula correspond
to the points in the set A × Fd−1. i.e. for each (a, c1, . . . , cd−1) ∈ A × Fd−1, we have a
variable x(a, c1, . . . , cd−1). We thus have m ·Qd−1 many variables, denoted by N .

For each i ∈ [d− 1] and P̄ = (Pi, . . . , Pd−1) ∈ Pd−iD , define a depth-i formula C(Pi,...,Pd−1)
inductively as follows.

C(P1,...,Pd−1) =
∧
a∈A

x(a, P1(a), . . . , Pd−1(a)),

C(P2,...,Pd−1) =
∨

R1∈PD

C(R1,P2,...,Pd−1), C(P3,...,Pd−1) =
∧

R2∈PD

C(R2,P3,...,Pd−1)

and so on, with the gates alternately repeating between AND and OR untill depth d− 1.
Finally, C(∅) is the output of the formula. If the depth of the formula is odd then C(∅) is
equal to

∧
R∈P′

D
C(R) otherwise it is equal to

∧
R∈P′

D
C(R). This finishes the description of

our formula. We use Fd = C(∅) to denote this formula.

Analysis of the construction

Here we present the details regarding the analysis of our construction presented above, which
will be used to prove Theorem 4. We will start with some definitions, notations and some
useful inequalities.

I Definition 5. For 1 ≤ i ≤ d− 1, we define the following terms.
1. For P̄ = (Pi, . . . , Pd−1) ∈ Pd−iD and b ∈ {0, 1}, let

AccP̄ ,b := Pr
µb

[C(Pi,...,Pd−1) accepts] and RejP̄ ,b := Pr
µb

[C(Pi,...,Pd−1) rejects].

Let qP̄ ,b = AccP̄ ,b if i is odd and RejP̄ ,b if i is even.
2. For P̄ = (Pi, . . . , Pd−1), P̄ ′ = (P ′i , . . . , P ′d−1) ∈ Pd−iD , we say that P̄ ∼ P̄ ′ when CP̄ and
CP̄ ′ are distinct gates which share a common input variable.

3. Fix any i ∈ [d−1]. For P̄ = (Pi+1, . . . , Pd−1), P̄ ′ = (P ′i+1, . . . , P
′
d−1) ∈ Pd−i−1

D , b ∈ {0, 1},

∆P̄ ,P̄ ′,b =



∑
Ri,R

′
i∈PD

(Ri,P̄ )∼(R′i,P̄
′)

Prµb [C(Ri,P̄ ) = 0 AND C(R′
i
,P̄ ′) = 0] if CP̄ and CP̄ ′ are AND gates

∑
Ri,R

′
i∈PD

(Ri,P̄ )∼(R′i,P̄
′)

Prµb [C(Ri,P̄ ) = 1 AND C(R′
i
,P̄ ′) = 1] if CP̄ and CP̄ ′ are OR gates

7 Using number-theoretic facts about the density of primes [6] (see for instance [12]), such Q,D can be
found in polynomial time.
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A useful tool in our analysis of the circuit is Janson’s inequality stated here in the
language of Boolean circuits.

I Theorem 6 (Janson’s inequality). Let C1, . . . , CM be any monotone Boolean circuits over
inputs x1, . . . , xn and let C denote

∨
i∈[M ] Ci. For each distinct i, j ∈ [M ], we use i ∼ j to

denote the fact that Ci and Cj share a common variable. Assume each xj (j ∈ [M ]) is chosen
independently to be 1 with probability pj ∈ [0, 1], and that under this distribution, we have
maxi∈[M ]{Prx[Ci(x) = 1]} ≤ 1/2. Then we have

∏
i∈[M ]

Prx[Ci(x) = 0] ≤ Prx[C(x) = 0] ≤

 ∏
i∈[M ]

Prx[Ci(x) = 0]

 · exp(∆) (2)

where ∆ :=
∑
i∼j Prx[(Ci(x) = 1) ∧ (Cj(x) = 1)].

Throughout, we use log(·) to denote logarithm to the base 2 and ln(·) for the natural
logarithm. We use exp(x) to denote ex.

I Fact 7. Assume that x ∈ [−1/2, 1/2]. Then we have the following chain of inequalities.

exp(x− (|x|/2)) ≤
(a)

exp(x− x2) ≤
(b)

1 + x ≤
(c)

exp(x) ≤
(d)

1 + x+ x2 ≤
(e)

1 + x+ (|x|/2) (3)

We define a few parameters which will be useful in the main technical lemma that helps
in proving Theorem 4.

For i ∈ [d − 1], let αi = mi · (ln 2)i−1 · δ. Also define β1 = 2α1 and βi = βi−1 + 2αi +
2

mi(ln 2)i−1 for 2 ≤ i ≤ d− 2.

I Observation 8. For all i ∈ [d− 2], αi, βi ≤ O(1/m). Also, αd−1 = Θ(C1) = Θ(1). Finally,
for i ∈ [d− 2], using Fact 7 above, we get exp(−βi−1)− exp(−βi) ≥ αi/2.

I Lemma 9. Assume d ≥ 3 and qP̄ ,b and formula C(∅) defined as before. We have the
following properties.
1. For b ∈ {0, 1}, i ∈ [d− 2] such that i ≡ b (mod 2),

1
2m · (1 + αi exp(−βi)) ≤ qP̄ ,b ≤

1
2m · (1 + αi exp(βi))

1
2m · (1− αi exp(βi)) ≤ qP̄ ,(1−b) ≤

1
2m · (1− αi exp(−βi))

2. Say d− 1 ≡ b (mod 2). Then

qP̄ ,b ≥
1

2m · exp(αd−1/4) and qP̄ ,1−b ≤
1

2m · exp(−αd−1/4)

3. For all i ∈ [d− 1], b ∈ {0, 1} and P̄ , P̄ ′ ∈ Pd−i−1
D , ∆P̄ ,P̄ ′,b < δ.

Assuming that the above lemma holds for now, we will prove Theorem 4.

Proof of Theorem 4. We start by bounding the size of Fd = C(∅). As per our construction,
the gates at level 1 are AND gates with fan-in m each. For all 2 ≤ i ≤ d − 1, the fan-in
of each gate on level i is M = dm · 2m · ln 2e and the top fan-in is M1 = 2m. Therefore,
the total number of gates in the formula is m ·Md−2 ·M1. We can trivially bound this
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by Md = O(md2dm). As d = o(m/ logm), we get that the size is bounded by exp(O(dm)).
Recall that 1/δ = (m ln 2)d−1/C1, where C1 is an appropriately chosen constant. Hence
exp(O(dm)) = exp(O(d(1/δ)1/(d−1))).

We will now bound the number of variables N used by the formula. As mentioned above,
N = m ·Qd−1. As Q is chosen such that Q = Θ(m4/δ), there exists a constant C ′ such that
N ≤ m · (C ′m4/δ)d−1.

N ≤ m · (C ′m4/δ)d−1 ≤ (1/δ)d−1 · (md−1)4 ·m · C ′d−1

≤ (1
δ

)d−1 · (1
δ

)4 ·m · (C ′′)d−1 (for some constant C ′′ as 1/δ = (m ln 2)d−1/C1)

≤ (1
δ

)d+3 · 1
δ

= (1
δ

)d+4

Finally, we will show that the formula solves the δ-coin problem. Let us assume that d is even.
In that case, the output gate C(∅) is an OR gate. (When it is an AND gate, the analysis
is very similar.) We bound the probabilities Pra∈µ0 [Fd(a) = 1] and Pra∈µ1 [Fd(a) = 0] by
1/10 each.

Pr
a∈µ0

[Fd(a) = 1] ≤
∑
R∈P′

D

Pr
a∈µ0

[C(R)(a) = 1] Using a Union bound

≤ 2m · 1
2m · exp(−αd−1/4) |P ′D| = 2m, using Lemma 9, (2)

≤ exp(−Ω(C1)) Using the value of αd−1

≤ 1/10. for large enough C1

Pr
a∈µ1

[Fd(a) = 0] ≤
∏
P̄∈P′

D

Pr
a∈µ1

[C(P̄ )(a) = 0] · exp(δ) Using Janson’s inequality

and Lemma 9, (3)

≤
∏
P̄∈P′

D

(1− Pr
a∈µ1

[C(P̄ )(a) = 1]) · exp(δ)

≤ (1− 1
2m · exp(αd−1/4))2m

· exp(δ) |P ′D| = 2m, using Lemma 9, (2)

≤ exp
(
−2m

2m · exp(αd−1/4)
)
· 2 As exp(δ) ≤ 2

≤ 1/10. Using the value of αd−1

and for large enough C1

This finishes the proof of Theorem 4 assuming Lemma 9. J

We now give the proof of Lemma 9. The proof is by induction on the depth of the circuit.

Proof of Lemma 9. The lemma has three parts. As mentioned above, we proceed by
induction on the depth.

Base case (i = 1): Here let us first assume that we are working with µN1 . We start with
part (1). We wish to bound qP̄ ,1. From the construction of our formula, we know that the
formula has AND gates at layer 1 and the inputs to these are distinct variables and hence
independent. Therefore, qP̄ ,1 =

( 1+δ
2
)m. We will upper and lower bound this quantity.(

1 + δ

2

)m
≥ 1

2m · (1 + δm) ≥ 1
2m · (1 + α1 · exp(−β1)) (As α1 = δm, β1 > 0)
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(
1 + δ

2

)m
= 1

2m · (1 + δ)m ≤ 1
2m · exp(δm) Fact 7 (c)

≤ 1
2m · (1 + δm+ (δm)2) Fact 7 (d)

≤ 1
2m · (1 + δm · exp(2δm)) Fact 7 (c)

= 1
2m · (1 + α1 · exp(β1)) As α1 = δm, β1 = 2α1

In the case of µN0 , we get qP̄ ,0 =
( 1−δ

2
)m and a very similar computation can be used to

upper and lower bound this quantity.
There is nothing to prove for part (2) in the base case. We now prove the base case for

part (3). Let P̄ = (P2, . . . , Pd−1), P̄ ′ = (P ′2, . . . , P ′d−1) ∈ Pd−2
D . We will analyse ∆P̄ ,P̄ ′,1 here.

The analysis for ∆P̄ ,P̄ ′,0 is very similar. Let λ denote (1 + δ)/2. For a formula F , let Var(F )
denote the set of variables appearing in it.

∆P̄ ,P̄ ′,1 =
∑

R,R′∈PD

(R,P̄ )∼(R′,P̄ ′)

Pr
µ1

[C(R,P̄ ) = 1 AND C(R′,P̄ ′) = 1]

=
∑
R,R′

(R,P̄ )∼(R′,P̄ ′)

λ
|Var(C(R,P̄ ))∪Var(C(R′,P̄ ′))|

= λ2m ·
∑
R,R′

(R,P̄ )∼(R′,P̄ ′)

(
1
λ

)|Var(C(R,P̄ ))∩Var(C(R′,P̄ ′))|
. (4)

To bound the above term, we use the following technical claim (proof omitted).

B Claim 10. Fix any i ≤ d− 1 and any P̄ , P̄ ′ ∈ Pd−i−1
D , we have

∑
R,R′

(R,P̄ )∼(R′,P̄ ′)

3|Var(C(R,P̄ ))∩Var(C(R′,P̄ ′))| ≤ Q2D ·O
(
m

Q

)
.

Using Claim 10 and (4), we can immediately bound ∆P̄ ,P̄ ′,1 as follows.

∆P̄ ,P̄ ′,1 ≤ λ2m ·
∑
R,R′

(R,P̄ )∼(R′,P̄ ′)

3|Var(C(R,P̄ ))∩Var(C(R′,P̄ ′))| ≤ λ2mQ2D ·O
(
m

Q

)
≤ O

(
m3

Q

)
< δ

where we have used the fact that λ ≥ 1/3, QD = O(M2) = O(m222m), and Q = Θ(m4/δ).
This concludes the bound on ∆P̄ ,P̄ ′,1 and hence concludes the proof of the base case.

Inductive case: The proof of parts (1) and (2) are similar to the base case and hence
omitted.

Finally, we prove the inductive statement about ∆P̄ ,P̄ ′,1 in the case that i is odd. Fix any
P̄ , P̄ ′ ∈ Pd−i−1

D (in the case that i = d− 1, we will have P̄ = P̄ ′ = (∅)). The computation
goes as follows. The crucial steps are the second equality and first inequality, where we
interpret each term in the sum as the probability that a depth i− 1 circuit takes the value 0,
which is bounded using Janson’s inequality and the induction hypothesis.
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∆P̄ ,P̄ ′,1 =
∑
R,R′

(R,P̄ )∼(R′,P̄ ′)

Pr
µN

1

[C(R,P̄ ) = 0 AND C(R′,P̄ ′) = 0]

=
∑
R,R′

(R,P̄ )∼(R′,P̄ ′)

Pr
µN

1

[
∨
S

C(S,R,P̄ ) ∨
∨
S′

C(S′,R′,P̄ ′) = 0]

≤
∑
R,R′

(R,P̄ )∼(R′,P̄ ′)

∏
S

Pr[C(S,R,P̄ ) = 0] ·
∏
S′

Pr[C(S′,R′,P̄ ′) = 0] · exp(4δ)

≤ exp(4δ) ·
∑
R,R′

(R,P̄ )∼(R′,P̄ ′)

(
1− (1− 2αi−1)

2m
)2M

= exp(4δ)
(

1− (1− 2αi−1)
2m

)2M
·

∑
R,R′

(R,P̄ )∼(R′,P̄ ′)

1

≤ 2 exp(−2m ln 2 +O(αi)) ·
∑
R,R′

(R,P̄ )∼(R′,P̄ ′)

1 = O

( 1
22m

)
·

∑
R,R′

(R,P̄ )∼(R′,P̄ ′)

1

where the first inequality is just Janson’s inequality applied to the formula
∨
S CS,R,P̄ ∨∨

S′ CS′,R′,P̄ ′ ; the second inequality follows from the induction hypothesis applied to level
i− 1 ≤ d− 2 (we have used a slightly weaker bound that is applicable also to other cases
such as when b = 0); and the last inequality follows from our choice of M and the fact
that αi = αi−1 · (m ln 2). The sum in the final term may be bounded by Q2D ·O(m/Q) by
Claim 10. We thus get

∆P̄ ,P̄ ′,1 ≤ O
(
Q2D

2m

)
· m
Q

= O

(
M2

2m

)
· m
Q
≤ O(m3)

Q
< δ

as Q ≥ m4/δ. This finishes the analysis of ∆P̄ ,P̄ ′,1. J

3 Randomized vs. Deterministic AC0[⊕] circuits

For a ∈ {0, 1}n, let |a| denote the Hamming weight of a, i.e. the number of 1s in a.

I Definition 11. Let k, ` ≤ n/2. The Promise Majority problem, PrMajnk,`, is a promise
problem of distiguishing n-bit strings of Hamming weight less than n/2− k from those with
Hamming weight more than n/2 + `. Formally,

PrMajnk,`(a) =


0 if |a| < (n2 − k)

1 if |a| ≥ (n2 + `)

If the length of the input is clear from the context then we drop the superscript n. If k = 0 then
we denote PrMaj0,` by LowPrMaj`. Similarly, ` = 0 then we denote PrMajk,0 by UpPrMajk.
When both k, ` are zero, PrMaj0,0 is the Majority function. If k = ` then we use PrMajk to
denote PrMajk,k.

Let Yesn` ,Nonk denote the yes and no instances of PrMajnk,`. That is, Yesn` = {a ∈ {0, 1}n |
|a| ≥ n/2 + `} and Nonk = {a ∈ {0, 1}n | |a| < n/2− k}. In [23], the following theorem was
proved.

I Theorem 12 (Theorem 1.2 [23]). For any d ≥ 2 and k(N) = Ω(N/(logN)d−1), there is a
uniform family of randomized AC0 circuits of depth d and poly(N) size computing PrMajNk(N).
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Here, we prove the following theorem.

I Theorem 13. For any d ≥ 2, say C is a (deterministic) AC0[⊕] circuit of depth d computing
PrMajNN/2·(logN)d−1 , then C must have size Nω(1).

It is easy to see that using Theorem 12 and Theorem 13, we immediately get Theorem 2.
In order to prove Theorem 13 we need the following claim. This is our main technical claim.

B Claim 14. Let n ∈ N and let k = Θ(n/(logn)c). Let p ∈ F[x1, . . . , xn] be a (deterministic)
polynomial such that it satisfies one of the following two conditions

either Pr
a∈Non

k

[p(a) = 1] ≤ 1/n, Pr
a∈Yesn

0

[p(a) = 0] ≤ 1/10 (5)

or Pr
a∈Non

0

[p(a) = 1] ≤ 1/10 Pr
a∈Yesn

k

[p(a) = 0] ≤ 1/n (6)

Then deg(p) = Ω(logc+1 n).

Proof of Theorem 13 using Claim 14. We will first show that Theorem 13 follows from the
above claim. We will do this using the following two step argument.

(I) Let us assume for now that C is a circuit of size s and depth d with either OR gate or
⊕ gate as its output gate. Let us call the output gate Gout. We will show that if C
computes PrMajNk then we have a circuit C′ of size s, depth d and with output gate
Gout, such that it computes UpPrMajn2k, where n = N − 2k.8

(II) We will then show that any depth d circuit with OR or ⊕ output gate computing
UpPrMajn2k must have size nω(1).

As we will invoke this for k = N/2(logN)c, which is o(N), an nω(1) lower bound on UpPrMajn2k
will imply a Nω(1) lower bound on PrMajNk , thereby proving the theorem.

Here, (I) can be shown by simply fixing some of the input bits to the constant 1.
Specifically, let us set 2k bits out of the N bits to 1s. Let n = N − 2k. It is easy to see that
if x ∈ {0, 1}n has Hamming weight at least n/2, then in fact y = x · 12k has N/2 + k many
1s. Similarly, if x ∈ {0, 1}n has Hamming weight at most n/2− 2k then the Hamming weight
of y = x · 12k is at most N/2− k.

To show (II) requires a little more work. In particular, to show (II), we use a result
from [16] about degree of polynomials approximating AC0[⊕] circuits. To state their result,
we will introduce some notation.

I Definition 15. Let f : {0, 1}n → {0, 1} be a Boolean function. For any parameters ε0, ε1,
(ε0, ε1)-error probabilistic polynomial for f is a random multilinear polynomial P chosen
from F2[x1, . . . , xn], such that for any b ∈ {0, 1} and any a ∈ f−1(b), Pr[P (a) 6= f(a)] ≤ εb.

A probabilistic polynomial is said to have degree at most d if the underlying distribution
is supported on monomials of degree at most d.

We define the (ε0, ε1)-error probabilistic polynomial degree of a Boolean function f ,
denoted as pdegε0,ε1(f), to be the smallest d such that there is an (ε0, ε1)-error probabilistic
polynomial of degree d for f .

8 As PrMaj is a self-dual function and UpPrMaj and LowPrMaj are duals of each other, we can assume
that the output gate of C is OR or ⊕ without loss of generality.
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I Lemma 16 (Corollary 15, [16]). Let C be a size s, depth d circuit with OR or ⊕ as its output
gate. Then there is a probabilistic polynomial p approximating C such that pdeg1/n2,1/100(p)
is at most O(log s)d−1.

I Remark 17. Let C be a circuit of size s and depth d (with any output gate). It is known that
if p is a probabilistic polynomial for C such that ε0 = ε1 = 1/sO(1), then pdeg1/sO(1),1/sO(1)(p)
is O(log s)d. The above lemma says that if we need only constant error on one of sides, i.e.
say if either ε0 or ε1 is Ω(1), then we can get a better degree upper bound. Instead of having
d in the exponent, we get d− 1 in the exponent. This is crucial.

Note that, if the output gate of C is OR (AND) then we can ensure that ε0 = 1/n2

(ε1 = 1/n2, resp.). If it is a ⊕ gate, then either can be ensured.

Suppose there is an AC0[⊕] circuit C of size s = nt and depth d with top gate OR or ⊕
and computing UpPrMaj2k.

Applying Lemma 16 and by standard averaging arguments we can show that there is a
fixed polynomial P ∈ F [X] that satisfies conditions (5) for c = d− 1 and has the same degree
as the degree of p. Therefore on the one hand, we know that deg(P ) is less than or equal to
O(t logn)d−1, while on the other hand using Claim 14 we get that deg(P ) is at least Ω(logn)d.
(As N/(logN)c = Θ(n/(logn)c), Claim 14 is applicable.) Thus, O(t logn)d−1 ≥ Ω(logn)d
and hence we get t ≥ Ω(logn)1/d−1. Therefore we get (II). This finishes the proof of
Theorem 13. J

We now proceed with the proof of Claim 14. We will use the following fact in the proof of
Claim 14.

I Fact 18. Say R ∈ F[X] is a non-zero polynomial that vanishes on Nonk , then degree of R
is at least n/2− k.

Proof of Claim 14. We will show that if a deterministic polynomial p ∈ F[X] satisfies condi-
tion (5), then it has degree C · logc+1 n for some constant C. The proof for the lower bound
on the degree of p assuming condition (6) is similar. For simplicity we will work out the
proof when k = n/(logn)c. The proof is similar when k = Θ(n/(logn)c).

Let us use D to denote C · logc+1 n. Consider a polynomial p satisfying condition (5).
Let E0 and E1 be error sets of this polynomial on no and yes instances respectively, i.e.
E0 = {a ∈ Nonn/(logn)c | p(a) = 1} and E1 = {a ∈ Yesn0 | p(a) = 0}. From condition (5) we
have a bound on the cardinalities of E0, E1.

We will first observe that in order to prove the claim, it suffices to show the existence of
a polynomial Q ∈ F[X] with the following three properties.
(a) Q(a) = 0 for all a ∈ E0.
(b) Q · p 6= 0.
(c) deg(Q) ≤ r −D, where r = n/2− n/(logn)c and D is as defined above.
Suppose we have such a Q then let R = Q · p. Now R is a polynomial that vanishes on
Nonn/(logn)c . This is because either p vanishes on Nonn/(logn)c \ E0 or Q vanishes on E0. Due
to property (b), R is also a non-zero polynomial. Therefore using Fact 18, we know that it
has degree at least r. Now assuming property (c) we get that p must have degree at least D,
thereby proving the claim.

The existence of such a Q can be proved using arguments similar to those in [16]. The
proof is omitted for lack of space. C
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Abstract
Graph partitioning problems are a central topic of study in algorithms and complexity theory. Edge
expansion and vertex expansion, two popular graph partitioning objectives, seek a 2-partition of
the vertex set of the graph that minimizes the considered objective. However, for many natural
applications, one might require a graph to be partitioned into k parts, for some k > 2. For a
k-partition S1, . . . , Sk of the vertex set of a graph G = (V,E), the k-way edge expansion (resp. vertex
expansion) of {S1, . . . , Sk} is defined as maxi∈[k] Φ(Si), and the balanced k-way edge expansion
(resp. vertex expansion) of G is defined as

min
{S1,...,Sk}∈Pk

max
i∈[k]

Φ(Si) ,

where Pk is the set of all balanced k-partitions of V (i.e each part of a k-partition in Pk should have
cardinality |V | /k), and Φ(S) denotes the edge expansion (resp. vertex expansion) of S ⊂ V . We
study a natural planted model for graphs where the vertex set of a graph has a k-partition S1, . . . , Sk

such that the graph induced on each Si has large expansion, but each Si has small edge expansion
(resp. vertex expansion) in the graph. We give bi-criteria approximation algorithms for computing
the balanced k-way edge expansion (resp. vertex expansion) of instances in this planted model.
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1 Introduction

The complexity of computing various graph expansion parameters are central open problems
in theoretical computer science, and in spite of many decades of intensive research, they
are yet to be fully understood [6, 5, 22, 7, 13, 40]. A central problem in the study of graph
partitioning is that of computing the sparsest edge cut in a graph. For a graph G = (V,E),
we define the edge expansion of a set S of vertices, denoted by φ(S) as

φ(S) def= |E(S, V \ S)|
|S| |V \ S|

|V | , (1.1)
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where E(S, V \ S) def= {{u, v} ∈ E|u ∈ S, v ∈ V \ S}. The edge expansion of the graph G is
defined as φG

def= minS⊂V φ(S). Related to this is the notion of the vertex expansion of a
graph. For a graph G = (V,E), we define the vertex expansion of a set S of vertices, denoted
by φV(S) as

φV(S) def= |N(S) ∪N(V \ S)|
|S| |V \ S|

|V | , (1.2)

where N(S) def= {v ∈ V \ S|∃u ∈ S such that {u, v} ∈ E}. The vertex expansion of the graph
G is defined as φV

G
def= minS⊂V φV(S). A few other related notions of vertex expansion have

been studied in the literature, we discuss them in Section 1.4. We also give a brief description
of related works in Section 1.4.

Graph k-partitioning

The vertex expansion and edge expansion objectives seek a 2-partition of the vertex set of the
graph. However, for many natural applications, one might require a graph to be partitioned
into k parts, for some k > 2. Let us use Φ to denote either φ (edge expansion) or φV (vertex
expansion). For a k-partition S1, . . . , Sk of the vertex set, the k-way edge/vertex expansion
of {S1, . . . , Sk} is defined as

Φk (S1, . . . , Sk) def= max
i∈[k]

Φ(Si) ,

and the k-way edge/vertex expansion of G is defined as

ΦkG
def= min
{S1,...,Sk}∈Pk

Φk (S1, . . . , Sk) ,

where Pk is the set of all k-partitions of the vertex set. Optimizing these objective function is
useful when one seeks a k-partition where each part has small expansion. The edge expansion
version of this objective has been studied in [26, 23, 21], etc., and the vertex expansion
version of this objective has been studied in [12]; see Section 1.4 for a brief summary of the
related work.

For many NP-hard optimization problems, simple heuristics work very well in practice,
for e.g. SAT [9], sparsest cut [18, 19], etc. One possible explanation for this phenomenon
could be that instances arising in practice have some inherent structure that makes them
“easy”. Studying natural random/semi-random families of instances, and instances with
planted solutions has been a fruitful approach towards understanding the structure of easy
instances, and in modelling instances arising in practice, especially for graph partitioning
problems [33, 29, 30, 28] (see Section 1.4 for a brief survey). Moreover, studying semi-random
and planted instances of a problem can be used to better understand what aspects of a
problem make it “hard”. Therefore, in an effort to better understand the complexity of
graph k-partitioning problems, we study the k-way edge and vertex expansion of a natural
planted model of instances. We give bi-criteria approximation algorithms for instances from
these models.

1.1 k-way planted models for expansion problems
We study the following model of instances.

I Definition 1.1 (k-Part-edge). An instance of k-Part-edge(n, k, ε, λ, d, r) is generated as
follows.
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1. Let V be a set of n vertices. Partition V into k sets {S1, S2, . . . Sk}, with |St| = n/k for
every t ∈ [k]. For each t ∈ [k], add edges between arbitrarily chosen pairs of vertices in St
to form an arbitrary roughly d-regular (formally, the degree of each vertex should lie in
[d, rd]) graph of spectral gap (defined as the second smallest eigenvalue of the normalized
Laplacian matrix of the graph, see Section 2.1 for definition) at least λ.

2. For all i, j ∈ [k], add edges between arbitrarily chosen pairs of vertices in Si × Sj such
that φG(Si) 6 εrd ∀i ∈ [k].

3. (Monotone Adversary) For each t ∈ [k], add edges between any number of arbitrarily
chosen pairs of vertices within St.

Output the resulting graph G.

Analogously, we define the vertex expansion model.

I Definition 1.2 (k-Part-vertex). An instance of k-Part-vertex(n, k, ε, λ, d, r) is generated as
follows.
1. Let V be a set of n vertices. Partition V into k sets {S1, S2, . . . Sk}, with |St| = n/k for

every t ∈ [k]. For each t ∈ [k], add edges between arbitrarily chosen pairs of vertices in St
to form an arbitrary roughly d-regular (formally, the degree of each vertex should lie in
[d, rd]) graph of spectral gap (defined as the second smallest eigenvalue of the normalized
Laplacian matrix of the graph, see Section 2.1 for definition) at least λ.

2. For each t ∈ [k], partition St into Tt and St \Tt such that |Tt| 6 εn/k. Add edges between
any number of arbitrarily chosen pairs of vertices in ∪i∈[k]Ti.

3. (Monotone Adversary) For each t ∈ [k], add edges between any number of arbitrarily
chosen pairs of vertices within St.

Output the resulting graph G.

The only difference between k-Part-edge and k-Part-vertex is in the expansion of the sets.
In step 2 of Definition 1.1, we ensured that φ(Si) 6 εrd ∀i ∈ [k]1. In step 2 of Definition 1.2,
the definition ensures that φV(Si) 6 εk ∀i ∈ [k].

Both these models can be viewed as the generalization to k-partitioning of models studied
in the literature for 2-partitioning problems for edge expansion [29], etc. and vertex expansion
[28], etc. These kinds of models can be used to model communities in networks, where k is
the number of communities. The intra-community connections are typically stronger than the
inter-community connections. This can be modelled by requiring Si to have large expansion
(see Theorem 1.3 and Theorem 1.4 for how large a λ is needed compared to ε). Our work for
k > 2 can be used to study more general models of communities than the case of k = 2.

1.2 Our Results
We give bi-criteria approximation algorithms for the instances generated from the k-Part-
edge and k-Part-vertex models. We define OPT as follows

OPT def= min
{P1,...,Pk}∈P̃k

Φk (P1, . . . , Pk) ,

where Φ is φ for k-Part-edge, and φV for k-Part-vertex, and P̃k is the set of all balanced
k-partitions of the vertex-set, i.e. for each {P1, . . . , Pk} ∈ P̃k, we have |Pi| = n/k ∀i ∈ [k].
We note that in k-Part-edge, OPT 6 εrd, and in k-Part-vertex, OPT 6 εk.

1 Since φ(S) measures the weight of edges leaving S (see (1.1)), it is often more useful to compare edge
expansion to some quantity related to the degrees of the vertices inside S. Therefore, in step 2 of
Definition 1.1, we require φ(Si) 6 εrd ∀i ∈ [k], instead of φ(Si) 6 ε ∀i ∈ [k].
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I Theorem 1.3. There exist universal constants c1, c2 ∈ R+ satisfying the following:
there exists a polynomial-time algorithm that takes as input a graph from the class k-Part-
edge(n, k, ε, λ, d, r) with ε 6 λ/(800kr3), and outputs k disjoint sets of vertices W1, . . . ,Wk ⊆
V , that for each i ∈ [k] satisfy:
1. |Wi| > c1n/k,
2. φ(Wi) 6 c2kOPT.

I Theorem 1.4. There exist universal constants c1, c2 ∈ R+ satisfying the following:
there exists a polynomial-time algorithm that takes as input a graph from the class k-
Part-vertex(n, k, ε, λ, d, r) with ε 6 λ/(800kr3), and outputs k disjoint sets of vertices
W1, . . . ,Wk ⊆ V , that for each i ∈ [k] satisfy:
1. |Wi| > c1n/k,
2. φV(Wi) 6 c2kOPT.

Note when k = O (1), Theorem 1.3 and Theorem 1.4 guarantee constant factor bi-criteria
approximation algorithms. The currently best known approximation guarantees for general
instances (i.e. worst case approximation guarantees) of k-way edge expansion problems are
of the form O

(
OPT

√
lognf1(k)

)
or O

(√
OPTf2(k)

)
where f1(k), f2(k) are some functions

of k, and the currently best known approximation guarantees for general instances (i.e.
worst case approximation guarantees) of k-way vertex expansion problems are of the form
O
(
OPT

√
lognf3(k)

)
or O

(√
OPTf4(k, d)

)
where f3(k) is some functions of k and f4 is

some function of k and the maximum vertex degree d. We survey these results in Section 1.4.
Note that our bi-criteria approximation guarantees in Theorem 1.3 and Theorem 1.4 are
multiplicative approximation guarantees and are independent of n.

The above theorem shows that it is possible to produce k disjoint subsets, each of size
Ω(n/k), each with expansion a factor k away from that of the planted partition. While this
may not form a partition of the vertex set, it is not difficult to show that with a loss of a
factor of k, we can indeed get a true partition. This idea of moving from disjoint sets to a
partition is well-known, and has been used before in other works (for e.g., [21]).

I Corollary 1.5. There exist universal constants c1, c2 ∈ R+ satisfying the following: there
exists a polynomial-time algorithm that takes as input a graph from k-Part-edge(n, k, ε, λ, d, r)
(resp. k-Part-vertex(n, k, ε, λ, d, r)) with ε 6 λ/800kcr3, and outputs a k-partition P =
{P1, . . . , Pk} of V such that:
1. For each i ∈ [k], |Pi| > c1n/k,
2. For each i ∈ [k], φ(Pi) 6 c2k

2OPT (resp. φV(Pi) 6 c2k
2OPT).

We note that the above result approximates the k-way expansion of the best balanced
partition in G. The proofs of the above results are given in Section 3.

1.3 Proof Overview
For proving Theorem 1.3 and Theorem 1.4 we use an SDP relaxation (see Section 2.2) similar
to the one used by [23, 31], etc. For the case when k = 2, [29, 28] used slightly different
SDP constraints, and showed that when S1 and S2 contain large edge expanders, the set of
SDP solution vectors {ui : i ∈ V } contain two sets L1, L2 such that |L1| , |L2| = Ω(n), L1
and L2 have small diameter, and the distance between L1 and L2 is Ω(1). The core of our
analysis can be viewed as proving an analogue of this for k > 2 (Proposition 3.3), however,
this requires some new ideas. For i ∈ [k], let µi denote the mean of the vectors corresponding
to the vertices in Si. We use the expansion within Si’s together with the SDP constraints
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to show that for i, j ∈ [k], i 6= j, each µi must have Ω(n/k) vertices sufficiently close to it,
and that µi and µj must be sufficiently far apart. This can be used to show the existance of
k such sets L1, . . . , Lk, such that for each i ∈ [k], Li has sufficiently small diameter and Li
is sufficiently far from Lj ∀j 6= i. The proof of our structure theorem is similar in spirit to
the proof of structure theorem of [39], but our final guarantees are very different, we discuss
their work in more detail in Section 1.4.

If we can compute k such sets L1, . . . , Lk, then using standard techniques, we can recover
k sets having small expansion. In the case of k = 2, one could just guess a vertex from each
these sets, and compute the two sets satisfying our requirements using standard techniques.
For k > 2, guessing a vertex from each of the balls around µi would also suffice to compute
sets L1, . . . , Lk satisfying our requirements. However, doing this naively would take time
O(nk). To obtain an algorithm for this task whose running time is O (poly(n, k)), we use a
simple greedy algorithm (Algorithm 1) to iteratively compute the sets Li such that Li has
sufficiently small diameter and is sufficiently far from Lj for all j < i. To ensure that this
approach works, one has to ensure that at the start of iteration i+ 1, the set of SDP vectors
for the vertices in V \ ∪ij=iLi has at least k− i clusters each of size Ω(n/k) and having small
diameter. We use our structural result to prove that this invariant holds in all iterations of
the algorithm.

1.4 Related Work
[28] studied the 2-way vertex-expansion in k-Part-vertex for k = 2, and gave a constant factor
bi-criteria approximation algorithm. Our proofs and results can be viewed as generalizing
their result to k > 2. They also studied a stronger semi-random model, and gave an algorithm
for exact recovery (i.e. a 1-approximation algorithm) w.h.p. [29] studied the 2-way edge-
expansion in a model similar to k-Part-edge for k = 2, and gave a constant factor bi-criteria
approximation algorithm. Our proofs and results can be viewed as generalizing their result
to k > 2.

k-partitioning problems. The minimum k-cut problem asks to find a k-partition of the
vertex set which cuts the least number of edges; [43, 38, 42] all gave 2-approximation
algorithms for this problem. A number of works have investigated k-way partitioning in
the context of edge expansion. Bansal et al. [8] studied the problem of computing a k-
partitioning S1, . . . , Sk of the vertex set such that |Si| = n/k for each i ∈ [k], which minimizes
maxi∈[k] |E(Si, V \ Si)|. They give an algorithm which outputs a k-partition of the vertex set
T1, . . . , Tk such that |Ti| 6 (2 + ε)n/k, and maxi∈[k] |E(Ti, V \ Ti)| 6 O

(√
logn log k

)
OPT,

where OPT denotes the cost of the optimal solution. There are also many connections
between graph partitioning problems and graph eigenvalues. Let 0 = λ1 6 λ2 6 . . . 6 λn
denote the eigenvalues of the normalized Laplacian matrix of the graph. Typically, a different
but related notion of edge expansion is used, which is defined as follows.

φ′(S) def= |E(S, V \ S)|
min {vol(S), vol (V \ S)} ,

where vol(S) is defined as the sum of the degrees of the vertices in S. [25] gave an algorithm
to find a k-partition which cuts at most O

(√
λk log k

)
fraction of the edges. [21, 26] showed

that for any k non-empty disjoint subsets S1, . . . , Sk ⊂ V , maxi∈[k] φ
′(Si) = Ω(λk). [21] (see

also [26, 23]) gave an algorithm to find a (1 − ε)k partition S1, . . . , S(1−ε)k of the vertex
set satisfying maxi φ′(Si) = O

((
1/ε3)√λk log k

)
for any ε > 0, and a collection of k non-

empty, disjoint subsets S1, . . . , Sk ⊂ V satisfying maxi φ′(Si) = O
(
k2√λk

)
. [23] gave an

algorithm to find a partition of V into (1− ε)k disjoint subsets S1, S2, . . . , S(1−ε)k, such that
φ′(Si) 6 O

(√
logn log kOPT

)
.
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Given a parameter δ, the small-set edge expansion problem asks to compute the set
S ⊂ V have the least edge expansion among all sets of cardinality at most δ |V | (or volume at
most δvol (V )). Bansal et al. [8] and Raghavendra et al. [41] gave a bi-criteria approximation
algorithm for the small-set edge expansion problem. [23] gave an algorithm that outputs
(1 − ε)k partition S1, . . . , S(1−ε)k such that maxi φ′(Si) = O

(
poly(1/ε)

√
logn log k OPT

)
,

where OPT is least value of maxi∈[k] φ
′(Si) over all k-partitions S1, . . . , Sk of the vertex set.

[23] also studied a balanced version of this problem, and gave bi-criteria approximation
algorithms.

Let ρk(G) denote minS1,...,Sk
maxi∈[k] φ

′(Si) where the minimum is over sets of k non-
empty disjoint subsets S1, . . . , Sk ⊂ V . Kwok et al. [20] showed that for any l > k,
ρk(G) = O

(
lk6λk/

√
λl
)
. They also gave a polynomial time algorithm to compute non-empty

disjoint sets S1, . . . , Sk ⊂ V satisfying this bound. Combining this with the results of [21, 26],
we get aO

(
lk6/
√
λl
)
approximation to the problem of computing k non-empty disjoint subsets

S1, . . . , Sk ⊂ V which have the least value of maxi∈[k] φ
′(Si). Here the approximation factor

depends on λl, but even in the best case when λl = Ω(1) for some l = O(k), the expression
for the approximation guarantee reduces to O

(
k7). They also show that for any l > k and

any ε > 0, there is a polynomial time algorithm to compute non-empty disjoint subsets
S1, . . . , S(1−ε)k ⊂ V such that maxi∈[(1−ε)k] φ

′(Si) = O
(((

l log2 k
)
/ (poly(ε)k)

)
λk/
√
λl
)
.

Peng et al. [39] define the family of well clustered graphs to be those graphs for which
λk+1/ρk(G) = Ω(k2) (their structure theorem requires this ratio to be Ω(k2), their algorithms
require the separation to be larger, i.e. Ω(k3)) . They show that for such graphs, using the
bottom k eigenvectors of the normalized Laplacian matrix, one can compute a k-partition
which is close to the optimal k-partition for k-way edge expansion. They measure the closeness
of their solution to the optimal solution in terms of the volume of the symmetric difference
between the solution returned by their algorithm and the optimal solution. They start by
showing that the vertex embedding of the graph into the k-dimensional space consisting of
the bottom-k eigenvectors is clustered. Our technique to prove our main structural result
Proposition 3.3, which shows that the SDP solution is clustered, is similar in spirit. Firstly,
we note that the results of [39] apply to edge expansion problems and not vertex expansion
problems. Moreover, due to the action of the monotone adversary, the λk+1 of instances from
k-Part-edge could be very small in which case the results of [39] wouldn’t be applicable.

[12] showed that for a hypergraph H = (V,E), there exist (1 − ε)k disjoint subsets
S1, . . . , S(1−ε)k of the vertex set such that maxi φ(Si) = O

(
k2poly log(k)/e1.5)√γk log r,

where r is the size of the largest hyperedge, φ(S) denotes the hypergraph expansion of a set of
vertices S, γk is the kth smallest eigenvalue of the hypergraph Laplacian operator (we refer the
reader to [12] for the definition of φ(·), γk, etc.) Combining these ideas from [12] with the ideas
from [24], we believe it should be possible to obtain an algorithm that outputs (1−ε)k disjoint
subsets S1, . . . , S(1−ε)k such that maxi φ(Si) = O

(
k2poly log(k)poly(1/ε)

)√
lognOPT, where

is OPT is least value of maxi∈[k] φ(Si) over all k-partitions S1, . . . , Sk of the vertex set. Using
a standard reduction from vertex expansion in graphs to hypergraph expansion, we get
analogs of the above mentioned results for vertex expansion in graphs.

Vertex Expansion. An alternative, common definition of vertex expansion that has been
studied in the literature is φV,a(S) def= (|V | |N(S)| / (|S| |V \ S|)), and as before, φV,a

G
def=

minS⊂V φV,a(S). As Louis et al. [27] show, the computation φV
G and φV,a

G is equivalent upto
constant factors.

Feige et al. [13] gave a O
(√

logn
)
-approximation algorithm for computing the vertex

expansion of a graph. Bobkov et al. [10] gave a Cheeger-type inequality for vertex expansion
in terms of a parameter λ∞, which plays a role similar to λ2 in edge-expansion. Building on
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this, Louis et al. [27] gave an SDP based algorithm to compute a set having vertex expansion

at most O
(√

φV
G log d

)
in graphs having vertex degrees at most d. This bound is tight

upto constant factors [27] assuming the SSE hypothesis. Louis and Makarychev [24] gave a
bi-criteria approximation for small-set vertex expansion.

Edge Expansion. Arora et al. [7] gave a O
(√

logn
)
-approximation algorithm for computing

the edge expansion of a graph. Cheeger’s inequlity [6, 5] says that λ2/2 6 minS⊂V φ′(S) 6√
2λ2.

Stochastic Block Models and Semi-Random Models. Stochastic Block Models (SBMs)
are randomized instance-generation models based on the edge expansion objective and have
been intensively studied in various works, starting with [16, 11, 17]. The goal is to identify
and recover communities in a given random graph, where edges within communities appear
with a probability p that is higher than the probability q of edges across communities. Both
exact and approximate recovery guarantees for SBMs have been investigated using various
algorithms [33, 35, 32, 1, 36, 37], leading to the resolution of a certain conjecture regarding
for what range of model parameters are recovery guarantees are possible. While the above
results deal mostly with the case of SBMs with two communities, k-way SBMs (for k > 2
communities) have been studied in recent works [2, 3, 4].

Semi-Random Models allow instance generation using a combination of both random
edges and some amount of monotone adversarial action (i.e. not change the underlying
planted solution). SDP-based methods seem to work well in this regard, since they are robust
to such adversarial action. Many variants of semi-random models for edge expansion have
been studied in literature. Examples include works due to Feige and Kilian [14], Guedon and
Vershynin [15], Moitra et al. [34], and Makarychev et al. [29, 30, 31]. [31] also allows for a
small amount of non-monotone errors in their model. These works give approximate and
exact recovery guarantees for a range of parameters in their respective models.

2 Preliminaries and Notation

2.1 Notation

We denote graphs by G = (V,E), where the vertex set V is identified with [n] def= {1, 2, . . . n}.
The vertices are indexed by i, j. For any S ⊆ V , we denote the induced subgraph on S by
G[S]. Given i ∈ V and T ⊆ V , define NT (i) def= {j ∈ T : {i, j} ∈ E}, and N(i) = NV (i).

Given the normalized Laplacian L = I −D−1/2AD−1/2, the spectral gap of G denoted by
λ, is the second-smallest eigenvalue of L. Spectral expanders are a family of graphs with λ at
least some constant (independent of the number of vertices in G).

Specific to graphs G generated in the k-Part-vertex and k-Part-edge models, let S =
{S1, . . . , St} be the collection of sets for any i ∈ V , let S(i) denote the set S ∈ S such that
i ∈ S. For a single subset W ⊆ V , we define ∂W = {i ∈W : ∃j /∈W with j ∈ N(i)} ∪
{i /∈W : ∃j ∈W with j ∈ N(i)}, i.e., the symmetric vertex boundary of the cut (W,V \W ).
We let E(∂S) be the edges going across the cut (S, V \ S), for any S ⊆ V . Given any
k-partition of the vertex set W = {W1, . . . ,Wk}, we define ∂W = ∪i∈[k]∂Wi to be the set
of boundary vertices on this partition, and E(∂W) = ∪i∈[k]E(∂Wi) to be the edges across
this partition.
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23:8 Planted Models for k-Way Edge and Vertex Expansion

2.2 SDP for k-way edge and vertex expansion
Our algorithms for both k-Part-edge and k-Part-vertex models use a natural semi-definite
programming (SDP) relaxation for k-way expansion. The objective function we use is the
“min-sum” objective in each case. For k-Part-vertex , it looks to minimize the number of
boundary vertices in a balanced k-way partition of the vertex set, and correspondingly in
k-Part-edge, the total number of edges across a balanced k-way partition of the vertex set.

For the k-Part-edge model, we use the following SDP relaxation.

I SDP 2.1 (Primal). k-Part-edge

min
U

1
2
∑
i,j∈E

Uii + Ujj − 2Uij

subject to

Uii = 1 ∀i ∈ V
Uij > 0 ∀i, j ∈ V∑
j

Uij = n/k ∀i ∈ V

Ujj > Uij + Ujk − Uik ∀i, j, k ∈ V
U � 0

I SDP 2.2 (Primal). k-Part-vertex

min
U

∑
i∈V

ηi

subject to

ηi > Uii + Ujj − 2Uij ∀i,∀j ∈ N(i)
Uii = 1 ∀i ∈ V
Uij > 0 ∀i, j ∈ V∑
j

Uij = n/k ∀i ∈ V

Ujj > Uij + Ujk − Uik ∀i, j, k ∈ V
U � 0

The intended integral solution for U in the SDP relaxation (SDP 2.2, SDP 2.1) for either
model is Uij = 1, if i, j lie in the same subset in the planted k-partition of V , and 0 otherwise.
We can alternatively view the SDP variables as a set of vectors {ui ∈ Rn}i∈V , satisfying
uTi uj = Uij . These can be obtained by the Cholesky decomposition of the matrix U . Notice
that the constraint

∑
j Uij = n/k in the relaxations above is specific to k-way partitions

with exactly n/k vertices in each partition, and hence is satisfied by both models for the
integral solution. The second-to-last set of constraints in either SDP are called `2

2 triangle
inequalities, and can be rephrased in the language of vectors as:

‖ui − uj‖2 + ‖uk − uj‖2 > ‖ui − uk‖2 ∀i, j, k ∈ V (2.1)

It is easy to verify that these are satisfied by the ideal integral solution, corresponding to
ui = et, where i ∈ St.
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For k-Part-edge, for every edge across the partition we accumulate a value of 1 in the
SDP objective in the integral solution. Since every St has φ(St) 6 εrd, we have:

|E(∂St)| 6 εrd
n

k
· (1− 1

k
) 6 εrd

n

k

=⇒ 2
∣∣∪kt=1E(∂St)

∣∣ 6 εrdn

Since the number of edges going across the partition is at most2 εrdn, this is an upper bound
on the optimum of SDP 2.1.

For k-Part-vertex , the integral solution will further set, ηi = 2 for any boundary vertex i
of the partition S, and ηi = 0 if i is not a boundary vertex, yielding a primal objective value
of 2εn. Thus, the optimal value of SDP 2.2 is at most 2εn.

Furthermore, if OPT is as defined in Section 1.2, then in either case we have that
SDP 6 OPT · n.

We introduce some notation regarding the SDP solution vectors {ui}i∈V that will be useful
for proofs. Let d(i, j) def= ‖ui − uj‖2. Due to inequalities (2.1), d(·, ·) is a metric. Given a set
L ⊆ V , define d(i, L) def= minj∈L d(i, j). The `2

2 diameter of L is diam(L) = maxi,j∈L d(i, j).
A ball of `2

2 radius a around a point x ∈ Rn is defined as B(x, a) def= {j ∈ V : d(j, x) 6 a}.

Further proof-specific notations are defined as and when they are needed in the respective
sections.

3 Bi-criteria Guarantees in the Planted Model

We now give a proof of Theorem 1.3, Theorem 1.4 and Corollary 1.5. The main idea is
to show that the SDP solution is clustered around k disjoint balls, each of which have a
significant overlap with a distinct Si, for i ∈ [k]. We can then extract out k sets greedily
using an `1 line embedding.

In what follows, it is convenient to view the variables in the primal SDP as being vectors
ui ∈ Rn for each i ∈ V that satisfy uTi uj = Uij .

The missing proofs for the results in this section are given in the full version of the paper.

3.1 Preliminary Lemmas

I Lemma 3.1. Let δ 6 1/100 and α 6 1 be real numbers. Let {ui}i∈V be a feasible SDP
solution vector set for SDP 2.1 or SDP 2.2. Suppose there exists a set L ⊆ V that satisfies:
(a) |L| > αn

(b) diam(L) 6 δ.
We have:
(a) (Edge) If {ui}i∈V is an optimal solution to SDP 2.1 with objective value βn, then there

exists an i ∈ L, and a ∈ [δ, 1/50] such that W def= B(i, a) satisfies φ(W ) 6 O(β/α).
(b) (Vertex) If {ui}i∈V is an optimal solution to SDP 2.2 with objective value βn, then there

exists an i ∈ L, and a ∈ [δ, 1/50] such that W def= B(i, a) satisfies φV(W ) 6 O(β/α).

2 We use a slightly loose upper bound for convenience, to match up parameters in our proofs with the
k-Part-vertex model.
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Part (a) of the above lemma follows from standard arguments in edge-expansion literature.
Part (b) is a slight modification of [28, Lemma 3.1] 3. We defer both proofs to the full version
of the paper.

We next show that if the SDP solution is clustered into k disjoint, well-separated balls
of small diameter, then we can iteratively use Lemma 3.1 to find k disjoint sets, each with
small vertex or edge expansion.

I Lemma 3.2. Let δ 6 1
100 and k ∈ Z be large enough. Suppose the optimal SDP solution

vectors {ui}i∈V to SDP 2.1 (resp. SDP 2.2) yield an objective value of βn and satisfy the
following properties:
(a) There exist disjoint sets L1, L2, . . . , Lk ⊆ V , with diam(Lt) 6 δ,
(b) For each t ∈ [k], and for some constant γ, we have |Lt| > γn/k,
(c) For every t 6= t′, d(Lt, Lt′) > 1/10.
Then, we can in polynomial time, find k disjoint sets W1, . . . ,Wk ⊆ V such that for every
t ∈ [k], |Wt| > γn/k, and φ(Wt) 6 O(βk/γ) (resp. φV(Wt) 6 O(βk/γ)).

3.2 Showing that the SDP solution is clustered

We next show that for any input instance from the class k-Part-edge or k-Part-vertex with
appropriate parameters, every feasible set of SDP solution vectors are clustered. Using
Lemma 3.2, we can then immediately conclude the proof of Theorem 1.3 and Theorem 1.4.

Our main technical result is the following proposition.

I Proposition 3.3. Let {ui}i∈V be the optimal solution SDP 2.1 (resp. SDP 2.2) for an
instance G from k-Part-edge(n, k, ε, λ, d, r) (resp. k-Part-vertex(n, k, ε, λ, d, r)) with εkr3/λ 6
1/800. Then, there exist sets L1, . . . , Lk ⊆ V such that:
(a) diam(Lt) 6 1/100,
(b) ∀t ∈ [k] : |Lt ∩ St| > n/2k,
(c) ∀t 6= t′ : d(Lt, Lt′) > 1/10.

Proof of Proposition 3.3. We begin with the following lemma; the proof is given in the full
version of the paper.

I Lemma 3.4. Let {ui}i∈V be the optimal solution to the SDP for an instance G from
k-Part-vertex or k-Part-edge. For each t ∈ [k], let µt = Ei∈St [ui]. The following holds:
(a) ∀t ∈ [k] : Ej∈St

[‖µt − uj‖2] 6 kεr3

λ

(b) 1 > ‖µt‖2 > 1− kεr3/λ

(c) ∀t 6= t′ µTt µt′ 6 kεr3/λ

We use this to prove Proposition 3.3. For each t ∈ [k], define Lt
def= B(µt, 1/400). Clearly,

diam(Lt) 6 1/100.

Since the parameters for either k-Part model are assumed to satisfy εkr3/λ 6 1/800,
we have that for every t ∈ [k], item (a) from Lemma 3.4 implies that Ej∈St

[‖µt − uj‖2] 6
kεr3/λ 6 1/800. We can now use Markov’s inequality:

3 References to the results and proofs in [28] are with respect to the full version of that paper, available
currently as an arXiv preprint.
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Pr
j∈St

[
‖µt − uj‖2

>
1

400

]
= |St \ (Lt ∩ St)|

|St|
. . . since Lt

def= B(µt, 1/400)

=⇒ |Lt ∩ St|
|St|

= 1− Pr
j∈St

[
‖µt − uj‖2

>
1

400

]
> 1− Ej∈St [‖µt − uj‖

2]
1/400 = 1

2

=⇒ |Lt ∩ St| >
n

2k

To prove item (c) of the lemma, we first prove the following claim:

B Claim 3.5.

∀t 6= t′ ‖µt − µt′‖2 >
9
10

Proof.

‖µt − µt′‖2 = ‖µt‖2 + ‖µt′‖2 − 2µTt µt′

> 1− kεr3

λ
+ 1− kεr3

λ
− 2× kεr3

λ
. . . using Lemma 3.4

> 1− 4kεr3

λ
>

19
20 >

9
10 . . . since kεr

3

λ
6

1
800 . C

From the definition of the sets {Lt}t∈[k], we will use the (plain Euclidean) triangle
inequality and the above claim. Let t 6= t′. We know that d(Lt, Lt′) = d(i, i′) for some i ∈ Lt
and i′ ∈ Lt′ . Using this:

d(Lt, Lt′ ) = d(i, i′)

= ‖ui − ui′‖2

> (‖µt − µt′‖ − ‖µt − ui‖ − ‖µt − ui′‖)2

. . . by triangle inequality on the point sequence µt → i→ i′ → µt′

>
(∥∥µt − µ′

t

∥∥− 1
20 −

1
20

)2
. . . since d(µt′ , i′), d(µt, i) 6

√
1

400 = 1
20

>
( 9

10 −
1
10

)2
>

1
10 .

J

Using the above, we now infer the proof of Theorem 1.3 and Theorem 1.4.

Proof of Theorem 1.3 and Theorem 1.4. Consider the optimal SDP solution vectors
{ui}i∈V for an instance G from k-Part-edge(n, k, ε, λ, d, r) (resp. k-Part-vertex(n, k, ε, λ, d, r)),
with the parameters satisfying the given conditions, and having an objective value of βn.
Note that β 6 OPT, as the SDP is a relaxation. Using Proposition 3.3, we infer the existence
of sets L1, . . . , Lk satisfying the conditions given. The SDP solution thus satisfies all the
conditions of Lemma 3.2, with δ = 1

100 and γ = 1/2, and therefore, we can find in polynomial
time, k disjoint subsets W1, . . . ,Wk: |Wt| > n/2k, and φ(Wt) 6 O(βk), for every t ∈ [k] for
k-Part-edge, or correspondingly φV(Wt) 6 O(βk) for k-Part-vertex. Algorithm 1 describes
the steps in the algorithm explicitly. J
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Algorithm 1 Algorithm for rounding SDP solutions for k-Part-vertex (k-Part-edge) instances.

Input: G = (V,E) from k-Part(n, k, ε, λ, r) and an optimal SDP solution {ui}i∈V on G
Output: Disjoint sets W1, . . . ,Wk ⊆ V with |Wt| > n/2k
1: C ← ∅
2: for t ∈ 1, . . . k do
3: Wt ← ∅
4: for i ∈ V do
5: for r ∈ [1/100, 1/50) do . Can be done in a discrete fashion
6: Ŵ ← B(i, r)
7: If

∣∣∣Ŵ ∣∣∣ < n/2k or Ŵ ∩ C 6= ∅ continue
8: (For k-Part-edge): If Wt = ∅ or φ(Wt) > φ(Ŵ ) then Wt ← Ŵ

(For k-Part-vertex): If Wt = ∅ or φV(Wt) > φV(Ŵ ) then Wt ← Ŵ

9: end for
10: end for
11: C ← C ∪Wt

12: end for
13: return W1, . . . ,Wt

Proof of Corollary 1.5. The proof for both parts uses a technique to move from disjoint sets
to partitions used before, for instance in [21]. Since previous works use it for edge expansion
already, we state the proof for k-Part-vertex first.

For k-Part-vertex: We start with the setsW1, . . . ,Wk from Theorem 1.4. From the definition
of φV, we have:

|∂Wt| = |N(Wt)|+ |N(V \Wt)|

6 O(1) · OPT · k · |Wt| |V \Wt|
n

= O(k · OPT |Wt|) ∀t ∈ [k]

Define the partition P = {P1, . . . , Pk} as follows: Pi = Wi if i 6= k, and Pk = V \
]i∈[k−1]Wi. Clearly, we have:

|∂Pk| 6

∣∣∣∣∣
k−1⋃
t=1

∂Wt

∣∣∣∣∣ 6 O(k · OPT
k−1∑
t=1
|Wt|) 6 O(kn · OPT)

Above, the last inequality follows since the Wt’s are all disjoint. Since |Pk| > Ω(n/k),
and |V \ Pk| > Ω(n), we infer that φV,k (P) 6 φV(Pk) 6 O

(
k2 · OPT

)
.

For k-Part-edge: The proof is very similar to the preceding one for k-Part-vertex, except
we work with edges. Again, from the definition of φ, we have, for the sets given by
Theorem 1.3:

|E(∂Wt)| 6 O(1) · OPT · k · |Wt| |V \Wt|
n

= O(k · OPT |Wt|)

As before, we define P = {P1, . . . , Pk} as follows: Pi = Wi if i 6= k, and Pk = V \
]i∈[k−1]Wi. From the above bound on |E(∂Wt)|, we get that:

|E(∂Pk)| = O(k · OPT
k−1∑
t=1
|Wt|) = O(kn · OPT),

giving that φk(P) = O(k2 · OPT). J
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Abstract
We consider the problem of scheduling jobs to minimize the maximum weighted flow-time on a set of
related machines. When jobs can be preempted this problem is well-understood; for example, there
exists a constant competitive algorithm using speed augmentation. When jobs must be scheduled
non-preemptively, only hardness results are known. In this paper, we present the first online
guarantees for the non-preemptive variant. We present the first constant competitive algorithm
for minimizing the maximum weighted flow-time on related machines by relaxing the problem and
assuming that the online algorithm can reject a small fraction of the total weight of jobs. This is
essentially the best result possible given the strong lower bounds on the non-preemptive problem
without rejection.
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1 Introduction

We study the problem of online scheduling non-preemptive jobs to minimize the maximum
(or `∞-norm of the) weighted flow-time on related machines. Here, we are given a set of n
independent jobs that arrive over time. Each job j has a processing requirement pj and a
weight wj . In the related machines environment, each machine i has speed si and the time
required to process j is equal to pj/si. The scheduling algorithm makes online decisions for
assigning each job to one of the machines. If a job j arrives at time rj and completes its
processing at time Cj , then its flow-time Fj is defined as (Cj − rj). We focus on the objective
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24:2 Non-Preemptive Maximum Weighted Flow-Time

of minimizing the maximum weighted flow-time, i.e., maxj wjFj . This metric is often used
in systems where jobs are prioritized according to their weights and every job needs to be
completed in a reasonable amount of time after its release. The problem of minimizing the
maximum flow-time is a natural generalization of the load-balancing problem where jobs
arrive over time. This problem is also closely related to deadline scheduling problems.

In this paper, we are interested in designing a non-preemptive schedule whose performance
is bounded in the worst-case model. In non-preemptive setting, a job, once started processing,
must be executed without interruption until its completion time. This is in contrast to
preemptive setting where a job can be stopped and later continued from where it left off
without penalty. Several strong theoretical lower bounds are known for simple instances [9, 4].
In order to overcome this lower bounds, Kalyanasundaram and Pruhs [12] and Phillips et
al. [15] proposed the analysis of scheduling algorithms in terms of the speed and machine
augmentations, respectively. Together these augmentations are commonly referred to as
resource augmentation. In a resource augmentation analysis, the idea is to either give the
scheduling algorithm faster processors or extra machines in comparison to the adversary.
For preemptive problems, these models have been quite successful in establishing theoretical
guarantees on algorithms that achieve good performance in practice [5, 11, 3, 10, 17].

Choudhury et al. [7, 8] proposed a different model of resource augmentation where the
online algorithm is allowed to reject a small fraction of the total weight of the incoming
jobs, while the adversary must complete all jobs. Theoretically, this model can lead to
the discovery of good online algorithms, even in the face of strong lower bounds [7, 13].
Practically, the model is useful for systems where it is assumed that clients loose interest in
their job if they wait too long to be completed. Choudhury et al. [7] considered the problem
of load balancing as well as the problem of minimizing the maximum weighted flow-time in
the restricted assignment setting. In this setting, we are given a set of machines and each
job j can only be scheduled on a subset Mj of the machines while its execution takes pj
time units. Even with speed augmentation, these problems admit strong lower bounds in
both preemptive and non-preemptive settings. However, online preemptive algorithms that
achieve a O(1)-competitive ratio and reject a small fraction of the total weight of jobs have
been presented in [7].

Prior works have left open the online non-preemptive scheduling problem of minimizing
the maximum weighted flow time. Even on a single machine, the problem is not understood
and no positive result is known. Moreover, even with speed augmentation, simple examples
lead to strong lower bounds. However, recent works on the rejection model [13] give the
possibility of creating algorithms with strong guarantees for the non-preemptive setting.
Thus, an intriguing open question is whether there exists a constant competitive algorithm
for the maximum weighted flow-time objective in the non-preemptive setting assuming that
a small fraction of total weight of jobs can be rejected. In this paper, we affirmatively answer
this question for the case of related machines by proving the following theorem.

I Theorem 1. For the non-preemptive scheduling problem of minimizing the maximum
weighted flow-time on related machines, there exists a O(1/ε9)-competitive algorithm that
rejects at most O(ε)-fraction of the total weight of jobs, where ε ∈ (0, 1).

1.1 Problem definition and notation
We are given a setM of m machines and a set J of n jobs that arrive online. Each machine i
processes a job at speed si. We index the machines such that s1 ≥ s2 ≥ . . . sm. Each
job j is characterized by its release time rj , its processing requirement pj and its weight wj .
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The processing requirement and the weight of j are known at its release time rj . If j is
processed on machine i, then it requires pj/si time units. The goal is to schedule the jobs
non-preemptively. Given a schedule S, the completion time of a job j is denoted by CSj . The
weighted flow-time of j is defined as wjFSj = wj(CSj − rj), which is the weighted amount
of time during which j remains in the system. The objective is to minimize the maximum
(`∞-norm of) weighted flow-time, i.e., maxj wjFSj . We omit the superscripts if the schedule
S is clearly defined by the context.

Let F denote the value of the offline optimal solution. Let ε be an arbitrary constant
such that ε ∈ (0, 1). We assume that all weights wj are of the form (1/ε)k, where k is an
integer. This can be assumed by rounding down weights to the nearest power of 1

ε which
affects the competitive ratio by a factor of at most

( 1
ε

)
. After rounding, we say that a job j

is of class k if wj =
( 1
ε

)k. Let K denote the largest weight class of any job. A job j is valid
on machine i, iff it takes at most F/wj time units on i, that is pj

si
≤ F

wj
.

1.2 Organization
In Section 2, we present the works related to our problem. Then, in Section 3, we present an
offline algorithm for the scheduling problem of minimizing the maximum weighted flow-time
on related machines. This algorithm is inspired by Anand et al. [2] and uses a small look-
ahead, allows preemptions and does not respect the release dates. Specifically, we assume that
the value F of the optimal weighted flow time is known to the algorithm. Since release dates
are not respected, the algorithm creates an infeasible schedule. Later, in Section 4, we discuss
how to convert this offline algorithm to an online algorithm respecting the non-preemptive
requirement. Note that the release dates will be respected due to the online nature. Finally,
we explain how to remove the assumption about knowing the value F in Section 5.

2 Related Work

We discuss first related works for the unweighted case. For a single machine, First-In-First-
Out is an optimal algorithm for minimizing the maximum flow-time. For identical machines,
Bender et al. [14] and Ambulh and Mastrolilli [1] showed that the algorithm that schedules
the incoming jobs on the least loaded machine, is (3−2/m)-competitive. On related machines,
Bansal et al. [4] showed that there exists a 13.5-competitive algorithm. This has recently
been improved to a 12.5-competitive algorithm by Im et al [16]. All the above algorithms
are non-preemptive and their results hold against both the preemptive and non-preemptive
adversary. For the more general setting of unrelated machines, Anand et al. [2] gave an
O(1/ε)-competitive algorithm with (1 + ε)-speed augmentation and this result fundamentally
uses preemption.

In the presence of weights, only results in the preemptive setting are known for the
problem of minimizing the maximum weighted flow-time. Bender et al. [14] showed a lower
bound of Ω(P 1/3) on the competitive ratio on single machine where P is the ratio of the
minimum to maximum job size. This was later improved to Ω(P 0.4) in [6]. Both these lower
bounds also hold if P is replaced with the ratio of the maximum to minimum weight. In
speed augmentation model, Bansal and Pruhs [5] showed that the Highest Density First
policy is (1 + ε)-speed O(1/ε2)-competitive on a single machine. Chekuri and Moseley [6]
presented a (1 + ε)-speed O(1/ε)-competitive algorithm for parallel machines, while Anand
et al. [2] proposed a (1 + ε)-speed O(1/ε3)-competitive algorithm for related machines. In
the rejection model, Choudhury et al. [7] presented an O(1/ε4)-competitive algorithm for
the restricted assignment settings when an ε-factor of the weight of the jobs can be rejected
by the online algorithm.
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3 An Offline Look-ahead Algorithm with Preemptions

In this section we assume that the value F of the optimal solution is given, preemptions are
allowed and the release dates of the jobs are not necessarily respected. Intuitively, we show
the following. For ease of explanation assume that all jobs have unit weight. We consider
all the jobs released during a long interval of size O(F/ε). Since the maximum weighted
flow-time is F , all such jobs must be scheduled within an interval of size O(F/ε+ F ) by the
optimal solution. We show that by rejecting an O(ε)-fraction of the total weight of jobs,
an online algorithm can schedule all the remaining jobs in the interval of size O(F/ε). The
algorithm below builds on this idea when jobs have different weights. This is inspired by the
work of Anand et al. [2] where speed augmentation is used to achieve a similar effect. Recall
that there exists a strong lower bound in the speed augmentation model. In rejection model,
one needs to ensure that the algorithm rejects at most O(ε)-fraction of jobs both in terms of
weights and volume.

We allow our algorithm to reject some jobs. For each weight class k and integer `, let
I(k, `) denote the interval

[
`Fεk

ε3 , (`+1)Fεk

ε3

)
. We say that a job j belongs to type (k, `) if it is of

class k and rj ∈ I(k, `). Observe that intervals I(k, `) form a nested set of intervals. Note that
at least

( 1
ε3

)
jobs that belong to class k or more, can be scheduled during an interval I(k, `).

The online algorithm A is defined to have the following rejection and scheduling policies.

Rejection policy. The rejection policy of A is described in Algorithm 1. The algorithm
uses a simple rejection policy where it ensures that for each interval I(k, `) the algorithm
rejects at least ε2/2-fraction of volume of jobs and O(ε)-fraction of weight of jobs.

Algorithm 1 RA(I, F, ε).
1: for k = K to 1 do
2: for ` = 1, 2, . . . do
3: J(k, `) := the set of jobs of type (k, `)
4: D := bε2|J(k, `)|+ ε

∑
I(k′`′)⊆I(k,`):

k′=k+1

|J(k′, `′)|c+
∑

I(k′,`′)⊆I(k,`):
k′≥k+2

|J(k′, `′)|

5: Reject longest-D jobs from J(k, `)

Scheduling policy. The scheduling policy of A is described in Algorithm 2. The algorithm
uses the following order: it picks jobs in the decreasing order of their class, and within each
class it goes by increasing order of its intervals. When considering a job j, the algorithm
schedules j during the interval I(k, `) on the slowest valid machine with enough free space.
Jobs may be scheduled preemptively. This completes the description of the algorithm A.

Algorithm 2 SA(I, F, ε).
1: for k = K to 1 do
2: for ` = 1, 2, . . . do
3: for each non-rejected job j of type (k, `) do
4: mj := the slowest machine for which j is valid
5: for i := mj , . . . , 1 do
6: If there is at least pj/si free slots (preemptive) on machine i during I(k, `) then

schedule j on i during the first such free slots.
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3.1 Analysis of the Offline Algorithm
In this section, we prove that Algorithm SA will always find enough space to schedule the
non-rejected set of jobs in RA.

I Theorem 2. Algorithm SA outputs a preemptive schedule for the set of non-rejected jobs
which ensures that each job that belongs to type (k, `) is scheduled during I(k, `). Note that
schedule may process jobs before their release date.

We prove this by contradiction. Let j∗ be the first non-rejected job that algorithm A
cannot schedule on some machine i. Then we will show that the value of the offline optimal
solution is strictly greater than F , which contradicts our assumption on the knowledge of
the value of optimal offline solution, F .

Assume that j∗ is of type (k∗, `∗). We build a set S of job recursively. Initially S just
contains j∗. We add j′ of type (k′, `′) to S if there is already a job j of type (k, l) in S

satisfying the following conditions:
1. k′ ≥ k.
2. A processes j′ on a machine i which is valid for j as well.
3. A processes j′ during the I(k′, `′) such that I(k′, `′) ⊆ I(k, `)

For a machine i and interval I(k, `), define the machine-interval Ii(k, `) as the time
interval I(k, `) on machine i. We construct a set IM of machine-intervals as follows: For
every job j ∈ S of type (k, `), we add the interval Ii(k, `) to IM for all machines i such that
j is valid for i.

I Definition 3. We say that an interval Ii(k, `) ∈ IM is maximal if there is no other interval
Ii(k′, `′) which contains Ii(k, `).

Observe that every job in S except j∗ gets processed in one of machine-intervals in IM .
Let IX denote the set of maximal intervals in IM . We show that the jobs in S satisfy the
following property.

I Lemma 4. For any maximal interval Ii(k, `) ∈ IX , Algorithm SA processes a job on at
least (1− ε3)-fraction of the interval on machine i.

Proof. We prove this property holds whenever we add a new maximal interval to IX . Suppose
this property holds at some point in time, and we add a new job j′ to S. Let j, k, `, j′, k′, `′
be as in the description of S. Since k′ ≥ k and j is valid for i, the interval set IX already
contains the interval Ii′(k, `) for all i′ ≤ i. Hence the intervals Ii′(k′, `′) cannot be maximal
for any i′ ≤ i. Suppose an interval Ii′(k′, `′) is maximal, where i′ > i, and j′ is valid for
i′. Our algorithm would have considered scheduling j′ on i′ before going to i. Hence the
machine i′ is at least |Ii′(k′, `′)| − pj/si′ amount busy scheduling other jobs from S. The
lemma follows since pj/si′ ≤ F/wj ≤ Fεk. J

I Corollary 5. There are at least ( 1
ε3 − 1) jobs of class k or more scheduled for every

Ii(k, `) ∈ IX .

Proof. Recall that the size of the interval Ii(k, `) is Fεk

ε3 and the size of the longest job
scheduled in the interval Ii(k, `) is εkF . Combining these facts with Lemma 4 shows that
the corollary holds. J

Next we associate the set of rejected jobs to the maximal intervals. Recall that
|I(k, `)| denote the length of the interval I(k, `). Intuitively, we show that for each
maximal interval Ii(k, `) ∈ IX , we can associate at least O(ε2)|Ii(k, `)| volume of jobs

FSTTCS 2019
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that are rejected by the algorithm RA such that these jobs are of type (k′, `′) where
I(k′, `′) ⊆ I(k, `). To this end, let R denote the set of job rejected by RA. Let R(k, `) =
{j ∈ R : j is of type (k′, `′) and I(k′, `′) ⊆ I(k, `)}.

I Lemma 6. There exists a function φ : R→ IX such that for every Ii(k, `) ∈ IX , it holds
that vol(φ−1(Ii(k, `))) ≥ ε2

4 |Ii(k, `)| and φ−1(Ii(k, `)) ⊆ R(k, `) where vol(Q) denotes the
total volume of jobs in the set Q.

Proof. Fix a maximum interval I = Ii(k, `). Let kmax denote the maximum weight class of
the job scheduled in I. Recall the intervals Ii(k′, `′) ⊆ Ii(k, `) are nested.

We first form an 1/ε-ary tree where a node v(k′, `′) represents the set of jobs of type
(k′, `′) scheduled in the interval I on i. The node v(k′, `′) is the the ancestor of the node
v(k′ + 1, `′′) iff Ii(k′ + 1, `′′) ⊆ Ii(k′, `′). The height of this tree is kmax − k. Note that some
of the leaves can be empty. Therefore, we trim the tree such that leaves are non-empty. For
this, we find an empty leave and remove it from the tree. We repeat this procedure until no
empty leaves are present. Note that an intermediate node of the tree can be empty. Next,
we consider the following cases depending upon the number of jobs in the leaves:

Case 1: There are at least 1/ε2-jobs in each leaf. The algorithm RA rejects at least ε2/2
number of jobs at each non-empty node of the tree. Let j be such a job rejected by RA
for some node in the tree, then we define φ(j) = I (i.e., associate rejected job j to interval
I). Recall that RA rejects longest jobs among jobs of fixed class. Thus, the total volume
of jobs associated with the interval I is at least ε2/2 and the lemma holds.

Case 2: If the number of jobs in each leaf is between 1/ε and 1/ε2. The algorithm RA
rejects at least ε2/2 fraction of volume of jobs at each non-empty node except leaves.
As before, let j be such a job rejected by RA, then we define φ(j) = I. We show that
the total volume of jobs in the leaves are small. Let v(k′, `′) denote jobs corresponding
to some leaf. Then |v(k′, `′)| < 1/ε2. The total volume of jobs in v(k′, `′) is at most
(Fεk′)/ε2 = ε|Ii(k′, `′)|. Observe that the jobs of any two leaves are scheduled independent
of each other in separate sub-intervals. Combining this fact with the previous bound
on the volume of jobs in leaves implies that the total volume of jobs in leaves is at
most ε|I|. Thus, the total volume of jobs scheduled during the interval I is at most
2.vol(φ−1(I))/ε2 + ε|I|. Since SA processes jobs on at least (1− ε3)-fraction of I, it holds
that vol(φ−1(I)) ≥ (ε2/2)(1− ε3 − ε)|I| ≥ (ε2/4)|I|.

Case 3: If the number of jobs in each leaf is strictly less than 1/ε. If the algorithm rejects
ε2-fraction of total volume of jobs at each non-empty level other than the leaf, then the
lemma holds (the proof is similar to Case 2). Thus, we consider the case where the parent
of a leaf does not reject ε2-fraction of the total volume of jobs. This implies that each
parent has at most 1/ε2 number of jobs and the height of the subtree rooted at the parent
node is at most 1. The algorithm RA rejects ε2/2 jobs for each node from the root to
the parent of parent of a leaf. As before, let j be such a job rejected by RA, then we
define φ(j) = I. Unlike Case 2 where intervals corresponding to leaves are disjoint, th
intervals of parents of two leaves can overlap. Here, we use the top-down approach to
count the total volume of jobs. Each job in the parent node is split into 1/ε-parts. We
“virtually force” these parts to be accounted in the leaves of that parent (even though
their weight class is strictly smaller than the weight class of the leaves). Thus the number
of jobs in each leaf can increase by at most 1/ε2. Using arguments similar to Case 2,
the total volume of jobs in the leaves is at most 2εI. Since SA process job on at least
(1 − ε3)-fraction of I, it holds that vol(φ−1(I)) is at least ε2/2(1 − ε3 − 2ε)|I|-volume
of jobs. J
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I Corollary 7. The total volume of jobs in S′ = S ∪ R is greater than
∑
I(k,`)∈IX I(1 +

ε3)|I(k, `)|.

I Lemma 8. If the value of offline solution is at most F , then the total volume of jobs in S′
is at most

∑
I(k,`)∈IX (1 + ε3)|I(k, `)|.

Proof. For any maximal interval I(k, `) on machine i, let Iεi (k, `) be the interval of length
(1 + ε3)|I(k, `)| which starts at the same time as I(k, `) on machine i.

Let j ∈ S be a job of type (k, `). The optimal offline solution must schedule j within
Fεk of its release date. Since rj ∈ I(k′, `′) ⊆ I(k, `), the optimal solution must process a job
j during Iε(k, `). So, the total volume of jobs in S can be at most |

⋃
I(k,`)∈IX I

ε
i (k, `)| ≤∑

I(k,`)∈IX (1 + ε3)|I(k, `)|. J

Clearly, Corollary 7 contradicts Lemma 8. So, Algorithm SA must be able to process all
the jobs.

I Lemma 9. The total weight of jobs rejected by the algorithm RA is O(ε)-fraction of the
total weight of jobs in the instance I.

4 The Online Algorithm B

The previous algorithm A is an offline preemptive algorithm for I that does not respect the
release dates. This section presents an online non-preemptive algorithm B. This algorithm is
assumed to know the optimal objective F and this algorithm is extended in a later section
to when this is not known. The algorithm maintains a queue for each machine i and time
t. Unlike the previous algorithm, B rejects the job of type (k, `) at the end of the interval
I(k, `). For each non-rejected job j, B uses SA to figure out the assignment of jobs to the
machines. This algorithm differs from the online algorithm mentioned in Anand et al. [2] as
it schedules jobs non-preemptively and does not necessarily process jobs in their decreasing
order of their weights.

The rejection and assignment policies of B in given Algorithm 3.

Algorithm 3 MB(I, F, ε).
1: for t = 0, 1, 2, · · · do
2: Let K denote the largest class of a job.
3: for k = K to 1 do
4: if t is the end point of the interval I(k, `) for some ` then

5: Rejection similar to RA
6: J(k, `) := the set of jobs of type (k, `)
7: D := bε2|J(k, `)|+ ε

∑
I(k′`′)⊆I(k,`):

k′=k+1

|J(k′, `′)|c+
∑

I(k′,`′)⊆I(k,`):
k′≥k+2

|J(k′, `′)|

8: Reject longest-D Tjobs from J(k, `) from the remaining jobs in J(k, `)

9: Assignment similar to SA
10: for each non-rejected job j of class k do
11: Let mj denote the machine on which j is scheduled by SA
12: Assign j to the queue of mj
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After the execution of Algorithm 3, the algorithm B uses two more rejection policies for
each machine i . The first policy ensures that B rejects O(ε2)-fraction of new assigned jobs
whereas the second policy ensures that B processes jobs in a non-preemptive fashion. At any
time if the machine i is idle, B picks a job from the highest class according to the ordering
given by SA.

Making B Non-preemptive. We now detail the second rejection policy. During the pro-
cessing of a job of some class on a machine i, the algorithm maintains a bound on total
weight of higher class jobs that are newly assigned to machine i. Let j be the job running at
the start of interval I(k, `+ 1) on machine i. Let kj denote the class of j. B rejects j if there
is a new job j′ of type (k′, l′) that k′ ≥ kj + 2 and the intervals I(k′, `′) and I(k, `) end at
same time. This ensures that the weight of job j and j′ differ at least by a factor of 1/ε. It
may happen that there is no job class k′ ≥ kj + 2. In this case, the algorithm B rejects j
if there are at least (1/ε newly arrived jobs of type (k′, `′) if k′ ≥ kj + 1 and the intervals
I(k′, `′) and I(k, `) end at same time. Note that this also ensures the weight of newly arrived
jobs is at least an (1/ε) times the weight of current running job. These rejection policies and
scheduling policy of the algorithm B for the machine i at time t is mentioned in Algorithm 4.

Algorithm 4 SB(I, F, ε, i, t).
1: Rejection similar to RA
2: for k = K to 1 do
3: if t is the end point of the interval I(k, `) for some ` then

4: Ji(k, `) := the set of jobs of type (k, `) assigned to i at t
5: D := b2ε2|Ji(k, `)|+ 2ε

∑
I(k′`′)⊆I(k,`):

k′=k+1

|Ji(k′, `′)|c+ 2
∑

I(k′,`′)⊆I(k,`):
k′≥k+2

|Ji(k′, `′)|

6: Reject D-longest jobs from J(k, `, i)

7: Making algorithm non-preemptive
8: Let j ∈ (k, `) be the job executing on i at t
9: Let Jk′ denote the set of jobs of class k′ assigned to i at t

10: if |J(k+1)| ≥ 1/ε or ∃k′′ : |J(k′′)| > 0 and k′′ ≥ k + 2 then
11: Reject j

12: Scheduling Policy
13: if the machine i is idle then
14: Start processing the earliest job of highest class in the queue of i

4.1 Analysis
For a class k, let Jk be the jobs of class at least k. For a class k, integer `, and machine i,
let Q(i, k, `) denote the jobs of Jk which are in the queue of machine i at the beginning of
I(k, `). The jobs in Q(i, k, `) could consist of either
1. jobs in Q(i, k, `− 1), or
2. jobs of Jk which get processed by A during I(k, ` − 1) on machine i. Indeed, the jobs

of Jk which are dispatched to machine i during I(k, `− 1) will complete processing in
I(k, `− 1) in A and hence may get added (if not rejected) to Q(i, k, `). Let P (i, k, `− 1)
denotes the volume of such jobs that are added by B to the queue of machine i.

Next, we note some properties of the algorithm B:
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I Property 1. A job j gets scheduled in B only in later slots than those it was scheduled on
by A.

I Property 2. For a class k, integer ` and machine i, the total processing of jobs in P (i, k, `)
is at most (1−ε3)Fεk

ε3 .

Proof. If the volume of jobs processed by algorithm A during the interval I(k, `) is at most
(1−ε3)Fεk

ε3 , then the property holds trivially. Assume that the volume of jobs processed by
algorithm A during the interval I(k, `) is strictly greater than (1−ε3)Fεk

ε3 . Then it holds that
the algorithm rejects at least ε2/4-fraction of volume of jobs assigned to i (the proof is similar
to Lemma 6). Thus the total volume of jobs assigned to i is strictly greater than (1+ε3)Fεk

ε3 .
But, this contradicts Theorem 2. J

I Property 3. For a class k, integer l and machine i, the total remaining processing time of
jobs in Q(i, k, `) is at most (1−ε3)Fεk

ε3 .

Proof. We use induction. Suppose this is true for some i, k, l. We show that this holds
for i, k, ` + 1 as well. By induction |Q(i, k, `)| is at most (1−ε3)Fεk

ε3 . We consider multiple
separate cases based on which job gets processed during the interval I(k, `) on machine i.

1. Suppose the machine i is busy processing jobs from Jk during I(k, `).
Then algorithm either processes job from Q(i, k, `) or P (i, k, `). The total volume of
such jobs are bounded by 2(1−ε3)Fεk

ε3 . The property holds since the total volume of job
processed by i is |I(k, `)| = Fεk

ε3 .
2. Suppose job j of class smaller than k is processed at the start of I(k, `) and Q(i, k, `) = 0.

In this case, Q(i, k, ` + 1) consists of the jobs of P (i, k, `). The property follows since
|P (i, k, `)| ≤ (1−ε3)Fεk

ε3 .
3. Suppose job j of class smaller than k is processing at the start of I(k, `) and Q(i, k, `) > 0.

We show that Q(i, k, `) is at most Fεk

ε . Let σj denote the starting time of job j on
machine i. Then we have that σj > `Fεk

ε3 − pj/si ≥ `Fεk

ε3 − Fεk

ε . Since algorithm B prefers
jobs of higher class, it must be the case that at σj no job of class k or higher was available
with machine i . Hence Q(i, k, `) consists of jobs that were added to the queue of machine
i during the interval

(
σj ,

`Fεk

ε3

]
. Since Q(i, k, `) > 0 and the class of j is strictly smaller

than k, j must belong of class (k − 1), otherwise B would reject j due to non-preemptive
rejection policy. Moreover, there are at most 1/ε jobs of class k in Q(i, k, `). Hence, the
total volume of jobs in Q(i, k, `) is most Fεk

ε . The property follows from the facts that B
spends at most Fεk

ε processing time on j.
4. Suppose B processes a job of class smaller than k at some point in I(k, `).

This implies that Q(i, k, `+ 1) contains jobs that are released during the interval I(k, `).
The property holds due to Claim 2. J

I Theorem 10. In the schedule B a job j of class k has flow-time at most Fεk

ε8 . Hence the
algorithm B is an O( 1

ε9 )-competitive algorithm that rejects at most O(ε)-fraction of total
weights of job.

Proof. Consider a job j of class (k, ` − 1). Suppose it gets processed on machine i. The
algorithm B adds j to the queue Q(i, k, `). Let j′ be the job running at beginning of the
interval I(k, `). Property 3 from above implies that the total remaining processing time of
jobs in Q(i, k, `) is at most (1−ε3)Fεk

ε3 = (1− ε3)|(k, `)|.
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Consider an interval I that starts at same time as I(k, `) and has length (1−ε3)Fεk

ε7 =
|I(k, `)|/ε4. During I, the algorithm process jobs of Jk that are either in (1) Q(i, k, `), or
(2) processed by A on machine i. From Property 2, the total processing of jobs in (2) is
(1 − ε3)|I|. This leaves us with ε3|I| processing time. This is enough of process the jobs
in Q(i, k, `) and j′ as (1− ε3)Fε

k

ε3 + Fεk−1 ≤ Fεk

ε4 = ε3|I|. So the flow time of j is at most
|I|+ |I(k, `)| = Fεk( 1

ε7 + 1
ε3 ). J

5 Removing the assumption about knowledge of F

In this section, we show how to remove the assumption about knowledge of F . We apply the
standard double trick that is often used in the online algorithms. Recall that our previous
look-ahead algorithm assumed that we know the optimal F . Here, we will construct another
look-ahead algorithm C which will invoke A for different guesses of F . Fix an instance I. Let
I(k, `, F ) be the interval [ `Fε

k

ε3 , (`+1)Fεk

ε3 ). This is same as I(k, `) except that the intervals
are also parameterized by F . Similarly, we say that a job of class k is of type (k, `, F ) if
rj ∈ I(k, `, F ).

Our algorithm will work with the guesses of F which are powers of
(

1+ε3

ε3

)
. Without the

loss of generality, we assume that all release dates and processing times are integers. We
first generalize the algorithm A. The new algorithm, denoted by A′, will take as parameters
an instance I ′, the guess F and a starting time t0 - all release dates in I ′ will be at least t0.
It will run A′ with the understanding that time start at t0. The interval I(k, `, F ) will be
defined as [t0 + `Fεk

ε3 , t0 + (`+1)Fεk

ε3 ). The algorithm C is described below.

Algorithm 5 A look-ahead algorithm C.
1: Initialize F0 = 1, t0 = 0, I0 = I
2: for u = 0, 1, 2, . . . do
3: Run A′(Iu, Fu, tu)
4: if All non-rejected jobs are finished then
5: Stop and output the scheduled produced.
6: else
7: let j be the first non-rejected job which algorithm A′(Iu, Fu, tu) is not to schedule.
8: Suppose j is of type (k, `, Fu).
9: Define tu+1 be the end-point of I(k, `, Fu).

10: Define Iu+1 be the jobs in Iu which are not scheduled yet.
11: Define rj = max{tu+1, rj},∀j ∈ Iu+1.
12: Set Fu+1 = Fu

(
1+ε3

ε3

)
.

Note that this algorithm, like Algorithm A, is preemptive.

5.1 Analysis
Suppose during some iteration u, we find a job j∗ that the algorithm is not able to schedule
in iteration u. Let j∗ be type of (k∗, `∗, Fu). Recall that tu+1 is the end point of I(k∗, `∗, Fu).
For a job j ∈ Iu let ruj denote its release date in Iu.

I Lemma 11. Any job j ∈ Iu+1 with ruj < tu+1 must be of class at most k∗. Further, if
such a job is of class k, then tu+1 − rj ≤ Fu+1ε

k.
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Proof. Suppose j ∈ Iu and ruj < tu+1. If j is of type (k, `, Fu) such that k > k∗, then
I(k, `, Fu) ⊆ I(k∗, `∗, Fu). Hence the interval I(k, `, Fu) end at or or before tu+1. By
definition of j∗ the algorithm must have scheduled j in I(k, `, Fu) and so, before the tu+1.
This proves the first statement in the lemma.

To prove the second statement of lemma, we use induction on u. Suppose the second
statement is true for iteration u − 1. We show that it holds for u. Let j be job of class
k ≤ k∗ such that j ∈ Iu+1 and ruj < tu+1. Note that interval I(k, `, Fu) ends on or after
tu+1. Hence tu+1 − ruj ≤ |I(k, `, Fu)| = Tuε

k

ε3 . If rj ≥ tu, then ruj = rj , and we have
tu+1 − rj ≤ |I(k, `, Fu)| = Fuε

k

ε3 = Fu+1ε
k

(1+ε3) ≤ Fu+1ε
k.

On the other hand, if ruj = tu. So we get tu+1 − tu ≤ |I(k∗, `∗, Fu)| ≤ Fuε
k∗

ε3 ≤ Fuε
k

ε3 . By
induction hypothesis, we have tu−rj < Fuε

k. Hence we have tu+1−rj = tu+1−tu+tu−rj ≤(
1+ε3

ε3

)
Fuε

k = Fu+1ε
k. J

I Lemma 12. If C does not finish all jobs in the iteration u, then the value of offline optimal
solution is at least Fu.

Proof. The proof is similar to Lemma 8. The set S is defined similarly. For each machine
and interval I(k, `, Fu) the algorithm rejects at least ε2-fraction of volume of jobs. Lemma 4
and Lemma 6 remain unchanged.

Note that for a job j of type (k, `, Fu), ruj may lie earlier than the start time of I(k, `, Fu).
So the optimum offline algorithm may complete processing j even before the start of this
interval. But Lemma 11 shows that j is released at most ε3|I(k, `, Fu)| to the left of
I(k, `, Fu). So in the definition of the intervals Iε(k, `, Fu) in Lemma 4, we consider the
interval I(k, `, Fu) and two segments of length ε3|I(k, `, Fu)| both before and after I(k, `, Fu).
Rest of the arguments are same as in the proof of Lemma 8. J

I Corollary 13. Suppose OPT lies between Fu−1 and Fu. Then the algorithm C completes a
job of class k with flow-time at most (1+ε3)Fuε

k

ε3

5.2 Making the algorithm online

We now describe the final on-line algorithm D. The above theorem implies that for any job
j, we will know the machine on which it get schedules by time rj + (1+ε3)Fuε

k

ε3 . At this time,
we place j on the queue of the machine to which it gets scheduled on by C. Further each
machine prefer the jobs of larger class and within a particular class, it just goes by processing
times. We reject at least 2ε2 volume of jobs in each interval. To achieve this, the algorithm
rejects job 4ε2-jobs (ε-fraction as in A and 3ε-fraction on each machine i) in the description
of the algorithm B. Hence Property 2 for the algorithm B can be changed slightly to show
that |P (i, k, `)| is at most (1−2ε3)Fεk

ε3 .

I Theorem 14. In the schedule D a job j of class k has flow-time at most Fεk

ε8 . Hence the
algorithm D is an O( 1

ε9 )-competitive algorithm that rejects at most O(ε)-fraction of total
weights of job.
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Abstract
Andreev’s Problem is the following: Given an integer d and a subset of S ⊂ Fq × Fq, is there a
polynomial y = p(x) of degree at most d such that for every a ∈ Fq, (a, p(a)) ∈ S? We show an
AC0[⊕] lower bound for this problem.

This problem appears to be similar to the list recovery problem for degree-d Reed-Solomon
codes over Fq which states the following: Given subsets A1, . . . , Aq of Fq, output all (if any) the
Reed-Solomon codewords contained in A1 × · · · ×Aq. In particular, we study this problem when the
lists A1, . . . , Aq are randomly chosen, and are of a certain size. This may be of independent interest.
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1 Introduction

For a prime power q, let us denote by Fq, the finite field of order q. Let us denote the
elements of Fq = {a1, . . . , aq}. One can think of a1, . . . , aq as some ordering of the elements
of Fq. Let Pd = Pqd be the set of all univariate polynomials of degree at most d over Fq. Let
us define the problem which will be the main focus of this paper:

Input: A subset S ⊆ F2
q, and integer d.

Output: Is there a p ∈ Pdq such that {(ai, p(ai)) | i ∈ [q]} ⊆ S?

The problem of proving NP-hardness of the above function seems to have been first asked
in [11]. It was called “Andreev’s Problem” and still remains open. One may observe that
above problem is closely related to the List Recovery of Reed-Solomon codes. In order to
continue the discussion, we first define Reed-Solomon codes:

I Definition 1 (Reed-Solomon code). The degree d Reed-Solomon over Fq, abbreviated as
RS[q, d] is the following set:

RS[q, d] = {(p(a1), . . . , p(aq)) | p ∈ Pqd}

Reed-Solomon codes are one of the most widely (if not the most widely) studied families
of error-correcting codes. It can be checked that RS[q, d] is a (d+ 1)-dimensional subspace
of Fqq such that every non-zero vector has at least q − d non-zero coordinates. In coding
theoretic language, we say that RS[q, d] is a linear code of block length q, dimension d+ 1
and distance q − d.
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The List Recovery problem for a code C ⊂ Fnq is defined as follows:

I Definition 2 (List Recovery problem for C).
Input: Sets A1, . . . , An ⊆ Fq.
Output: C ∩ (A1 × · · · ×An).

Given the way we have defined these problems, one can see that Andreev’s Problem is
essentially proving NP-hardness for the List Recovery of Reed-Solomon codes where one just
has to output a Boolean answer to the question

C ∩ (A1 × · · · ×An) 6= ∅?

Indeed, let us consider a List Recovery instance where the code C is RS[q, d], and the
input sets are given by A1, . . . , Aq. Let us identify (A1, . . . , Aq) with the set

S =
⋃
i∈[q]

{(ai, z) | z ∈ Ai} ⊆ F2
q

and let us identify every codeword w = (w1, . . . , wq) ∈ C, with a set wset = {(ai, wi) | i ∈ [q]}.
Clearly, we have that w ∈ A1 × · · · × Aq if and only if wset ⊆ S. Often, we will drop the
subscript on wset and refer to w both as a codeword, and as the set of points it passes
through. Further identifying F2

q with [q2], and and parameterizing the problem by r = d
q , we

view Andreev’s Problem as a Boolean function APr : {0, 1}q×q → {0, 1}.
The main challenge here is to prove (or at least conditionally disprove) NP-hardness

for Andreev’s Problem, which has been open for over 30 years. Another natural problem
one could study is the circuit complexity for APr. This is the main motivation behind
this paper, and we will study the AC0[⊕] complexity of APr. We shall eventually see that
even this problem needs relatively recent results about the power of AC0[⊕] in our proof.
Informally, AC0 is the class of Boolean functions computable by circuits of constant depth,
and polynomial size, using ∧, ∨, and ¬ gates. AC0[⊕] is the class of Boolean functions
computable by circuits of constant depth, and polynomial size, using ∧, ∨, ¬, and ⊕ (MOD2)
gates. The interested and unfamiliar reader is referred to [3] (Chapter 14) for a more formal
definition and further motivation behind this class. We show that APr cannot be computed
by AC0 circuits for a constant r. This type of result is essentially motivated by a similar
trend in the study of the complexity of Minimum Circuit Size Problem. Informally, the
Minimum Size Circuit Problem (or simply MCSP) takes as input a truth table of a function
on m bits, and an integer s. The output is 1 if there is a Boolean circuit that computes the
function with the given truth table and has size at most s. It is a major open problem to
show the NP-hardness of MCSP. A lot of effort has also gone into understanding the circuit
complexity of MCSP. Allender et al. [2] proved a superpolynomial AC0 lower bound, and
Hirahara and Santanam [9] proved an almost-quadratic formula lower bound for MCSP. A
recent result by Golonev et al. [8] extends [2] and proves an AC0[⊕] lower bound for MCSP.
Thus one can seek to answer the same question about APr.

We now state our main theorem:

I Theorem 3 (Main Theorem). For any prime power q, and r ∈ (0, 1), we have that any
depth h circuit with ∧, ∨, ¬, and ⊕ gates that computes APr on q2 bits must have size at
least exp

(
Ω̃
(
hq

c2
h−1

))
.

We make a remark about the theorem. The most glaring aspect is that r ∈ (0, 1) is more
or less a limitation of our proof technique. Of course, as r gets very small, i.e., r = O

(
1
q

)
,

one can find depth 2 circuits of size qO(rq) = qO(1). But, we do not know that the case where,
for example, r = Θ

(
1

log q

)
is any easier for AC0[⊕].
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Related prior work: A result of Bogdanov and Safra

Shortly after this paper was uploaded, Bogdanov pointed out to us that can alternative
proof of the AC0[⊕] lower bound can be obtained (using some other theorems that are also
used in this paper) from [4] (specifically Theorem 14). As stated, this bound works in the
regime d = Kq where 0.89 < K < 1. One difference in approach is that the lower bound
here proceeds via showing that APr has a sharp threshold (see Definition 4) whereas in [4],
the sharp threshold can be shown for an adversarially restricted version of this problem. We
believe that the generality of techniques in this paper could find use elsewhere (for example,
such as that in Section 5).

1.1 Results on sharp threshold for APc

For a p ∈ (0, 1), let X1, X2, . . . denote independent Ber(p) random variables. For a family
of Boolean functions f : {0, 1}n → {0, 1}, we use f (n)(p) to denote the random variable
f(X1, . . . , Xn).

I Definition 4 (Sharp threshold). For a family of monotone functions f , we say that f has
a sharp threshold at p if for every ε > 0, there is an n0 such that for every n > n0, we have
that P(f (n)(p(1− ε)) = 0) ≥ 0.99, and P(f (n)(p(1 + ε)) = 1) ≥ 0.99.

Henceforth, we shall assume that q is a very large prime power. So, all the high probability
events and asymptotics are as q grows. Where there is no ambiguity, we also just use f(p) to
mean f (n)(p) and n growing.

One limitation of AC0[⊕] that is exploited when proving lower bounds (including in [8]) for
monotone functions is that AC0[⊕] cannot compute functions with “very” sharp thresholds.
For a quantitative discussion, let us call the smallest ε in the definition above the threshold
interval. It is known that AC0 (and therefore, AC0[⊕]) can compute (some) functions with
threshold interval of O

(
1

logn

)
, for example, consider the following function on Boolean inputs

z1, . . . , zn: Let Z1 t · · · tZ` be an equipartition of [n], such that each |Zi| ≈ logn− log logn.
Consider the function given by

f(z1, . . . , zn) =
∨
i∈[`]

 ∧
j∈Zi

zj

 .

This is commonly known as the tribes function and is known to have a threshold interval
of O

(
1

logn

)
. This is clearly computable by an AC0 circuit. A construction from [12] gives an

AC0 circuit (in n inputs) of size nO(h) and depth h that has a threshold interval Õ
(

1
(logn)h−1

)
.

A remarkable result from [12] and [6] (Theorem 13 from [6] plus Lemma 3.2 in [1]) says that
this is in some sense, tight. Formally,

I Theorem 5 ([12, 6]). Let n be any integer and f : {0, 1}n → {0, 1} be a function with
threshold interval δ at 1

2 . Any depth h circuit with ∧, ∨, ¬, and ⊕ gates that computes f
must have size at least exp

(
Ω
(
h (1/δ)

1
h−1
))

.

This improves upon previous lower bounds by Shaltiel and Viola [14] who show a size
lower bound of exp

(
(1/δ)

1
h+2

)
. In [12], this was studied as the Coin Problem, which we will

also define in Section 4. Given the above theorem, a natural strategy suggests itself. If we
could execute the following two steps, then we would be done:
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1. Establish Theorem 5 for functions with thresholds at points other than 1
2 .

2. Show that APr has a sharp threshold at q−r with a suitably small threshold interval, i.e.,
1

poly q .

The first fact essentially reduces to approximating p-biased coins by unbiased coins in
constant depth. Understanding the second part, naturally leads us to study APr(p) for some
p = p(q). Let A1, . . . , Aq ⊂ Fq be independently chosen random subsets where each element
is included in Ai with probability p. Let C be the RS[q, rq] code. We have |C| = qrq+1. Let
us denote

X := |(A1 × · · · ×Aq) ∩ C|.

For w ∈ C, let Xw denote the indicator random variable for the event {w ∈ A1 × · · · ×Aq}.
Clearly, X =

∑
w∈C Xw, and for every w ∈ C, we have P(Xw = 1) = pq. We first note that

for ε = ω
(

log q
q

)
, and p = q−r(1− ε), we have, using linearity of expectation,

E[X] =
∑
w∈C

E[Xw]

= |C| · (q−r(1− ε))q

= qrq+1 (q−r(1− ε))q
= q · (1− ε)q

≤ q · e−εq

= o(1).

When p = q−r(1 + ε), using a similar calculation as above, we have

E[X] = q · (1 + ε)q ≥ q.

To summarize, for ε = ω
(

log q
q

)
, and p = q−r(1 − ε), E[X] → 0, and for p = q−r(1 + ε),

E[X]→∞.

I Lemma 6. For ε = ω
(

log q
q

)
, we have

P(APr(q−r(1− ε)) = 1) ≤ exp (−Ω(εq)) .

Proof. This is just Markov’s inequality. We have P(APr(p(1 − ε)) = 0) = P(X ≥ 1) ≤
E[X] ≤ q · e−εq = exp (−Ω(εq)). J

This counts for half the proof of the sharp threshold for APr. The other half forms the
main technical contribution of this work. We show the following:

I Theorem 7. Let q be a prime power, r = r(q) and ε = ε(q) be real numbers such that
q−r ≥ log q

q and ε = ω
(

max
{
q−r,

√
qr−1 log (q1−r)

})
.

Let A1, . . . , Aq be independently chosen random subsets of Fq with each point picked
independently with probability q−r(1 + ε). Then

P((A1 × · · · ×Aq) ∩ RS[q, rq] = ∅) = o(1).
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First, we observe is that when r is bounded away from 0 and 1, then ε = 1
poly(q) suffices.

The condition to focus on here is that q−r ≥ log q
q . Indeed, one can see that this condition is

necessary to ensure that w.h.p, all the Ai’s are nonempty. So, for example, if the dimension
of C is q−1, then setting p = q−1(1+ ε) is enough for E[X] = ω(1) but this does not translate
to there almost surely being a codeword in A1 × · · · ×Aq.

Lemma 6 and Theorem 7 together give us that APr has a sharp threshold at
max

{
q−r, log q

q

}
whenever 1 − 1

q ≥ r � 1
log p . For the sake of completeness one could

ask if APr has a threshold for all feasible values of r, and we show that the answer is yes.
More formally,

I Theorem 8 (Sharp threshold for list recovery). For every r = r(q), there is a critical
p = p(r, q) such that for every ε > 0,
1. P (APr(p(1− ε)) = 1) = o(1).
2. P (APr(p(1 + ε)) = 1) = 1− o(1).

The case that is not handled by Theorem 7 is when r = O
(

1
log q

)
(since in this case,

Theorem 7 requires ε = Ω(1)). This corresponds to the case where q−r is a number bounded
away from 0 and 1.

1.2 Results on random list recovery with errors
Given a random subset of points in S ⊆ F2

q , what is the largest fraction of any degree d = Θ(q)
polynomial that is contained in this set? Using the Union Bound, it is easy to see that no
polynomial of degree d has more than d log 1

p
q + o(q) points contained in S (formal details

are given in Section 5). We show that perhaps unsurprisingly, this is the truth. Formally,

I Corollary 9. Let S be a randomly chosen subset of F2
q where each point is picked independ-

ently with probability p. Then with probability 1− o(1),

max
w∈RS[q,d]

|w ∩ S| = d log 1
p
q −O

 q

log
(

1
p

)
 .

We restrict our attention to the case when d = Θ(q), where the above statement is
nontrivial. This is the content of Section 5. However, we believe that the statement should
hold for all rates, and error (in general) better than O

(
q

log q

)
.

2 Preliminaries

2.1 Properties of Reed-Solomon codes
We will state some basic facts about Reed-Solomon codes that will be used in the proof. The
first one is that the dual vector space of a Reed-Solomon code is also a Reed-Solomon code.

I Fact 10. Let C be a RS[q, d] code. Then C⊥ = RS[q, q − d− 1].

For t 6= 0, let Wt be the number of codewords of weight t in RS[q, d]. We have the
following simple bound.

I Proposition 11. We have Wq−i ≤ qd+1

i! .
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Proof. We have that C is a d+ 1-dimensional subspace of Fq. Add i extra constraints by
choosing some set of i coordinates and restricting them to 0. As long as i < d, these new
constraints strictly reduce the dimension of C. There are exactly

(
q
i

)
ways to choose the

coordinates, and the resulting space has dimension d + 1 − i. Therefore, the number of
codewords of weight at most q − i is at most qd+1−i ·

(
q
i

)
· ≤ qd+1

i! . J

2.1.1 Punctured Reed-Solomon codes
All of the statements above when instead of Reed-Solomon codes, one considers punctured
Reed-Solomon codes. For a w = (w1, . . . , wn) ∈ Fnq , and a set S ⊂ [n′], let us define

w|S = (wi)i∈S .

For a subset C ⊂ Fn′q , let us define

C|S := {w|S | w ∈ C}

We call RS[q, d]|S the S-punctured RS[q, d] code. Let C denote the RS[q, d]|n code. Since
the properties we will care about are independent of the specific set S, let is just parametrize
this by |S| =: n. The following properties hold

1. C⊥ = RS[q, q − d− 1]n.
2. Let Wi be the number of codewords in C code of weight i. Then we have

Wn−i ≤
qk−ini

i! .

Both facts can be easily checked.

2.2 Basic probability inequalities
We will use the standard (multiplicative) Chernoff bound for sums of i.i.d. Bernoulli random
variables. Let X1, . . . , Xn be independent Ber(p) random variables. Let X :=

∑
i∈[n]Xiand

denote µ = E[X] = np. Then for any ε ∈ (0, 1), we have:

P (|X − µ| ≥ εµ) ≤ e
ε2µ

2 . (1)

We also have (a special case of) the Paley-Zygmund inequality, which states that for a
nonnegative random variable X,

P(X > 0) ≥ E2[X]
E[X2] . (2)

2.3 Fourier analysis over Fq

For functions u, v : Fnq → C, we have a normalized inner product 〈u, v〉 := 1
qn

∑
s∈Fnq

u(s)v(s).
Consider any symmetric, non-degenerate bi-linear map χ : Fnq × Fnq → R/Z (such a map
exists). For an α ∈ Fnq , the character function associated with α, denoted by χα : Fnq → C is
given by χα(x) = e−2πiχ(α,x).

We have that for all distinct α, β ∈ Fq, we have that 〈χα, χβ〉 = 0, and every function
f : Fq → C can be written in a unique way as f(x) =

∑
α∈Fq f̂(α)χα(x). Here the f̂(α)’s are

called the Fourier coefficients, given by

f̂(α) = 〈f, χα〉.
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We will state some facts that we will use in the proof of Theorem 7. The interested reader
is referred to the excellent book of Tao and Vu [15] (chapter 4) for further details.
I Fact 12 (Plancherel’s Theorem). For functions f, g : Fn → C, we have

〈f, g〉 =
∑
α

f̂(α)ĝ(α).

I Fact 13. Suppose g : Fnq → C can be written as a product g(x) =
∏
i∈[t] gi(x), then we

have the Fourier coefficients of g given by:

ĝ(α) = (ĝ1 ∗ · · · ∗ ĝt) (α)

=
∑

β1,...,βt−1

ĝ1(β1) · · · ĝt−1(βt−1)ĝt(α−
∑

i∈[q−1]

βi).

I Fact 14. If g : Fnq → C is the indicator of a linear space C, we have:

ĝ(α) =
{
|C|
|F|n , if α ∈ C⊥

0, otherwise.

2.4 Hypercontractivity and sharp thresholds
Here we state some tools from the analysis of Boolean function that we will use:
I Definition 15. We say that a function f : {0, 1}n → {0, 1} is transitive-symmetric if for
every i, j ∈ [n], there is a permutation σ ∈ Sn such that:
1. σ(i) = j

2. f(xσ(1), . . . , xσn) = f(x) for all x ∈ {0, 1}n.
Let f : {0, 1} → {0, 1} be a monotone function. We will state an important theorem by

Friedgut and Kalai, as stated in the excellent reference [13], regarding sharp thresholds for
balanced symmetric monotone Boolean functions. This will be another important tool that
we will use.
I Theorem 16 ([7]). Let f : {0, 1}n → {0, 1} be a nonconstant, monotone, transitive-
symmetric function and let F : [0, 1] → [0, 1] be the strictly increasing function defined by
F (p) = P(f(p) = 1). Let pcrit be the critical probability such that F (pcrit) = 1/2 and assume
without loss of generality that pcrit ≤ 1/2. Fix 0 < ε < 1/4 and let

η = B log(1/ε) · log(1/pcrit)
logn ,

where B > 0 is a universal constant. Then assuming η ≤ 1/2,

F (pcrit · (1− η)) ≤ ε, F (pcrit · (1 + η)) ≥ 1− ε.

We will use an immediate corollary of the above theorem.
I Corollary 17. Let f : {0, 1}n → {0, 1} be a nonconstant, monotone, transitive-symmetric
function. Let F : [0, 1]→ [0, 1] be the strictly increasing function defined by F (p) = Pr(f(p) =
1). Let p be such that F (p) ≥ ε, and let η = B log(1/ε) · log(1/pc)

logn . Then F (p(1 + 2η)) ≥ 1− ε.
In particular, in the above corollary, if for some ε ∈ (0, 1) we have that F−1(ε) ∈ (0, 1),

then the function f has a sharp threshold.
One easy observation that will allow us to use Theorem 16 is the following:

I Proposition 18. The Boolean function APr : {0, 1}q×n → {0, 1} is transitive-symmetric.
Proof. For a pair of coordinates indexed by (i1, j1) and (i2, j2), it is easy to see that the
map (x, y) 7→ (x+ i2 − i1, y + j2 − j1) gives us what we need since the set of polynomials is
invariant under these operations. J
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3 Proof ideas of Theorem 7 and Theorem 8

Here, we sketch the proofs of the Theorem 7 and Theorem 8, which can be considered the
two main technical contributions of this work. Due to space constraints, we do not reproduce
the full proof. However, all the essential ideas are contained in Section 3.2 and Sec 3.3. First,
we describe why some obvious approaches do not work.

3.1 What doesn’t work, and why
One obvious attempt to prove Theorem 7 is to consider the second moment of
X(= |C ∩ (A1 × · · · ×Aq)|) and hope that E[X2] = (1 + o(1))E2[X]. Unfortunately, E[X2] is
too large. Through a very careful calculation using the weight distribution of Reed Solomon
codes which we do not attempt to reproduce here, we have E[X2] = Ω

(
e

1
pE2[X]

)
. So in

the regime where, for example, p = q−Ω(1), this approach is unviable.
To understand this (without the aforementioned involved calculation) in an informal

manner, let us fix p = q−r for some fixed constant r. Let us identify the tuple of sets
(A1, . . . , Aq) with the single set S = ∪i∈[q]{(ai, z) | z ∈ Ai}. So, we are choosing a
random subset S ⊂ F2

q of size ≈ q2−r. On the other hand, the objects we are looking
for, i.e., codewords, have size q. This is much larger than the standard deviation of |S|,
which is of the order of q1−(r/2). Thus, conditioning on the existence of some codeword
w ⊂ F2

q, the distribution of S changes significantly. One way to see this is the follow-
ing: Using standard Chernoff bounds, one can check that the size of S is almost surely
q2−r ±O

(
q1−(r/2) log q

)
. However, conditioned on w ∈ A1 × · · · ×Aq, the size of S is almost

surely q+ q−r(q2 − q)±O
(
q1−(r/2) log q

)
(the additional q comes from the points that make

up w). This is much larger than before when r is relatively large. On the other hand,
the main point behind (successful) applications of the second moment method is that the
distribution does not significantly change after such a conditioning.

One possible way to circumvent the above problem is to pick a uniformly random set
S ⊂ F2

q of size q2−r, instead of every point independently with probability q−r. This is a
closely related distribution, and it is often the case that Theorems in this model are also
true in the above “i.i.d.” model. This fact can be also be made formal (see, for example [10]
Corollary 1.16). Here, when one conditions on the existence of some codeword w, at least
|S| does not change. Thus the second moment method is not ruled out right at the start.
However, it seems to be much more technically involved and it is unclear if it is possible to
obtain the relatively small threshold interval that is required for Theorem 3 in this way.

3.2 Proof sketch of Theorem 7
The key idea in the proof of this theorem is to count the number of polynomials in the
“Fourier basis”. Let us consider f : Fqq → {0, 1} to be the indicator of C. For i ∈ [q], let
gi : Fq → {0, 1} denote the indicator of Ai.

For an extremely brief and informal discussion, what we what we want is essentially
〈f,
∏
i∈[q] gi〉, which, by Plancharel’s identity (see Fact 12) is

∑
α f̂ ·

∏̂
i gi(α). Since C is

a vector space, we have that f̂ is supported on C⊥. Moreover, ĝi(αi) is much larger when
αi = 0 than when αi 6= 0 if Ai is random. This combined with the fact that most points
in C⊥ have large weight, and a bit more Fourier analysis means that the inner product,
〈f,
∏
i gi〉 is dominated by f̂(0)

∏
i∈[q] ĝi(0) which is the expected number of codewords in

A1 × · · · ×Aq.
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Now we give a slightly less informal sketch.

Proof sketch of Theorem 7. What we are trying to estimate is exactly

X = |C ∩ (A1 × · · · ×Aq)| =
∑

(x1,...,xq)∈Fq
f(x)

∏
i∈[q]

gi(xi)

 .

Using Fourier analysis over Fq, one can show that
qq

|C|
·X =

∑
(α1,...,αq)∈C⊥

∏
i∈[q]

ĝi(αi)

≥
∏
i∈[q]

ĝi(0)−

∣∣∣∣∣∣
∑

(α1,...,αq)∈C⊥\{0}

∏
i∈[q]

ĝi(αi)

∣∣∣∣∣∣ . (3)

Using the fact that C is an RS[q, rq] code, one has (see Fact 10) that C⊥ is an RS[q, q−rq−1]
code. What will eventually help in the proof is that the weight distribution of Reed Solomon
codes (and so in particular, C⊥) is well understood.

Now clearly, it suffices to understand the term
∑

(α1,...,αq)∈C⊥

(∏
i∈[q] ĝi(αi)

)
=: R. One

way to control |R| is to control |R|2 = RR. Here, one can use the fact that the Ai’s are
randomly and independently chosen to establish cancellation in many terms of E[|R|2]. More
precisely, one can prove that

E[|R|2] =
∑

(α1,...,αq)∈C⊥\{0}

∏
i∈[q]

E[|ĝi(αi)|2]. (4)

It is a more or less standard fact that if Ai is a uniformly random set where every element
is included with probability p independently, then

E
[
|ĝi(0)|2

]
= p2 + p(1− p)

q
(5)

and

E
[
|ĝi(αi)|2

]
= p(1− p)

q
for αi 6= 0. (6)

This difference, will be the reason why |R| is typically much smaller than
∏
i∈[q] ĝi(0).

To continue, let us rewrite (4) using (5) and (6) as

E[|R|2] =
n−1∑
i=0

∑
α∈C⊥\{0}
wt(α)=n−i

(
p2 + p(1− p)

q

)i(
p(1− p)

q

)n−i

≤
n−1∑
i=0

qq−rq

i!

(
p2 + p(1− p)

q

)i(
p(1− p)

q

)n−i
The last inequality is using the fact that C⊥ is a RS[q, q− rq− 1] code (Fact 10) and thus

we understand its weight distribution (Proposition 11). This quantity can be shown to be at
most e · (1− p)q · qq−rq

(
p
q

)q
e(

2pq
1−p ) and so Markov’s inequality gives that with probability

at least 1− 1
q , one has that

|R| ≤
(
eq · (1− p)q · qq−rq

(
p

q

)q
e(

2pq
1−p )

) 1
2

. (7)

On the other hand, using standard large deviation inequalities (1), we have the following:
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B Claim 19. For q, c as given above, let ε = ω
(√

qr−1 log (q1−r)
)
, and p = q−r(1 + ε). Then

with probability 1− o(1), we have:∏
i∈[q]

ĝi(0) ≥ q−rq(1 + 0.9ε)0.9q. (8)

What remains to be checked is that for the given range of parameters, plugging in the
estimates from (8) and (7) inside (3) gives us that X > 0, which completes the proof. J

3.3 Proof sketch of Theorem 8
The starting point of Thoerem 8 is noticing that the only case not covered by Theorem 7 is
p ∈ (0, 1) is some fixed constant, or equivalently r = O

(
1

log q

)
.

Proof sketch of Theorem 8. Here we have a somewhat crude weight distribution result for
Reed Solomon codes (Proposition 11) to compute the second moment. We first show that
E[X2] = O

(
e

1
pE2[X]

)
. Using, for example the Paley-Zygmund Inequality (2), this means

that P(X > 0) ≥ Ω(e−
1
p ). Thus we have that {X > 0} with at least some (possibly small)

constant probability. But what we need is that P(X > 0) ≥ 0.99. For this, we now use
the fact that APr is monotone and transitive-symmetric. So Corollary 17) gives that for
p′ = p+O

(
1

log q

)
, we have that P(APr(p′) = 1) ≥ 0.99. J

4 AC0[⊕] lower bound for APr

We prove the lower bound by showing that APr solves a biased version of the Coin Problem,
and use the lower bounds known for such kinds of functions, obtained by [12], [6].

I Definition 20 ((p, ε)-coin problem). We say that a circuit C = Cn on n inputs solves the
(p, ε)-coin problem if

For X1, . . . , Xn ∼ Ber(p(1− ε)),

P(C(X1, . . . , Xn) = 0) ≥ 0.99

For X1, . . . , Xn ∼ Ber(p(1 + ε)),

P(C(X1, . . . , Xn) = 1) ≥ 0.99

The
( 1

2 , ε
)
-Coin Problem was explicitly introduced in [5]. We shall abbreviate the (p, ε)-

Coin Croblem on n variables as CPn(p, ε). We observe that a function f : {0, 1}n → {0, 1}
solves CPn (p, ε) if it has a sharp threshold at p with threshold interval at most ε. The one
obstacle we have to overcome in using Theorem 5 is that APr has a sharp threshold at
p−c � 1

2 . However, we will show how to simulate biased Bernoulli r.v’s from almost unbiased
ones. Let C(s, d) to denote the class of functions on n variables which have circuits of size
O(s) = O(s(n)) and depth d = d(n) using ∧, ∨, ¬, and ⊕ gates. Here, we make the following
simple observation about the power of AC0[⊕] circuits to solve biased and unbiased ε-coin
problem. First, we observe that it is possible to simulate a biased coin using an unbiased one.
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I Lemma 21. Let s be such that 1
2s ≤ p ∈ (0, 1), and ε ≤ 1

sK
for a large constant K. Then,

there is a CNF Fp on t ≤ s2-variables such that for inputs X1 . . . , Xt ∈ Ber
( 1

2 + ε
)
,

P (Fp(X1, . . . , Xt) = 1) = p(1 + Ω(εL))

and for inputs X1 . . . , Xt ∈ Ber
( 1

2 − ε
)
,

P (Fp(X1, . . . , Xt) = 1) = p

(
1 + 1

2Ω(
√
t)
− Ω(εL)

)
where L = blog2(1/p)c.

The idea is essentially that the AND of k unbiased coin is a 2−k-biased coin. However,
some extra work has to be done if we want other biases (say, (0.15) · 2k). We give a sketch of
the proof

Proof Sketch. Consider the sequence of integers {ki}i∈N such that for every i, ki is the
largest such that

i∏
j=1

(
1− 1

2j

)kj
≥ p.

We make a basic observation:

I Observation 22. We have that k1 = blog2(1/p)c ≤ s and for all j ≥ 2, we have that
kj ≤ 3.

Let ` be the largest such that k` > 0 and
∑
i∈[`] i · ki < s2. Let t =

∑
i∈[`] i · ki. Consider

the CNF given by

Cp =
∧
j∈[`]

∧
i∈kj

Cji


where the clause Cji is an ∨ of j independent variables. It remains to check that Cp satisfies
the required properties. J

This lemma now gives us the following:

I Lemma 23. Let z ∈ (0, 1) be a fixed constant. If CPn
( 1
nz , o(ε logn)

)
∈ Cn(s, h), then

there is a t ≤ log2 n such that CPnt
( 1

2 , ε
)
∈ Cnt(zs logn, h+ 2).

Proof. Let C be a circuit for CPn
( 1
nz , δ

)
-coin problem. Replace each input variable with

the CNF F( 1
nz ) from Lemma 21 on t = O(log4 n) independent variables. Call this circuit C′,

on tn variables. If the bias of each of these input variables is 1
2 + ε, then the guarantee of

Lemma 21 is that output of the and gate is 1 with probability at least 1
nz (1 + Ω(ε logn)).

A similar computation gives that if the bias of the inputs are
( 1

2 − ε
)
, then the bias of the

output is at most 1
nz (1− Ω(ε logn)). Therefore, C′ solves CPnt

( 1
2 , ε
)
, and has size at most

s logn, and depth h+ 2. J

Theorem 7 and Lemma 6, together, now give us the following corollary:

I Corollary 24. Let q be a large enough prime power. Then APr on q2 inputs solves the
(q−r, ε) coin problem, for ε = ω

(
max

{
q−r, q

r−1
3

})
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As a result, Theorem 5, and Lemma 21, and Lemma 23 together, give us the following
bounded depth circuit lower bound for APr:

I Theorem 3 (Restated). For any r ∈ (0, 1), and h ∈ N, we have that

APr 6∈ C
(

exp
{

Ω̃
(
hq

r2
h−1

)}
, h
)
.

5 Random list recovery with errors

In this section, we shall again consider Reed-Solomon codes RS[q, rq] where r is some
constant between 0 and 1. Let us slightly abuse notation, as before, and think of a codeword
w ∈ RS[q, rq] corresponding to a polynomial p(X) as the set of all the zeroes of the polynomial
Y = p(X). That is, for a codeword w = (w1, . . . , wq) associated with polynomial p, we think
of w as a subset {(ai, p(ai)) | i ∈ [q]} (recall that F = {a1, . . . , aq}). For a set of points
S ⊂ F2

q and a codeword w we say the agreement between w and S to denote the quantity
|w ∩ S|. For a code C, we say that the agreement between C and S to denote maxw∈C |m∩ S|.

We are interested in the following question: For a set S ⊂ F2
q. What is the smallest `

such that there exists a w ∈ RS[q, rq] such that |w ∩ S| ≥ q − `? In other words, what is the
largest agreement between RS[q, rq] and S? This is (very close to) the list recovery problem
for codes with errors. Naturally, we seek to answer this question when S is chosen randomly
in an i.i.d. fashion with probability p. Theorem 7 gives asymptotically tight bounds in a
relatively straightforward way for constant error rate.

One can observe that the only properties about Reed-Solomon codes that was used
in Theorem 7 was the weight distribution in the dual space of codewords. However, (see
Section 2.1.1) these are also true for punctured Reed-Solomon codes codes. So, an analogus
theorem also holds for punctured Reed Solomon codes. Formally,

I Theorem 25. Let q, n, d be integers such that q is a prime power and n = ω(log q), and

q−
d
n ≥ logn

q and let ε = ω

(
max

{
q−

d
n

√
q1− dn log

(
q1− dn

)})
. Let C be an RS[q, d]|n code.

Let A1, . . . , An be independently chosen random subsets of Fq with each point picked
independently with probability q− dn (1 + ε). Then

P((A1 × · · · ×An) ∩ C = ∅) = o(1).

We do not repeat the proof but is it the exact same as that of Theorem 7. Let Ea denote
the event that the agreement between S and RS[q, rq] is a. Union bound gives us that

P(Eq−`) ≤
(
q

`

)
qrq+1pq−`. (9)

So if ` is such that the RHS of 9 is o(1). Then the agreement is almost surely less than q− `.
For the other direction, we have the following corollary:

I Corollary 26. Let ε ≥ max
{

10q−
d
q−` ,

√
q1− d

q−` · log q
}
. Let S be a randomly chosen

subset of F2
q with each point picked independently with probability at least q−

d
q−` (1 + ε), then

with probability at least 1− o(1), the agreement between S and RS[q, d] is at least q − `.
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Proof. For i ∈ [q − `], let us denote

Si := {j | (i, j) ∈ S}.

Let us use S′ := S1 × · · · × Sq−`. Let us denote C = RS[q, d]|q−`. Formally, for a codeword
w ∈ RS[q, d], denote pw to be the polynomial corresponding to m. We have

C = {(i, pw(i)) | i ∈ [q − `])}

We observe that the conditions in Theorem 7 hold, so

P(C ′ ∩ S′ = ∅) = o(1)

as desired. J

I Corollary 9 (Restated). Given a random subset S ⊆ F2
q where each point is picked with

probability p, then with probability at least 1− o(1), the largest agreement RS[q, d] with S is

d log 1
p
q −O

(
q

log( 1
p )

)
.

Proof. Let a be an integer that denotes the maximum agreement between S and RS(q, d).
Suppose that a ≤ d log 1

p
q, then setting ` = q − a, and noting that the conditions for

Corollary 26 are satisfied, we get that with probability at least 1− o(1), there is a polynomial
that agrees with the set S in the first q − ` coordinates. On the other hand, if a ≥
d log 1

p
q + 4 q

log( 1
p ) , again, setting ` = q − a, Union Bound gives us:

P(Eq−`) ≤
∑
w∈C

∑
P⊂Fq
|P |=q−`

P(w|P ⊆ S)

=
(
q

`

)
qd+1pq−r

� 1
q
.

And so we have that with probability at least 1− o(1), the agreement of RS(q, d) with S

is d log 1
p
q −O

(
q

log( 1
p )

)
. J

6 Conclusion

We started off by attempting to prove a bounded depth circuit lower bound for Andreev’s
Problem. This led us into (the decision version of the) random List Recovery of Reed-Solomon
codes. Here we show a sharp threshold for a wide range of parameters, with nontrivial
threshold intervals in some cases. However, one of the unsatisfactory aspects about Theorem 8
is that it is proved in a relatively “hands-off” way possibly resulting in a suboptimal guarantee
on ε. The obvious open problem that is the following:

I Open Problem. Is Theorem 8 true with a better bound on ε?

If it is true with a much smaller ε, it would extend in a straightforward way to the AC0[⊕]
lower bound as well. Another point we would like to make is that the only thing stopping us
from proving Theorem 8 for general MDS codes is the lack of Proposition 18.
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Abstract
We revisit a classical scheduling model to incorporate modern trends in data center networks and
cloud services. Addressing some key challenges in the allocation of shared resources to user requests
(jobs) in such settings, we consider the following variants of the classic resource allocation problem
(RAP). The input to our problems is a set J of jobs and a set M of homogeneous hosts, each has an
available amount of some resource. A job is associated with a release time, a due date, a weight
and a given length, as well as its resource requirement. A feasible schedule is an allocation of the
resource to a subset of the jobs, satisfying the job release times/due dates as well as the resource
constraints. A crucial distinction between classic RAP and our problems is that we allow preemption
and migration of jobs, motivated by virtualization techniques.

We consider two natural objectives: throughput maximization (MaxT), which seeks a maximum
weight subset of the jobs that can be feasibly scheduled on the hosts inM , and resource minimization
(MinR), that is finding the minimum number of (homogeneous) hosts needed to feasibly schedule all
jobs. Both problems are known to be NP-hard. We first present an Ω(1)-approximation algorithm
for MaxT instances where time-windows form a laminar family of intervals. We then extend the
algorithm to handle instances with arbitrary time-windows, assuming there is sufficient slack for
each job to be completed. For MinR we study a more general setting with d resources and derive an
O(log d)-approximation for any fixed d ≥ 1, under the assumption that time-windows are not too
small. This assumption can be removed leading to a slightly worse ratio of O(log d log∗ T ), where T
is the maximum due date of any job.
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We revisit a classical scheduling model to incorporate modern trends in data center networks
and cloud services. The proliferation of virtualization and containerization technologies, along
with the advent of increasingly powerful multi-core processors, has made it possible to execute
multiple virtual machines (or jobs) simultaneously on the same host, as well as to preempt
and migrate jobs with relative ease. We address some fundamental problems in the efficient
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preemption and migration, while respecting resource and timing constraints. Typically, the
infrastructure service providers are oversubscribed; therefore, the common goals here include
admission control of jobs to maximize throughput, or minimizing the additional resource
required to process all jobs.

The broad setting considered in this paper is the following. Suppose we are given a set
of jobs J that need to be scheduled on a set of identical hosts M , where each host has a
limited amount of one or more resources. Each job j ∈ J has release time rj , due date dj ,
and length pj , along with a required amount of the resource sj (s̄j for multiple resources). A
job j can be preempted and migrated across hosts but cannot be processed simultaneously
on multiple hosts, i.e., at any time a job can be processed by at most one host. However,
multiple jobs can be processed by any host at any given time, as long as their combined
resource requirement does not exceed the available resource. We consider two commonly
occurring objectives, namely, throughput maximization and resource minimization.

In the maximum throughput (MaxT) variant, we are given a set of homogeneous hosts M
and a set of jobs J , such that each job j has a profit wj > 0 and attributes (pj , sj , rj , dj).
The goal is to find a subset S ⊆ J of jobs of maximum profit

∑
j∈S wj that can be feasibly

scheduled on M . This problem can be viewed as a preemptive variant of the classic resource
allocation problem (RAP) [26, 11, 8, 5].

In the resource minimization (MinR) variant, we assume that each job j has a resource
requirement vector s̄j ∈ [0, 1]d as one of the attributes, where d ≥ 1 is the number of available
resources. W.l.o.g., we assume that each host has a unit amount of each of the d resources. A
schedule that assigns a set of jobs Si,t to a host i ∈M at time t is feasible if

∑
j∈Si,t

s̄j ≤ 1̄d.
Given a set of jobs J with attributes (pj , s̄j , rj , dj), we seek a set of (homogeneous) hosts M
of minimum cardinality such that all of the jobs can be scheduled feasibly on M . MinR is a
generalization of the classic vector packing (VP) problem, in which a set of d-dimensional
items needs to be feasibly packed into a minimum number of d-dimensional bins of unit size
in each dimension, i.e., the vector sum of all the items packed into each bin has to be less
than or equal to 1̄d. Any instance of VP can be viewed as an instance of MinR with rj = 0,
dj = 1 and pj = 1 for job j ∈ J .

Another application of this general scheduling scenario relates to the allocation of space
and time to advertisements by online advertisement platforms (such as Google or Facebook).
In the ad placement problem [14, 18] we are given a schedule length of T time slots and a
collection of ads that need to be scheduled within this time frame. The ads must be placed
in a rectangular display area. whose contents can change in different time slots. All ads
share the same height, which is the height of the display area, but may have different widths.
Several ads may be displayed simultaneously (side by side), as long as their combined width
does not exceed the width of the display area. In addition, each advertisement specifies a
display count (in the range 1, . . . , T ), which is the number of time slots during which the ad
must be displayed. The actual time slots in which the advertisement will be displayed may
be chosen arbitrarily by the scheduler, and, in particular, need not be consecutive. Suppose
that each advertisement is associated with some positive profit, and the scheduler may accept
or reject any given ad. A common objective is to schedule a maximum-profit subset of ads
within a display area of given width. Indeed, this problem can be cast as a special case of
MaxT with a single host, where all jobs have the same release time and due date.

1.1 Prior Work
The classical problem of preemptively scheduling a set of jobs with attributes (pj , sj = 1, rj , dj)
on a single machine so as to maximize throughput can be cast as a special case of MaxT
with a single host, where each job requires all of the available resource. Lawler [24] showed
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that in this special case MaxT admits a polynomial time approximation scheme (PTAS),
and the problem is polynomially solvable for uniform job weights. For multiple hosts (i.e.,
m = |M | > 1), this special case of MaxT (sj = 1 for all j ∈ J) admits a 1

6+ε -approximation,
for any fixed ε > 0. This follows from a result of Kalyanasundaram and Pruhs [21].

As mentioned earlier, another special case of MaxT was studied in the context of advert-
isement placement. The ad placement problem was introduced by Adler et al. [1] and later
studied in numerous papers (see, e.g., [14, 18, 15, 23, 22] and the survey in [25]). Freund
and Naor [18] presented a (1/3− ε)-approximation for the maximum profit version, namely,
for MaxT with a single host and the same release time and due date for all jobs.

Fox and Korupula [17] studied our preemptive scheduling model, with job attributes
(pj , sj , rj , dj), under another popular objective, namely, minimizing weighted flow-time. Their
work differs from ours in two ways: while they focus on the online versions, we consider our
problems in an offline setting. Further, as they note, while the throughput and resource
minimization objectives are also commonly considered metrics, their techniques only deal
with flow-time. In fact, these objectives are fundamentally different, and we need novel
algorithms to tackle them.

The non-preemptive variant of MaxT, known as the resource allocation problem (RAP), was
introduced by Phillips et al. [26], and later studied by many authors (see, e.g., [7, 6, 8, 9, 19, 11]
and the references therein).1 Chakaravarthy et al. [9] consider a generalization of RAP and
obtain a constant approximation based on a primal-dual algorithm. We note that the
preemptive versus non-preemptive problems differ quite a bit in their structural properties.

As mentioned above, MinR generalizes the classic vector packing (VP) problem. The
first non-trivial O(log d)-approximation algorithm for VP was presented by Chekuri and
Khanna [10], for any fixed d ≥ 1. This ratio was improved by Bansal, Caprara and
Sviridenko [3] to a randomized algorithm with asymptotic approximation ratio arbitrarily close
to ln d+1. Bansal, Eliás and Khan [4] recently improved this ratio further to 0.807+ln(d+1).
A “fractional variant” of MinR was considered by Jansen and Porkolab [20], where time was
assumed to be continuous. For this problem, in the case of a single host, they obtain a PTAS,
by solving a configuration linear program (rounding the LP solution is not necessary because
time is continuous in their case).

Resource minimization was considered also in the context of the ad placement problem.
In this variant, all ads must be scheduled, and the objective is to minimize the width of the
display area required to make this possible. Freund and Naor [18] gave a 2-approximation
algorithm for the problem, which was later improved by Dawande et al. [15] to 3/2. This
implies a 3-approximation for MinR instances with d = 1, where all jobs have the same release
time and due date. We note that this ratio can be slightly improved, using the property that
sj ≤ 1 for all j ∈ J . Indeed, we can schedule the jobs to use the resource, such that the total
resource requirements at any two time slots differ at most by one. Thus, the total amount of
resource required at any time exceeds the optimum, OPT , at most by one unit, implying the
jobs can be feasibly scheduled on 2OPT + 1 hosts.

Another line of work relates to the non-preemptive version of MinR, where d = 1 and
the requirement of each job is equal to 1 (see, e.g. [13, 12]); thus, at most one job can be
scheduled on each host at any time.

1 RAP is also known as the bandwidth allocation problem.
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1.2 Contributions and Techniques

For summarizing our results, we need the notion of slackness. Denote the time window for
processing job j ∈ J by χj = [rj , dj ], and let |χj | = dj − rj + 1 denote the length of the
interval. Throughout the discussion, we assume that time windows are large enough, i.e.,
there is a constant λ ∈ (0, 1), such that pj ≤ λ|χj | for any job j. Such an assumption is
quite reasonable in scenarios arising in our applications. We call λ the slackness parameter
of the instance.

For the MaxT problem, we present (in Section 3) an Ω(1)-approximation algorithm. As
mentioned above, the non-preemptive version of this problem is the classic RAP. To see
the structural differences between the non-preemptive and preemptive versions, we consider
their natural linear programming relaxations. In solving RAP it suffices to have a variable
xjt for each job j and time slot t, indicating the start of job j at slot t. This allows to
apply a natural randomized rounding algorithm, where job j is scheduled to start at time
t with probability xjt. On the other hand, in MaxT a job can be preempted; therefore,
each job requires multiple indicator variables. Further, these variables must be rounded in
an all-or-nothing fashion, i.e., either we schedule all parts of a job or none of them. Our
approach to handle this situation is to, somewhat counter-intuitively, “dumb down” the
linear program by not committing the jobs to a particular schedule; instead, we choose a
subset of jobs that satisfy certain knapsack constraints and construct the actual schedule in
a subsequent phase.

We first consider a laminar variant of the problem, where the time windows for the
jobs are chosen from a laminar family of intervals.2 This setting includes several important
special cases, such as (i) all jobs are released at t = 0 but have different due dates, or (ii)
jobs are released at different times, but all must be completed by a given due date. Recall
that m = |M | is the number of hosts. Our result for the laminar case is a 1

2 − λ
( 1

2 + 1
m

)
-

approximation algorithm, assuming that the slackness parameter satisfies λ < 1− 2
m+2 .

Using a simple transformation of an arbitrary instance to laminar, we obtain a 1
8 −λ

( 1
2 + 1

m

)
-

approximation algorithm for general instances, assuming that λ < 1
4 −

1
2(m+2) . Our results

imply that as λ decreases, the approximation ratio approaches 1
2 and 1

8 for the laminar and
the general case, respectively.

Subsequently, we tighten the slackness assumption further to obtain an Ω(1)-approxima-
tion algorithm for any constant slackness λ ∈ (0, 1) for the laminar case and any constant
λ ∈ (0, 1

4 ) for the general case. In the special case where the weight of the job is equal
to its area, we extend an algorithm due to Chen, Hassin and Tzur [11] to obtain an Ω(1)-
approximation guarantee for the general case with no assumption on slackness.

Our algorithm for the laminar case relies on a non-trivial combination of a packing phase
and a scheduling phase. While the first phase ensures that the output solution has high profit,
the second phase guarantees its feasibility. To facilitate a successful completion of the selected
jobs, we formulate a set of conditions that must be satisfied in the packing phase. Both
phases make use of the structural properties of a laminar family of intervals. In the packing
phase, we apply our rounding procedure (for the LP solution) to the tree representation
of the intervals.3 We further use this tree in the scheduling phase, to feasibly assign the
resource to the selected jobs in a bottom-up fashion. Our framework for solving MaxT is
general, and may therefore find use in other settings of non-consecutive resource allocation.

2 See the formal definition in Section 2.
3 This procedure bears some similarity to the pipage rounding technique of [2].
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For the MinR problem, we obtain (in Section 4) an O(log d)-approximation algorithm
for any constant d ≥ 1, under a mild assumption that any job has a window of size
Ω(d2 log d log T ), where T = maxj dj . We show that this assumption can be removed, leading
to a slight degradation in the approximation factor to O(log d log∗ T ), where log∗ T is the
smallest integer κ such that log log . . . log︸ ︷︷ ︸

κ times

T ≤ 1. Our approach builds on a formulation of

the problem as a configuration LP, inspired by the works of [3, 16]. However, we quickly
deviate from these prior approaches, in order to handle the time-windows and the extra
constraints. Our algorithm involves two main phases: a maximization phase and residual
phase. Roughly speaking, a configuration is a subset of jobs that can be feasibly assigned to a
host at a given time slot t. For each t, we choose O(m log d) configurations with probabilities
proportional to their LP-values. In this phase, jobs may be allocated the resource only for
part of their processing length. In the second phase, we construct a residual instance based
on the amount of time each job has been processed. A key challenge is to show that, for any
time window χ, the total “area” of jobs left to be scheduled is at most 1/d of the original
total area. We use this property to solve the residual instance.

2 Preliminaries

We start with some definitions and notation. For our preemptive variants of RAP, we assume
w.l.o.g. that each host has a unit amount of each resource. We further assume that time
is slotted. We allow non-consecutive allocation of a resource to each job, as well as job
migration. Multiple jobs can be assigned to the same machine at a given time but no job
can be processed by multiple machines at the same time. Formally, we denote the set of jobs
assigned to host i ∈M at time t by Si,t. We say that job j is completed if there are pj time
slots t ∈ [rj , dj ] = χj in which j is allocated its required amount of the resource on some
host. A job j is completed if |{t ∈ χj : ∃i ∈M such that j ∈ Si,t}| ≥ pj . Let T = maxj∈J dj
be the latest due date of any job.

In MaxT, each job j ∈ J has a resource requirement sj ∈ (0, 1]. An assignment of a subset
of jobs S ⊆ J to the hosts in M is feasible if each job j ∈ S is completed, and for any time
slot t and host i ∈ M ,

∑
j∈Si,t

sj ≤ 1, i.e., the sum of requirements of all jobs assigned to
host i is at most the available resource. For the MinR variant, we assume multiple resources.
Thus, each job j has a resource requirement vector s̄j ∈ [0, 1]d, for some constant d ≥ 1.
Further, each host has a unit amount of each of the d resources. An assignment of a set of
jobs Si,t to a host i ∈M at time t is feasible if

∑
j∈Si,t

s̄j ≤ 1̄d.
Let aj = sjpj denote the total resource requirement (or, area) of job j ∈ J and refer to

the quantity wj/aj as the density of job j. Finally, a set of intervals is laminar if for any two
intervals χ′ and χ′′, exactly one of the following holds: χ′ ⊆ χ′′, χ′′ ⊂ χ′ or χ′ ∩ χ′′ = φ.

3 Throughput Maximization

We first consider the case where L = {χj : j ∈ J} forms a laminar family of intervals.
In Section 3.1, we present an Ω(1)-approximation algorithm for the laminar case when
λ ∈

(
0, 1− 2

m+2

)
. Following this, we describe (in Section 3.2) our constant approximation

for the general case for λ ∈
(

0, 1
4 −

1
2(m+2)

)
. We then show, in Section 3.3, how to tighten the

results to any constant slackness parameter (i) λ ∈ (0, 1) in the laminar case (ii) λ ∈ (0, 1
4 ) in

the general case. As an interesting corollary, we obtain an Ω
(

1
logn

)
-approximation algorithm
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for the general MaxT problem with no slackness assumption. Further, we show that in the
special case of maximum utilization (i.e., the profit of each job equals its “area”), we obtain
an Ω(1) guarantee with no assumption on the slackness.

3.1 The Laminar Case
Our algorithm proceeds in two phases. While the first phase ensures that the output solution
has high profit, the second phase guarantees its feasibility. Specifically, let ω ∈ (0, 1− λ

m ] be
a parameter (to be determined).

In Phase 1, we find a subset of jobs S satisfying a knapsack constraint for each χ. Indeed,
any feasible solution guarantees that the total area of jobs within any time-window χ ∈ L is
at most m|χ|. Our knapsack constraints further restrict the total area of jobs in χ to some
fraction of m|χ|. We adopt an LP-rounding based approach to compute a subset S that is
optimal subject to the further restricted knapsack constraints. (We remark that a dynamic
programming approach would work as well. However, such an approach would not provide us
with any intuition as to how an optimal solution for the further restricted instance compares
with the optimal solution of the original instance.)

In Phase 2 we allocate the resource to the jobs in S, by considering separately each host
i at a given time slot t ∈ [T ] as a unit-sized bin (i, t) and iteratively assigning each job j ∈ S
to a subset of such available bins, until j has the resource allocated for pj distinct time slots.
An outline of the two phases is given in Algorithm 1.

Algorithm 1 Throughput maximization algorithm outline.

Input: Set of jobs J , hosts M and a parameter ω ∈ (0, 1− λ
m ]

Output: Subset of jobs S ⊆ J and a feasible assignment of S to the hosts in M
Phase 1: Select a subset S ⊆ J , such that for each χ ∈ L:∑

j∈S:χj⊆χ aj ≤ (ω + λ
m )m|χ|

Phase 2: Find a feasible allocation of the resource to the jobs in S

Phase 1: The algorithm starts by finding a subset of jobs S ⊆ J such that for any χ ∈ L:∑
j∈S:χj⊆χ aj ≤ (ω + λ

m )m|χ|. We solve the following LP relaxation, in which we impose
stricter constraint on the total area of the jobs assigned in each time window χ.

LP: Maximize
∑
j∈J wjxj

Subject to:
∑
j:χj⊆χ ajxj ≤ ωm|χ| ∀χ ∈ L

0 ≤ xj ≤ 1 ∀j ∈ J

Rounding the Fractional Solution: Suppose x∗ = (x∗j : j ∈ J) is an optimal fractional solution
for the LP. Our goal is to construct an integral solution x̂ = (x̂j : j ∈ J). We refer to a job j
with x∗j ∈ (0, 1) as a fractional job, and to the quantity ajx∗j as its fractional area. W.l.o.g.,
we may assume that for any interval χ ∈ L, there is at most one job j with χj = χ such that
0 < x∗j < 1, i.e., it is fractional. Indeed, if two such jobs exist, then the fractional value of
the higher density job (breaking ties arbitrarily) can be increased to obtain a solution no
worse than the optimal. Note, however, that there could be fractional jobs j′ with χj′ ⊂ χ.

We start by setting x̂j = x∗j for all j ∈ J . Consider the tree representation of L, which
contains a node (also denoted by χ) for each χ ∈ L, and an edge between nodes corresponding
to χ and χ′, where χ′ ⊂ χ, if there is no interval χ′′ ∈ L such that χ′ ⊂ χ′′ ⊂ χ.4 Our

4 Throughout the discussion we use interchangeably the terms node and interval when referring to a
time-window χ ∈ L.
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rounding procedure works in a bottom-up fashion. As part of this procedure, we label the
nodes with one of two possible colors: gray and black. Initially, all leaf nodes are colored
black, and all internal nodes are colored gray. The procedure terminates when all nodes are
colored black. A node χ is colored as black if the following property holds:

I Property 1. For any path P(χ, χl) from χ to a leaf χl there is at most one fractional job
j such that χj lies on P(χ, χl).

We note that the property trivially holds for the leaf nodes. Now, consider a gray interval
χ with children χ1, χ2, . . . , χν , each colored black. Note that χ is well defined because leaf
intervals are all colored black. If there is no fractional job that has χ as its time-window,
Property 1 follows by induction, and we color χ black. Assume now that j is a fractional job
that has χ as its time-window (i.e., χj = χ). If there is no other fractional job that has its
time-window (strictly) contained in χ, Property 1 is trivially satisfied. Therefore, assume that
there are other fractional jobs j1, j2, . . . , jl that have their time-windows (strictly) contained
in χ. Now, we decrease the fractional area (i.e., the quantity aj x̂j) of j by ∆ and increase the
fractional area of jobs in the set {j1, j2, . . . , jl} by ∆k for job jk, such that ∆ =

∑
k∈[l] ∆k.

Formally, we set x̂j → x̂j − ∆
aj

and x̂jk
→ x̂jk

+ ∆k

ajk
. We choose these increments such that

either x̂j becomes 0, or for each k ∈ [l], x̂jk
becomes 1. Clearly, in both scenarios, Property 1

is satisfied, and we color χ black.
When all nodes are colored black, we round up the remaining fractional jobs. Namely, for

all jobs j such that x̂j ∈ (0, 1), we set x̂j = 1. It is important to note that by doing so we
may violate the knapsack constraints. However, in Theorem 1, we bound the violation.

I Theorem 1. Suppose I = (J,M,L) is a laminar instance of MaxT with optimal profit W
and ∀j ∈ J : pj ≤ λ|χj |. For any ω ∈ (0, 1− λ

m ], the subset S = {j ∈ J : x̂j = 1}, obtained
as above, satisfies

∑
j∈S wj ≥ ωW , and for any χ ∈ L,

∑
j∈S:χj⊆χ aj ≤ (ω + λ

m )m|χ|.

Proof. We first observe that any optimal solution x∗ for the LP satisfies:
∑
j∈J wjx

∗
j ≥ ωW .

Indeed, consider an optimal solution O for the instance I. We can construct a fractional
feasible solution x′ for the LP by setting x′j = ω if j ∈ O; otherwise, x′j = 0. Clearly, x′ is a
feasible solution for the LP with profit ωW .

Consider an integral solution x̂, obtained by applying the rounding procedure on x∗. We
first show that

∑
j∈J wj x̂j ≥ ωW . To this end, we prove that

∑
j∈J wj x̂j ≥

∑
j∈J wjx

∗
j ≥

ωW . Suppose we decrease the fractional area of a job j by an amount ∆, i.e., we set
x̂j ← x̂j − ∆

aj
. By the virtue of our procedure, we must simultaneously increase the fractional

area of some subset of jobs Fj , where for each k ∈ Fj we have χk ⊂ χj . Further, the combined
increase in the fractional area of the jobs in Fj is the same ∆. Now, we observe that the
density of job j (i.e., wj

aj
) cannot be higher than any of the jobs in Fj . Indeed, if j′ ∈ Fj has

density strictly lower than j, then the optimal solution x∗ can be improved by decreasing the
fractional area of j′ by some ε while increasing that of j by the same amount (it is easy to
see that no constraint is violated in this process) – a contradiction. Therefore, our rounding
procedure will never result in a loss, and

∑
j∈J wj x̂j ≥

∑
j∈J wjx

∗
j ≥ ωW .

We now show that, for each χ ∈ L,
∑
j∈J:χj⊆χ aj x̂j ≤ (ω + λ

m )m|χ|. First, observe
that for any gray interval χ the total fractional area is conserved. This is true because
there is no transfer of fractional area from the subtree rooted at χ to a node outside this
subtree until χ is colored black. Now, consider an interval χ that is colored black. We note
that for any job j with x∗j = 0, our algorithm ensures that x̂j = 0, i.e., it creates no new
fractional jobs. Consider the vector x̂ when the interval χ is converted from gray to black.
At this stage, we have that the total (fractional) area packed in the subtree rooted at χ is

FSTTCS 2019
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V (χ) def=
∑
j∈J:χj⊆χ aj x̂j ≤ ωm|χ|. Let F(χ) denote the set of all fractional jobs j′ that

have their time-windows contained in χ (i.e., χj′ ⊆ χ). We claim that the maximum increase
in V (χ) by the end of the rounding procedure is at most

∑
j′∈F(χ) aj′ . This holds since our

procedure does not change the variables x̂j ∈ {0, 1}. Thus, the maximum increase in the
total area occurs due to rounding all fractional jobs into complete ones, after all nodes are
colored black. To complete the proof, we now show that the total area of the fractional jobs
in the subtree rooted at χ satisfies A[χ] def=

∑
j′∈F(χ) aj′ ≤ λ|χ|. We prove this by induction

on the level of node χ. Clearly, if χ is a leaf then the claim holds, since there can exist at
most one fractional job j in χ, and aj ≤ pj ≤ λ|χ|. Suppose that {χ1, χ2, . . . χl} are the
children of χ. If there is a fractional job j with χj = χ then, by Property 1, there are no
other fractional jobs with time-windows contained in χ. Hence, A[χ] = aj ≤ λ|χ|. Suppose
there is no fractional job with χj = χ; then, by the induction hypothesis: A[χk] ≤ λ|χk| for
all k ∈ [l]. Further,

∑
k∈[l] |χk| ≤ |χ| and A[χ] =

∑
k∈[l]A[χk] ≤

∑
k∈[l] λ|χk| ≤ λ|χ|. J

Let O be an optimal solution for I satisfying: ∀χ ∈ L :
∑
j∈O:χj⊆χ aj ≤ cm|χ|, for

some c ≥ 1. Then it is easy to verify that any optimal solution x∗ for the LP satisfies:∑
j∈J wjx

∗
j ≥ ω

cW . Hence, we have

I Corollary 2. Suppose I = (J,M,L) is a laminar instance of MaxT, such that ∀j ∈
J : pj ≤ λ|χj |. Let S+ ⊆ J be a subset of jobs of total profit W satisfying ∀χ ∈ L:∑
j∈S+:χj⊆χ aj ≤ cm|χ|, for some c ≥ 1. Then, for any ω ∈ (0, 1− λ

m ], there exists a subset
S ⊆ J satisfying

∑
j∈S wj ≥

ω
cW , such that ∀χ ∈ L,

∑
j∈S:χj⊆χ aj ≤ (ω + λ

m )m|χ|.

Phase 2: In Phase 1 we obtained a subset S ⊆ J , such that for each χ ∈ L:
∑
j∈S:χj⊆χ aj ≤

(ω + λ
m )m|χ|. We now show that it is always possible to find a feasible packing of all jobs in

S. We refer to host i at time t as a bin (i, t). In the allocation phase we label a bin with one
of three possible colors: white, gray or black. Initially, all bins are colored white. We color a
bin (i, t) gray when some job j is assigned to host i at time t and color it black when we
decide to assign no more jobs to this bin. Our algorithm works in a bottom-up fashion and
marks an interval χ as done when it has successfully completed all the jobs j with χj ⊆ χ.
Consider an interval χ such that any χ′ ⊂ χ has already been marked done. Let j ∈ S be
a job with time-window χj = χ, that has not been processed yet. To complete job j, we
must pick pj distinct time slots in χ and assign it to a bin in each slot. Suppose that we
have already assigned the job to p′j < pj slots so far. Denote by avail(j) ⊆ χ the subset of
time slots where j has not been assigned yet. We pick the next slot and bin as shown in
Algorithm 2.

I Theorem 3. For any λ < 1− 2
m+2 , there exists a 1

2 − λ
( 1

2 + 1
m

)
-approximation algorithm

for the laminar MaxT problem, assuming that pj ≤ λ|χj | for all j ∈ J .

Proof. Given an instance I = (J,M,L) and a parameter ω ∈ (0, 1− λ
m ], let W denote the

optimal profit. We apply Theorem 1 to find a subset of jobs S ⊆ J of profit ωW , such that
for any χ ∈ L:

∑
j∈S:χj⊆χ aj ≤ (ω + λ

m )m|χ|. We now show that there is a feasible resource
assignment to the jobs in S for ω = 1

2 − λ
( 1

2 + 1
m

)
. Clearly, this would imply the theorem.

We show that for the above value of ω Algorithm 2 never reports fail, i.e., the resource is
feasibly allocated to all jobs in S. Assume towards contradiction that Algorithm 2 reports
fail while assigning job j. Suppose that j was assigned to p′j < pj bins before this fail. For
t ∈ χ = χj , we say that bin (i, t) is bad if either (i, t) is colored gray, or j has been assigned
to some bin (i′, t) in the same time slot. We first show that the following invariant holds, as
long as no job j+ such that χ ⊂ χj+ has been allocated the resource: the number of bad bins
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Algorithm 2 Resource allocation to job j in a single time slot.

1: if there exists a gray bin (i, t) in avail(j) then
2: let S(i,t) be the set of jobs assigned to this bin
3: if

∑
j′∈S(i,t)

sj′ + sj ≤ 1 then
4: assign j to host i at time t
5: else if there exists a white bin (i′, t′) in avail(j) then
6: assign j to host i′ at time t′.
7: color (i, t) and (i′, t′) black
8: pair up (i, t)↔ (i′, t′)
9: else
10: report fail
11: end if
12: else if there exists a white bin (i, t) in avail(j) then
13: assign j to host i at time t
14: color the bin (i, t) gray
15: else
16: report fail
17: end if

while processing job j is at most λm|χ|. Assuming that the claim is true in each of the child
intervals of χ, {χ1, χ2 . . . , χl}, before any job with time window χ is allocated the resource,
we have the number of bad bins = number of gray bins is at most

∑
k∈[l] λm|χk| ≤ λm|χ|.

Now, consider the iteration in which we assign j to host i at time t. If (i, t) is a gray bin,
then the number of bad bins cannot increase. On the other hand, suppose (i, t) was white
before we assign j. If there are no gray bins in χ, then the number of bad bins is at most
mpj ≤ λm|χ|. Suppose there exist some gray bins, and consider those bins of the form (i′, t′)
such that job j has not been assigned to any host at time t′. If there are no such bins, then
again the number of bad bins is at most mpj ≤ λm|χ|. Otherwise, we must have considered
one such gray bin (i′, t′) and failed to assign j to host i′ at time t′. By the virtue of the
algorithm, we must have colored both (i, t) and (i′, t′) black. Thus, the number of bad bins
does not increase, and our claim holds. Now, since we pair the black bins (i, t) ↔ (i′, t′)
only if

∑
j∈S(i,t)

sj +
∑
j′∈S(i′,t′)

sj′ > 1, the total number of black bins < 2(ω + λ
m )m|χ|.

Hence, the total number of bins that are black or bad is < (λ+ 2(ω+ λ
m ))m|χ|. Now, setting

ω = 1
2 − λ

( 1
2 + 1

m

)
, there should be at least one bin (i∗, t∗) that is neither black nor bad.

But in this case, we could have assigned j to host i∗ at time t∗, which is a contradiction to
the assumption that the algorithm reports a fail. J

For convenience, we restate the claim shown in the proof of Theorem 3.

I Corollary 4. Let I = (J,M,L) be a laminar instance where pj ≤ λ|χj | ∀j ∈ J , for λ ∈
(0, 1). Let S ⊆ J be a subset of jobs, such that for any χ ∈ L:

∑
j∈S:χj⊆χ aj ≤ (ω + λ

m )m|χ|,
where ω ≤ 1

2 − λ
( 1

2 + 1
m

)
. Then, there exists a feasible resource assignment to the jobs in S.

3.2 The General Case
We use a simple transformation of general instances of MaxT into laminar instances and
prove an Ω(1)-approximation guarantee. Let W denote the set of all time-windows for jobs
in J , i.e., W = {χj : j ∈ J}. We now construct a laminar set of intervals L and a mapping
L :W → L. Recall that T = maxj∈J dj . The construction is done via a binary tree T whose
nodes correspond to intervals [l, r] ⊆ [T ]. The construction is described in Algorithm 3.
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Algorithm 3 Transformation into a laminar set.

Input: Job set J and W = {χj : j ∈ J}
Output: Laminar set of intervals L and a mapping L :W → L
1: let [T ] be the root node of tree T
2: while ∃ a leaf node [l, r] in T such that r − l > 1 do
3: add to T two nodes [l, b l+r2 c] and [b l+r2 c+ 1, r] as the children of [l, r]
4: end while
5: let L be the set of intervals corresponding to the nodes of T
6: For each χ ∈ W, let L(χ) = χ′, where χ′ is the largest interval in L contained in χ,

breaking ties by picking the rightmost interval.

I Lemma 5. In Algorithm 3, the following properties hold (Proof in final version):
1. For any j ∈ J , |χj | ≤ 4|L(χj)|.
2. For χ ∈ L, let χ̃ = {t ∈ χj : j ∈ J, L(χj) = χ}, i.e., the union of all time-windows in

W that are mapped to χ. Then, |χ̃| ≤ 4|χ|.

I Theorem 6. For any λ < 1
4−

1
2(m+2) , there exists a

1
8−λ

( 1
2 + 1

m

)
-approximation algorithm

for MaxT , assuming that pj ≤ λ|χj | for all j ∈ J .

Proof. Given an instance (J,M,W) of MaxT with slackness parameter λ ∈ (0, 1), we first
use Algorithm 3 to obtain a laminar set of intervals L and the corresponding mapping
L :W → L. Consider a new laminar instance (J` = {j` : j ∈ J},M` = M,L), constructed
by setting χj`

= L(χj). Note that if S` ⊆ J` is a feasible solution for this new instance,
the corresponding set S = {j : j` ∈ S`} is a feasible solution for the original instance.
Let λ` denote the slackness parameter for the new instance. We claim that λ` ≤ 4λ.
Assume this is not true, i.e., there exists a job j`, such that pj`

> 4λ|χj`
|; however, by

Lemma 5, we have pj`
= pj ≤ λ|χj | ≤ 4λ|χj`

|. A contradiction. Now, suppose O ⊆ J is
an optimal solution of total profit W for the original (non-laminar) instance. Consider the
corresponding subset of jobs O` = {j` : j ∈ O}. By Lemma 5, for any χ ∈ L, |χ̃| ≤ 4|χ|.
It follows that, for any χ ∈ L,

∑
j`∈O`:χj`

⊆χ aj`
=
∑
j∈O:L(χj)⊆χ aj ≤ 4m|χ|. Now, we use

Corollary 2 for the laminar instance, taking c = 4, S+ = O` and λ` ∈ (0, 1). Then, for any
ω ∈ (0, 1 − λ`

m ], there exists S` ⊆ J` of total profit
∑
j`∈S`

wj ≥ ω
cW , such that ∀χ ∈ L,∑

j`∈S`:χj⊆χ aj`
≤ (ω+ λ`

m )m|χ|. By Corollary 4, there is a feasible assignment of the resource

to the jobs in S` for ω ≤ 1
2−λ`

( 1
2 + 1

m

)
. Taking ω = 1

2 − 4λ
(

1
2 + 1

m

)
≤ 1

2 − λ`
(

1
2 + 1

m

)
,

we have the approximation ratio w
c = 1

8 − 4λ
( 1

8 + 1
4m
)
, for any λ < 1

4 −
1

2(m+2) . We now
return to the original instance and take for the solution the set S = {j : j` ∈ S`}. J

3.3 Eliminating the Slackness Requirements
In this section we show that the slackness requirements in Theorems 3 and 6 can be
eliminated, while maintaining a constant approximation ratio for MaxT . In particular, for
laminar instances, we show below that Algorithm 1 can be used to obtain a polynomial
time Ω(1)-approximation for any constant slackness parameter λ ∈ (0, 1). For general MaxT
instances, this leads to an Ω(1)-approximation for any constant λ ∈ (0, 1

4 ). We also show a
polynomial time Ω( 1

logn )-approximation algorithm for general MaxT using no assumption
on slackness. We use below the next result, for instances with “large” resource requirement.
The proof is deferred to the full version.
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I Lemma 7. For any δ ∈ (0, 1) there is an Ω( 1
log(1/δ) )-approximation for any instance

I = (J,M,W) of MaxT satisfying sj ≥ δ ∀ j ∈ J .

3.3.1 Laminar Instances
Recall that m = |M | is the number of hosts. Given a fixed λ ∈ (0, 1), let

α = α(m,λ) = λ(1− λ)
1− λ+ λ

m

. (1)

In Phase 1 of Algorithm 1, we round the LP solution to obtain a subset of jobs S ⊆ J .
We first prove the following.

I Lemma 8. Let λ ∈ (0, 1) be a slackness parameter, and

ω = (1− α)(1− λ)− αλ

m
, (2)

where α is defined in (1). Then, given a laminar instance I = (J,M,L) satisfying pj ≤ λ|χj |
and sj ≤ α, there is a feasible allocation of the resource to the jobs in S.

Proof. We generate a feasible schedule of the jobs in S proceeding bottom-up in each laminar
tree. That is, we start handling job j only once all the jobs ` with time windows χ` ⊂ χj
have been scheduled. Jobs having the same time window are scheduled in an arbitrary order.
Let j be the next job, whose time window is χ = χj . We can view the interval χ as a set of
|χ| time slots, each consisting of m unit size bins. We say that a time slot t ∈ χj is “bad” for
job j if there is no space for one processing unit of j (i.e., an “item” of size sj) in any of the
bins in t; else, time slot t is “good”. We note that immediately before we start scheduling job
j the number of bad time slots for j is at most m|χ|(1−λ)(1−α)−aj

m(1−sj) . Indeed, by Theorem 1,
choosing for ω the value in (2), after rounding the LP solution the total area of jobs ` ∈ S,
such that χ` ⊆ χj , is at most

(ω + αλ

m
)m|χ| = ((1− α)(1− λ)− αλ

m
+ αλ

m
)m|χ|. (3)

In addition, for a time slot t to be “bad” for job j, each bin in t has to be at least (1− sj)-full.
Hence, the number of good time slots for j is at least

|χ| − m|χ|(1− λ)(1− α)− aj
m(1− sj)

= |χ|(1− (1− λ)(1− α)
1− sj

) + aj
m(1− sj)

≥ pj
λ

(1− (1− λ)(1− α)
1− sj

) + aj
m(1− sj)

≥ pj

The first inequality follows from the fact that pj ≤ λ|χj | = λ|χ|, and the second inequality
holds since sj ≤ α. Hence, job j can be feasibly scheduled, for any j ∈ S. J

Using Lemmas 7 and 8, we prove our main result.

I Theorem 9. For any m ≥ 1 and constant λ ∈ (0, 1), MaxT admits a polynomial time
Ω(1)-approximation on any laminar instance I = (J,M,L) with slackness parameter λ.

Proof. Given a laminar instance I satisfying the slackness condition, we handle separately
two subsets of jobs.
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Subset 1: Jobs j satisfying sj ≤ α = α(m,λ), where α is defined in (1). We solve MaxT
for these jobs using Algorithm 1, taking the value of ω as in (2). By Theorem 1, the
approximation ratio is ω = (1−α)(1− λ)− αλ

m = (1− λ)2, i.e., we have a constant factor.
Subset 2: For jobs j satisfying sj > α, use Lemma 7 to obtain an Ω( 1

log(1/α) )-approximation.

Taking the best among the solutions for the two subsets of jobs, we obtain an Ω(1)-
approximation. J

3.3.2 The General Case
Recall that, given a general MaxT instance, (J,M,W), with a slackness parameter λ ∈ (0, 1),
our transformation yields a new laminar instance (J` = {j` : j ∈ J},M` = M,L) with a
slackness parameter λ` ≤ 4λ (see the proof of Theorem 6). Now, define

α` = α`(m,λ`) = λ`(1− λ`)
1− λ` + λ`

m

, (4)

and set

ω = (1− α`)(1− λ`)−
α`λ`
m

. (5)

Then, by Lemma 8, we have that any job j` ∈ J` selected for the solution set S can be
assigned the resource (using Algorithm 1).

I Theorem 10. For any m ≥ 1 and constant λ ∈ (0, 1
4 ), MaxT admits a polynomial time

Ω(1)-approximation on any instance I = (J,M,W) with slackness parameter λ.

Proof. Given such an instance I, consider the resulting laminar instance. As before, we
handle separately two subsets of jobs.
Subset 1: For jobs j` ∈ J` satisfying sj`

≤ α`, where α` is defined in (4), apply Algorithm 1
with ω value as in (5). Then, the approximation ratio is ω = (1− λ`)2 ≥ (1− 4λ)2.

Subset 2: For jobs j` where sj`
> α`, use Lemma 7 to obtain Ω( 1

log(1/α`) )-approximation.

Taking the best among the solutions for the two subsets of jobs, we obtain an Ω(1)-
approximation. J

Finally, consider a general instance of MaxT . By selecting δ = 1
n , we can apply Lemma 7

to obtain an Ω( 1
logn )-approximate solution, S1 for the jobs j ∈ J of heights sj ≥ 1

n . Let S2

be a solution consisting of all jobs j for which sj < 1
n . Note that this solution is feasible

since
∑
j∈S2

sj < 1. Selecting the highest profit solution between S1 and S2, we have:

I Corollary 11. There is a polynomial time Ω( 1
logn )-approximation algorithm for MaxT .

3.3.3 Maximizing Utilization
Consider instances of MaxT where the profit gained from scheduling job j is wj = aj = sjpj .
We give the proof of the following in [27].

I Theorem 12. There is a polynomial time Ω(1)-approximation for any instance of MaxT
where wj = aj for all j ∈ J .
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4 Resource Minimization

In this section, we consider the MinR problem with d resources, where d ≥ 1 is some constant.
We show that the problem admits an O(log d)-approximation algorithm under some mild
assumptions on the slack and minimum window size. Further, we show that the latter
assumption can be removed with a slight degradation in the approximation guarantee.

Our approach builds on a formulation of the problem as a configuration LP and involves
two main phases: a maximization phase and residual phase. We start by describing the
configuration LP that is at the heart of our algorithm. Let Jt ⊆ J denote the set of all
jobs j such that t ∈ χj , i.e., j can be allocated resources at time slot t. For any t ∈ [T ]
and S ⊆ Jt, C = (S, t) is a valid configuration on a single host if

∑
j∈S s̄j ≤ 1̄d, i.e., the

jobs in S can be feasibly assigned to a single host at time slot t. Denote the set of all valid
configurations at time t by Ct, and by Cj the set of all valid configurations (S, t), such that
S contains job j. Denote by xC the indicator variable for choosing configuration C and by
m the number of hosts needed to schedule all jobs. The fractional relaxation of the integer
program formulation of our problem is given below.

Primal : Minimize m

Subject to: m−
∑
C∈Ct

xC ≥ 0, ∀t ∈ [T ]
−
∑
C∈Cj∩Ct

xC ≥ −1, ∀j ∈ J, t ∈ [T ]∑
C∈Cj xC ≥ pj , ∀j ∈ J

xC ≥ 0, ∀C

The first constraint ensures that we do not pick more than m configurations for each
time slot t ∈ [T ]. The second constraint guarantees that at most one configuration is chosen
for each job j at a given time t. Finally, the last constraint guarantees that each job j is
allocated the resource for pj time slots, i.e., job j is completed. The proof of the following
theorem (see [27]) is similar to a result of Fleischer et al. [16], with some differences due to
“negative” terms in the objective of the dual program.

I Theorem 13. For any ε > 0, there is a polynomial time algorithm that yields a (1 + ε)-
approximate solution for the configuration LP.

Given the objective value m of the approximate LP solution, we choose for each t

O(m log d) configurations with probabilities proportional to their LP-values. In this phase,
jobs may be allocated the resource only for part of their processing length. In the second
phase, we construct a residual instance based on the amount of time each job has been
processed. A key challenge is to show that, for any time window χ, the total “area” of jobs
left to be scheduled is at most 1/d of the original total area. We use this property to solve
the residual instance. The detailed algorithm and its analysis are given in [27].

I Theorem 14. Let (J,W) be an instance of MinR with slackness parameter λ ∈ (0, 1
4 ). Fix

an ε ∈ (0, 1). If |χj | ≥ 1
mθd

2 log d log(Tε− 1
2 ) ∀ j ∈ J , for sufficiently large constant θ, we

obtain an O(log d) approximation guarantee with probability at least 1− ε.

I Theorem 15. Let (J,W) be an instance of MinR with slackness parameter λ ∈ (0, 1
4 ).

Fix an ε ∈ (0, 1). There is a polynomial time algorithm that yields an O(log d log∗ T )
approximation ratio with probability at least 1− ε.
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Abstract
Motivated by the use of high speed circuit switches in large scale data centers, we consider the
problem of circuit switch scheduling. In this problem we are given demands between pairs of servers
and the goal is to schedule at every time step a matching between the servers while maximizing the
total satisfied demand over time. The crux of this scheduling problem is that once one shifts from
one matching to a different one a fixed delay δ is incurred during which no data can be transmitted.

For the offline version of the problem we present a (1 − 1/e − ε) approximation ratio (for any
constant ε > 0). Since the natural linear programming relaxation for the problem has an unbounded
integrality gap, we adopt a hybrid approach that combines the combinatorial greedy with randomized
rounding of a different suitable linear program. For the online version of the problem we present a
(bi-criteria) ((e− 1)/(2e− 1)− ε)-competitive ratio (for any constant ε > 0 ) that exceeds time by
an additive factor of O(δ/ε). We note that no uni-criteria online algorithm is possible. Surprisingly,
we obtain the result by reducing the online version to the offline one.
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1 Introduction

In recent years the vast scaling up of data centers is fueled by applications such as cloud
computing and large-scale data analytics. Such computational tasks, which are performed in a
data center, are distributed in nature and are spread over thousands of servers. Thus, it is no
surprise that designing better and efficient switching algorithms is a key ingredient in obtaining
better use of networking resources. Recently, several works have focused on high speed optical
circuit switches that have moving optical mirrors [6, 10, 28] or wireless circuits [13, 15, 29].

A common feature of many of these new switching models is that at any time the data
can be transmitted on any matching between the senders and the receivers. However, once
the switching algorithm decides to reconfigure from the current matching to a new different
matching. This is due to physical limitations such as the time it takes to rotate mirrors, a
fixed delay is incurred. This delay happens before data can be sent along the new reconfigured
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matching. Indeed even if one mirror rotates the delay must be incurred and no data can be
sent. This has led to significant study on obtaining good scheduling algorithms that take this
delay into account [18, 21, 27]. The cost in switching between matchings makes the problem
different when compared to the classical literature on scheduling in crossbar switching [5],
which are usually based on Birkhoff von-Neumann decompositions. In this paper, we focus
on finding the schedule that sends as much data as possible in a fixed time window. We aim
to design simple and efficient offline and online algorithms, with provable guarantees, for
the scheduling problem that incorporates switching delays.

In the circuit switch scheduling problem, we are given a traffic demand matrix D ∈
R|A|×|B|+ , where A is the set of senders and B is the set of receivers. Dij denotes the amount
of data that needs to be sent from sender i to receiver j. The Dij ’s can also be seen as weights
on the edges of a complete bipartite graph with vertex set A ∪B. We are also given a time
window W and a switching time δ > 0. At any time, the algorithm must pick a matching
M and duration α for which the data is transmitted along the edges of the matching M
that still require data to be sent. When the algorithm changes to another matching M ′ for
another duration α′, the algorithm must account for δ amount of time for switching between
the two matchings. Indeed even if one edge changes in the matching, the delay must be
incurred and no data can be sent on any of the matching edges. The total amount of time
that data is sent along matchings as well as switching time between the matchings must
total no more than W . The objective is to maximize the total demand that is satisfied.

1.1 Our Results and Contributions
Our main contribution in this paper are simple and efficient algorithms for the offline and
online variants of the circuit switch scheduling problem. The following theorem summarizes
our result for the offline setting which gives the first constant factor approximation algorithm
for all instances.

I Theorem 1. Given any constant ε > 0, there is a polynomial time algorithm that returns
a (1− 1/e− ε)-approximation for the circuit switch scheduling problem.

It was already noted in Bojja et al. [27] that the circuit switch scheduling problem is a
special case of maximizing a monotone submodular function given a knapsack constraint.
Unfortunately, the above reduction requires a ground set of exponential size where elements
in the ground set corresponds to matchings of senders and receivers. Hence, the rich literature
on submodular function maximization (such as [24]) cannot be applied. Indeed the main
challenge is the presence of exponential number of matchings that define the configurations.

Bojja et al. [27] show that the greedy algorithm can be implemented in polynomial time
and give a guarantee under the assumption that all entries of the data matrix are small as
compared to the time window. Unfortunately, it is easy to construct examples where the
greedy algorithm does not give a guarantee close to (1− 1

e ) (Refer to the full version of our
paper [23] for an example).

A different approach is to formulate a linear programming relaxation and round the
fractional solution. Indeed, it is easy to formulate two natural linear programming relaxations
to the circuit switch scheduling problem. The first assigns a distribution over matchings for
every time, whereas the second picks configurations with the additional knapsack constraint.
Unfortunately, both have an unbounded integrality gap (Refer to the full version of our paper
[23] for the gap examples). Thus, a different approach must be used.

We adopt a hybrid approach that combines greedy and rounding of a special linear
program to prove the above theorem. We first give an improved analysis of the greedy
algorithm and show it gives a (1− 1

e − ε) approximation when δ < ε ·W . On the other hand,
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when δ ≥ εW , the optimal solution only contains 1
ε different matchings. While it is not

possible to even guess these constant number of matchings in the solution, we can enumerate
(approximately) the time these unknown matchings are scheduled. We then formulate an
assignment linear program that assigns matchings to each of these guessed time slots. Then
a simple randomized rounding gives us the desired approximation in this case.

We also consider the online variant of the problem where the data matrix is not known
in advance but is revealed over time. We consider a discrete time process where at each
time step, we receive a new data matrix that needs to be transmitted in addition to the
traffic demand still left from all preceding time steps. Moreover, we can choose a matching
to transmit data at any time step with the constraint that whenever we change the matching
from the previous step, no data is transmitted for δ steps. Our main contribution is a
reduction from the online variant to the offline variant. To the best of our knowledge,
such reductions with a minor loss in the guarantee are seldomly found. This results in a
bi-criteria algorithm since the online algorithm is allowed a slightly larger time window than
the optimum. We remark that such a bi-criteria approximation is necessary and we refer the
reader to the full version of our paper [23] for details. The following theorem summarizes
the above.

I Theorem 2. Given a β-approximation for the offline circuit switch scheduling problem and
an integer k ≥ 3, there exists an algorithm achieving a competitive ratio of (1− 2/k) β

1+(1−2/k)β
for the online circuit switch scheduling problem which uses a time window of W + kδ as
compared to a time window of W for the optimum.

Combining Theorem 1 and Theorem 2, we have the following corollary.

I Corollary 3. For any constant ε > 0, there exists an algorithm achieving a competitive
ratio of

(
e−1

2e−1 − ε
)
for the online circuit switch scheduling problem which uses a time window

of W +O (δ/ε) as compared to a time window of W for the optimum.

We note that the online algorithm in the above corollary runs in polynomial time. If one
is not interested in the running time of the algorithm, but rather interested only in coping
with an unknown future, then Theorem 2 gives an online algorithm whose competitive ratio
is (1/2− ε) for any arbitrarily small constant ε > 0 (by assuming that the offline problem can
be solved optimally, i.e., β = 1).

1.2 Related Work
Bojja et al. [27] were the first to formally introduce the offline variant of the circuit switch
scheduling problem. They focused on the special case that all entries of the data matrix are
significantly small, and analyzed the greedy algorithm. Though it is known that the greedy
algorithm does not provide any worst-case approximation guarantee for the general case
of maximizing a monotone submodular function given a knapsack constraint, [27] proved
that in the special case of small demand values, where Dij ≤ εW for all i, j they obtain
a
(
1− 1

e1−ε

)
-approximation. To the best of our knowledge, our algorithm gives the best

provable bound for the offline variant of the circuit switch scheduling problem. A different
related variant of the problem is when data does not have to reach its destination in one step,
i.e., data can go through several different servers until it reaches its destination [18, 21, 27].

A dual approach, given by Liu et al. [20], aims to minimize the total needed time to trans-
mit the entire demand matrix. Since our algorithm aims to maximize the transmitted data in
a time window ofW , one can use our algorithm as a black box while optimizing overW . It was
proven in [19] that the problem of minimizing the time needed to send all of the data is NP-
Complete. Hence, we conclude that the circuit switch scheduling problem is also NP-Complete.
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The problem of decomposing a demand matrix into matchings, i.e., the decomposition of
a matrix into permutation matrices, was considered by [3, 8, 17, 22]. The special cases of
zero delay [14] and infinite delay [25] have also been considered. Several related, but slightly
different, settings include [7, 11, 26].

Regarding the theoretical problem of maximizing a monotone submodular function given a
knapsack constraint, Sviridenko [24] (building upon the work of Khuller et al. [16]) presented
a tight (1− 1/e)-approximation algorithm. This tight algorithm enumerates over all subsets
of elements of size at most three, and greedily extends each subset of size three, and returns
the best solution found. Deviating from the above combinatorial approach of [16, 24],
Badanidiyuru and Vondrák [2] and Ene and Nguyen [9] present algorithms that are based on
an approach that extrapolates between continuous and discrete techniques. Unfortunately,
as previously mentioned, none of the above algorithms can be directly applied to the circuit
switch problem due to the size of the ground set.

The online version of the circuit switch scheduling problem has been considered from
a queuing theory prospective, with delays [4] and without delays [12]. In these works,
guarantees are proven under the assumption that the incoming traffic is from a known
distribution or i.i.d. random variables. To the best of our knowledge, the online version has
not been studied from a theoretical perspective.

2 Preliminaries

First, let us start with a formal description of the problem. We are given a complete bipartite
graph G = (A,B,E) where A and B are the sets of sending and receiving servers, a constant
δ ≥ 0 and a time window W ≥ 0. We are also given the traffic demand matrix of the graph,
D ∈ R|A|×|B|+ , where Dij denotes the amount of data that needs to be sent from sender i to
receiver j. The Dij ’s can be seen as weights on the edges of the complete bipartite graph.
To simplify the notation, for an edge e = (i, j) we abbreviate Dij to De. Let M be the
collection of all matchings in G.
I Definition 4. The pair (M,α) is called a configuration if M ∈M and α ∈ R+.
The term scheduling a configuration (M,α) means sending data via the matching M for a
duration of time that equals α. For simplicity of presentation, we also interpret a matchingM
as a {0, 1}|A|×|B| matrix where e ∈M if and only if the entry of edge e in M equals 1. Note
that for any edge e ∈M the total data sent through e would be min(De, α) and the total
amount of data sent by the configuration would be ||min (D,αM) ||1 =

∑
e∈M min (De, α)

(note that the minimum is taken element-wise). For simplicity of presentation we may use
||.||1 and ||.|| interchangeably.

Switching from a configuration (M,α) to another (M ′, α′) incurs a given constant delay δ,
during which no transmission is done. Let C denote the collection of all possible configurations.
I Definition 5. A schedule S of size k is a subset S ⊆ C such that |S| = k. We say that S
requires a total time of

∑
(M,α)∈S (α+ δ) to be scheduled.

The total time of the schedule includes both the time for sending data with each configuration
and the delay in switching between them. This brings us to the definition of a feasible schedule.
I Definition 6. A schedule S is feasible if

∑
α:(M,α)∈S(α+ δ) ≤W .

In the offline setting, the goal is to find a feasible schedule S that maximizes the data sent
over the given time window of length W . This problem can be formulated as follows:

max
{∣∣∣∣∣∣min

(
D,
∑

(M,α)∈SαM
)∣∣∣∣∣∣

1
: S ⊆ C,

∑
α:(M,α)∈S (α+ δ) ≤W

}
. (1)
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We note that C might be of infinite size. However, we use standard discretization techniques
to limit the set of possible values of α in our algorithms. We will discuss this with more detail
in the later relevant sections. For now, assume C is finite. To facilitate the notation and the
analysis of our problem, we turn to a well-known class of functions called submodular functions.

I Definition 7. Given a ground set N = {1, 2, 3, ..., n}, a set function f : 2N → R+ is a
submodular function if for every A,B ⊆ N : f(A) + f(B) ≥ f(A ∪B) + f(A ∩B).

For our problem, define f : 2C → R+ as:

f (S) =
∣∣∣∣∣∣min

(
D,
∑

(M,α)∈SαM
)∣∣∣∣∣∣

1
.

Moreover, we denote by fS ((M,α)) = f (S ∪ (M,α))−f (S) the marginal gain of the schedule
S if the configuration (M,α) was added to it. It has been shown that f is submodular (refer
to Theorem 1 in [27]). For the sake of completeness, we state the theorem. Note that f is
monotone if for every A ⊆ B ⊆ N : f(A) ≤ f(B).

I Theorem 8 (Theorem 1 in [27]). The function f is a monotone submodular function.

For the online version of the problem, we use a discrete time model. Unlike the offline
version, in the online setting we do not know the entire traffic matrix of the graph in the
beginning. We start with D0 as the demand matrix already present in the initial graph.
At time t an additional traffic matrix Dt is revealed to the algorithm that includes new
demands for data that need to be transmitted. In the online version of the problem sending
configuration (M,α) means that for the next α ∈ Z+ time steps our algorithm is busy sending
the matching M . Switching a configuration to a different one incurs an additional delay of
δ ∈ N steps, during which no data can be sent. The incoming traffic matrices, at every step
starting with the sending of (M,α) and ending with the switching cost (a total of α+ δ time
steps), will accumulate and be added to the remaining traffic matrix of the graph.

3 Offline Circuit Switch Scheduling Problem

In this section, we prove Theorem 1 by giving an approximation algorithm for the circuit
switch scheduling problem. Our algorithm is a combination of the greedy algorithm as well as
a linear programming based approach. We first show that the greedy algorithm gives close to
a (1− 1

e )-approximation if δ, the switching time, is much smaller than the time window. This
is done in Section 3.1. In Section 3.2, we give a randomized rounding algorithm for a linear
programming relaxation that gives a (1− 1

e )-approximation but runs in time exponential in
number of matchings used in the optimal solution. While the natural linear program for the
problem has unbounded gap, we show how to bypass this when the schedule has a constant
number of matchings.

3.1 Greedy Algorithm
The greedy algorithm is as follows: at each step choose the configuration that maximizes
the amount of data it sends per unit of time it uses. Formally, if Ri is the remaining data
demand in the graph after i configurations were already chosen, the greedy algorithm will
choose the following configuration to be used next:

(Mi+1, αi+1) = argmaxM∈M,α∈R+

||min (Ri, αM) ||1
α+ δ

. (2)
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Algorithm 1 Greedy Algorithm.

1: Input: G = (A,B,E) , D, δ,W
2: Output: {(M1, α1) , . . . , (Mr, αr)}
3: S ← ∅. i← 0, R1 ← D.
4: while

∑
α:(M,α)∈S (α+ δ) ≤W do

5: i← i+ 1, (Mi, αi)← arg maxM∈M,α∈R+
||min(Ri,αM)||

α+δ .
6: S ← S ∪ {(Mi, αi)}, Ri+1 ← Ri −min (Ri, αiMi).
7: end while
8: r ← i.
9: if

∑
(M,α)∈S (α+ δ) > W then

10: βr ←W − δ −
∑r−1
j=1(αj + δ)

11: if βr ≥ 0 then
12: S ← (S \ {(Mr, αr)}) ∪ {(Mr, βr)}
13: else
14: S ← (S \ {(Mr, αr)})
15: end if
16: end if
17: return S

The greedy algorithm continues to pick configurations until the first time the time
constraint is violated or met. Algorithm 1 demonstrates this process. Let r denote this
number of steps and Sr the schedule created after r steps of this algorithm. The last chosen
configuration may violate the time window budget and a natural strategy is to reduce its
duration to the time window W as is done in Step (11)-(12) of the algorithm. Indeed [27]
analyzes this algorithm and shows that it performs well if each entry in data matrix is small.
They also show that the above optimization problem can be solved using the maximum
weight matching problem. We give a different analysis of the algorithm and show that it
gives us a

(
1− 1

e − ε
)
-approximation if δ < ( e

2(e−1)ε) ·W .

I Theorem 9. Let Sr denote the schedule as returned by the greedy algorithm and O denote
the optimal schedule. Then

f(Sr) ≥
(

1− 2δ
W

)(
1− 1

e

)
f(O).

Proof. To analyze the algorithm, we first show that the objective of the optimal schedule of
a slightly smaller time window W − δ is not much smaller than the optimum value of the
optimum schedule for time window W in Lemma 10. Indeed, the lemma states that given
any schedule for time window W , for example the optimal schedule, there exists a schedule
with time window W − δ of a comparable objective.

I Lemma 10. For any schedule S for a time window of W , there is a schedule S̃ on a
window of W − δ time such that f(S̃) ≥

(
1− 2δ

W

)
f (S).

Proof. Let Tdata be the total time spent sending data and Tswitch be the total time spent
switching between configurations. Thus, W = Tdata +Tswitch. We prove that we can remove δ
time from some configuration or we can remove an entire configuration from S while reducing
the objective by no more than 2δ

W fraction of the objective. Consider the two following cases
for the given S. If Tdata ≥ W

2 , we have f(S)
Tdata

≤ 2
W f (S). Thus there exists a configuration
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that we can deduct δ time from and at most lose 2δ
W f (S). If Tswitch ≥ W

2 . This means the
number of configurations is at least W

2δ . Each configuration on average sends 2δ
W f (S) data.

Therefore, there is a configuration we can completely remove from our schedule such that
total amount of lost data is at most 2δ

W f (S). In both cases we can reduce the time taken by
the schedule by at least δ and have a new schedule S̃ such that f

(
S̃
)
≥
(
1− 2δ

W

)
f (S). J

Let O′ denote the optimal solution with time window W − δ. From Lemma 10, we have
f(O′) ≥

(
1− 2δ

W

)
f(O). In the following lemma, we show that the output of the greedy

algorithm is at least a
(
1− 1

e

)
-approximation of f(O′). The proof of the lemma follows

standard analysis for greedy algorithms for coverage functions, or more generally submodular
functions, except at the last step. For the proof refer to the full version of our paper [23].
The proof of Theorem 9 now follows immediately.

I Lemma 11. If O′ is the optimum schedule on time window W − δ, then

f(Sr) ≥ (1− 1
e

)f(O′). J

3.2 Linear Programming Approach for Constant Number of
Configurations

In this section, we assume that we want to schedule at most a given constant k number of
configurations and prove the following theorem.

I Theorem 12. There exists a randomized polynomial time algorithm that given an integer
k and an instance of the circuit switch scheduling problem returns a feasible schedule whose
objective, in expectation, is at least (1− 1

e − ε) of the optimum solution that uses at most k
matchings. Moreover the running time of the algorithm is polynomial in n

εk
.

Let us denote optimum schedule by O = {(M∗1 , α∗1), . . . , (M∗k , α∗k)}. Note that, without
the loss of generality, we can assume that we know what the α∗i ’s are. This can be done
by a standard discretization of the possible values. Since, the number of configurations is
constant this enumeration will be polynomial in 1

εk
to an accuracy of ε. The total data

sent by a schedule S is f(S) = ||min(D,
∑

(M,α)∈S αM)||1. However, in this section, it is
more beneficial to consider the total data as the sum of total data sent over each edge. We
model the total data by Z =

∑
e∈E ze, where ze is the amount of data that was sent through

edge e in our graph. In the case of the optimum, z∗e = min(De,
∑
α∗:(M∗,α∗)∈O:e∈M∗ α

∗) and
Z∗ =

∑
e∈E z

∗
e . We can formulate the following integer program for this problem.1

(P) max
∑
e∈E

ze (3)

s.t.
∑
M∈M

xM,i ≤ 1 ∀i = 1, . . . , k (4)

ze ≤ De ∀e ∈ E (5)

ze ≤
k∑
i=1

∑
M∈M:e∈M

α∗i · xM,i ∀e ∈ E (6)

xM,i ∈ {0, 1} ∀e ∈ E,∀M ∈M,∀i = 1, . . . , k

1 The variable xM,i is the fractional indicator for choosing the configuration (M,α∗i ).
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Constraints (4) is to ensure that only one matching is considered in every time interval.
Constraint (5) and (6) are to model the total data sent. We can relax this integer program to
an LP by changing the xM,i ∈ {0, 1} to 0 ≤ xM,i ≤ 1. The following lemma states that the
relaxed linear program is a relaxation of our problem for the constant number of configurations.

I Lemma 13. Let ZLP be the value of an optimum solution to the LP, then ZLP ≥ Z∗

Proof. If O = {(M∗1 , α∗1), . . . , (M∗k , α∗k)} is our optimum answer, based on O we will create a
feasible answer to the LP. For every (M∗i , α∗i ) ∈ O, we set xM∗,i = 1. Clearly, the constraint
4 is satisfied since we picked exactly one matching for every interval. The constraints 5 and
6 are by definition satisfied since f(O) = ||min(D,

∑
(M,α)∈O αM)|| and the constraints are

modeling this minimum. This argument shows that the optimum answer is feasible in the
LP and since the LP is a maximization problem we can conclude that ZLP ≥ f(O). J

The LP contains an exponential number of variables, since the number of matchings in the
complete graph is exponential in the size of the graph. To be able to solve this program we
need to introduce a separation oracle for the dual of this LP. The following program is the
dual of our LP.

(D) min
k∑
i=1

yi +
∑
e∈E

deae (7)

s.t. yi ≥ α∗i
∑
e∈M

be ∀M ∈M,∀i = 1, . . . , k (8)

ae + be ≥ 1 ∀e ∈ E (9)
ae ≥ 0, be ≥ 0, yi ≥ 0 ∀e ∈ E,∀i = 1, . . . , k

The Lemma 14 states the existence of a separation oracle.

I Lemma 14. The dual program D admits a polynomial time separation oracle.

Proof. Given a solution ({yi}ki=1, {aE}e∈E , {be}e∈E) we are required to determine whether
it is feasible and if not provide a constraint that is violated. We can easily determine whether
all constraints of type (9) are satisfied, and if not provide one that is violated, by a simple
enumeration over all edges e ∈ E. The same can be done for constraints of type (8) by
enumerating over i = 1, . . . , k and for each i compute a maximum weight matching in G
equipped with {be}e∈E as edge weights and check whether the maximum weight matching
has value at most yi/α∗i . If the maximum weight matching exceeds the target value return
the constraint that corresponds to i and the maximum weight matching. J

Solving the linear program will provide us with a fractional solution {xM,i}M∈M,i=1,...,k. For
any i we have

∑
M∈M xM,i ≤ 1. This constraint of the LP creates a distribution over the

matchings in time interval i. We create a solution to the program P from the fractional
solution by a randomized rounding technique. We pick M ∈ M for the time interval i
with probability xM,i. Note that with probability 1 −

∑
M∈M xM,i no matching will be

chosen for this time interval. A formal description of this rounding method is provided in
Algorithm 2. Let XM,i denote the indicator random variable if matching M is selected for
the ith slot. Moreover, let Ye,i denote the random variable that edge e is present in the
matching chosen in the ith slot. We have Ye,i =

∑
M∈M:e∈M XM,i for each e ∈ E and i and

E[Ye,i] =
∑
M∈M:e∈M xM,i. Moreover, let Ze denote the random variable that denotes the

data sent along edge e. Then we have Ze = min(De,
∑k
i=1 α

∗
i Ye,i). Observe that the random

variables {Ye,i}ki=1 are independent.
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Algorithm 2 Randomized Rounding.

1: Input: (k, {α∗i }ki=1, {xM,i}M∈M,i=1,...,k)
2: Output: {(Mi, α

∗
i )}ki=1

3: for i← 1, . . . , k do
4: choose Mi to be a random matching w.p. xM,i for the interval i
5: end for
6: return {(Mi, α

∗
i )}ki=1

The following Lemma 15 is implicit in Theorem 4 of Andelman and Mansour [1].

I Lemma 15. Let Y1, . . . , Yn be independent Bernoulli random variables and let Z =
min(B,

∑n
i=1 biYi) for some non-negative reals B, b1, . . . , bn. Then we have that E[Z] ≥(

1− 1
e

)
min (B,E [

∑n
i=1 biYi]) .

Applying the above lemma for each e and random variables {Ye,i}ki=1, we obtain that

E[Ze] ≥
(

1− 1
e

)
min

(
De,E

[
k∑
i=1

α∗i Ye,i

])
=
(

1− 1
e

)
min

(
De,

k∑
i=1

∑
M∈M:e∈M

α∗i xe,i

)
≥

(
1− 1

e

)
· ze.

Now summing over all edges, Theorem 12 follows. We are now ready to conclude our
discussion of the offline variant of the circuit switch scheduling problem and prove Theorem 1.

Proof of Theorem 1. Given ε > 0, if δ ≤ ( e
2(e−1)ε)W then Theorem 9 gives us a (1− 1

e − ε)-
approximation. Otherwise, 2(e−1)

e
1
ε >

W
δ implying that at most 2(e−1)

e
1
ε configurations can

be scheduled. In this case, Theorem 12 will give a (1− 1
e − ε)-approximation. J

4 Online Circuit Switch Scheduling Problem

In this section, we prove Theorem 2. Recall that in the online setting, we consider a discrete
time model2 where an additional traffic matrix is revealed at every time t = 1, 2, . . . , T . At
every time step t, a new set of traffic demands arrives and adds to the remaining traffic
that has not been sent so far. We assume that the data matrix arriving at each step is
integral and thus can be modeled as a multigraph. We denote the incoming traffic matrices
as multigraphs {E1, E2, . . . , ET } (instead of Di’s to simplify and familiarize the notation)
and thus union of any two such graphs is defined by adding the number of copies of edges in
the two constituents. Before proving the general theorem, we first consider the case when
there is no delay while switching matchings, i.e., δ = 0. Observe that in this case, the offline
problem can be solved exactly and we show a 1

2 -competitive algorithm for the online problem.
The general reduction builds on this simple case along with the offline algorithm.

2 We could also consider a continuous time model where data matrices can arrive at any time and the
algorithm can choose a matching at any time instant with a switching time δ when no data is sent. Our
results apply to this model as well. The discrete model makes the presentation of the results easier.
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4.1 Without Configuration Delay

Observe that an online algorithm, in this case, will pick a set of matchings {M1,M2, . . . ,MT },
instead of a schedule, that covers the maximum number of edges. At each step t, the algorithm
picks the maximum matching from the graph formed by the new edges that arrive, Et, and the
remaining edges in the graph from previous steps which we denote by Rt−1. The algorithm
is formally given in Algorithm 3. HereM denotes the set of all matchings on the complete
bipartite graph with parts A and B. The objective of Algorithm 3 is

∑T
t=1 |Mt|, where

|Mt| denotes the number of edges in the matching Mt. We denote the optimum solution by
O = {O1, . . . , OT }, We have the Theorem 16 for our approximation guarantee.

Algorithm 3 Online Greedy Algorithm without Delay.

1: Input: Bipartite multigraphs on E1, E2, . . . , ET on A ∪ B where Et is disclosed at
beginning of step t.

2: Output: {M1,M2, . . . ,MT }
3: R0, S ← ∅, t← 1.
4: for t← 1, 2, . . . , T do
5: R′t ← Rt−1 ∪ Et, Mt ← argmaxM∈M,M⊆R′t |M |.
6: S ← S ∪ {Mt}, Rt ← R′t \ {Mt}, t← t+ 1.
7: end for
8: return S

I Theorem 16. Algorithm 3 is 1
2 -competitive for the online circuit switch scheduling problem

without delays.

Proof. Let Γ = {E1, . . . , ET } denote the incoming edges for the first T steps. We call this
the input sequence for the first T steps. We use induction on T to prove the theorem.
Specifically, we prove that for any input sequence of edges for T steps, Γ = {E1, E2, . . . , ET },
we have

∑T
t=1 |Mt| ≥ 1

2
∑T
t=1 |Ot|.

For T = 1, we know that the maximum matching has the biggest size of any matching in
the graph. So, we have |M1| ≥ |O1| and thus the base case holds. By the induction hypothesis,
we have that for any input sequence of T −1 steps, we have

∑T−1
t=1 |Mt| ≥ 1

2
∑T−1
t=1 |Ot| where

{Mt}T−1
t=1 and {Ot}T−1

t=1 are the output of the algorithm and the optimal solution, respectively.
Now, consider any input sequence E1, . . . , ET . Recall, R1 is the residual graph formed

after first step of the algorithm, i.e. R1 = E1 \M1. At the next step, the algorithm will find
the maximum matching in R′2 = R1 ∪ E2 as its edge set. We build a new sequence of T − 1
inputs and apply induction to it.

Let Γ′ = {R′2, E3, . . . , ET }. Consider the optimum solution on this new input sequence.
Let {M ′t}Tt=2 be the matchings that our algorithm picks given this new input sequence and
{O′t}Tt=2 the optimum matchings. Using the induction hypothesis we can write

∑T
t=2 |M ′t | ≥

1
2
∑T
t=2 |O′t|.
First note that for 2 ≤ i ≤ n,Mi = M ′i . This is true since Mi and M ′i are the maximum

matchings of the same graph as can be seen inductively. We now show the following lemma
that relates the optimum solution of the new instance to the original instance.

I Lemma 17.
∑T
t=2 |O′t| ≥

∑T
t=2 |Ot| − |M1|.

Proof. The matchings {O2 \M1, O3 \M1, . . . , OT \M1} is a feasible output for the optimum
solution on the Γ′ sequence. Therefore, we have

∑T
t=2 |O′t| ≥

∑T
t=2 |Ot|−|M1| as required. J
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Using the induction hypothesis and the lemma we can write

T∑
t=2
|Mt| ≥

1
2

(
T∑
t=2
|Ot| − |M1|

)

Adding the inequality |M1| ≥ |O1| to both sides, we obtain

T∑
t=1
|Mt| ≥

1
2

(
T∑
t=2
|Ot|

)
+ 1

2 |M1| ≥
1
2

(
T∑
t=2
|Ot|

)
+ 1

2 |O1| =
1
2

(
T∑
t=1
|Ot|

)

and the induction step follows. J

4.2 With Configuration Delay
In this section, we assume switching between the configurations causes a delay of δ ∈ N steps
during which no data is sent. We also assume that we have access to a β-approximation for
the offline version of the problem. Note that we view the offline algorithm as a black-box.
More formally, we assume we have an algorithm of the form Algorithm 4. To reiterate, G is
the given complete bipartite graph, D is the traffic demand matrix, δ is the switching delay
and W is the size of the time window. Recall, that sending the configuration (M,α) means
that for the next α steps we will only send data using matching M .

Algorithm 4 Offline Algorithm for Circuit Switch Scheduling.

1: Input: G = (A,B,E) , D, δ,W
2: Output: S = {(M1, α1), . . . , (Mj , αj)}

Given a constant k ≥ 1, the first step of the algorithm is to wait kδ steps for data to
accumulate and then run the offline algorithm on the accumulated data for time window
W = kδ. Let S1 be the output of the offline algorithm. We run this schedule from time
t = kδ + 1 to t = 2kδ. Meanwhile, we collect the incoming data matrices in these times.
Figure 1 shows one step of the algorithm. At the next step, we consider the total remaining
data that includes data that has not been scheduled so far from previous schedule(s) and
newly arrived data in previous kδ steps. We then run the offline algorithm on this data
matrix to obtain a schedule for the next kδ steps. More generally, we continue this process
for every block of kδ time steps. Algorithm 5 is the formal description of the algorithm. Note
that this description is written as an enumeration over blocks of size kδ. Recall that f(S)
denotes the amount of data sent by any schedule S.

Proof of Theorem 2. We use a coefficient γ ≤ β and optimize γ in the end. We prove
the theorem by induction on the number of the blocks, i.e., l and will follow along the
lines of proof of Theorem 16. As we did in the proof of Theorem 16, we consider the
incoming traffic as sequences. But in this case we define a sequence Γ = {I1, I2, . . . , Il},
where Ii =

⋃i(kδ)
j=(i−1)(kδ)+1 Dj is the input of block i. For l = 1, let the optimum schedule be

O and the algorithm’s schedule be S. Figure 1 shows this setting. Using Lemma 10, there
exists a schedule Õ with the property that f

(
Õ
)
≥
(
1− 2

k

)
f (O). Since S is the output of

our offline algorithm we can write f (S) ≥ βf (O′) ≥
(
1− 2

k

)
βf (O) ≥

(
1− 2

k

)
γf (O) and

the basis of the induction is proven.
For l = t, again let O be the optimum schedule and S = S1 ∪ S2 · · · ∪ St be the output

of our algorithm where each Si is the schedule on ith kδ block. Let O1 be the optimum
schedule for the first block and S1 our algorithm’s schedule on that block. Refer to Figure 2
for an illustration of this setting.

FSTTCS 2019



27:12 Online and Offline Circuit Switch Scheduling

Algorithm 5 Online Greedy with Delay.

1: Input:δ, k and data matrices D1, D2, . . . , DT on A×B where Di revealed at beginning
of step i. Let l = d Tkδ e.

2: Output:S = S1 ∪ S2 ∪ . . . ∪ Sl.
3: S ← ∅, R0 ← ∅.
4: for r ← 0, . . . , l − 1 do
5: R′r ← Rr +

∑
rkδ+1≤j≤(r+1)kδDj .

6: Sr ← OfflineAlgorithm (G,R′r, δ, kδ).
7: Rr+1 ← R′r −min

(
R′r,

∑
(α,M)∈Sr αM

)
, S ← S ∪ Sr.

8: end for
9: return S

Figure 1 Basis of the induction. The crossed out block is the waiting period of our algorithm.

Figure 2 Step of the induction.

Consider the new input sequence Γ′ = {R′1 ∪ I2, I3, . . . , It}. Let the optimum schedule
on the new input sequence be O′ and the algorithm’s schedule be S ′ = S′1 ∪ · · · ∪ S′l . From
the induction hypothesis, we have f (S ′) ≥

(
1− 2

k

)
γf (O′) . Note that Si = S′i−1 for i ≥ 2

and thus f (S ′) = f (S \ S1) = f (S) − f (S1) . As in the proof of Lemma 17, a candidate
schedule for the new instance is to consider O \O1 and ignore the data sent by the algorithm
in the schedule S1 if it appears in any of the optimal matchings. Thus we obtain that

f (O′) ≥ f (O \O1)− f (S1) = f (O)− f (O1)− f (S1) .

For O1 based on our basis argument we can find S1 such that f (S1) ≥
(
1− 2

k

)
βf (O1). To

sum up, we have the two following inequalities:

f (S)− f (S1) ≥
(

1− 2
k

)
γ ((f (O)− f (O1))− f (S1)) ,

f (S1) ≥
(

1− 2
k

)
βf (O1) .

Rewriting the first inequality, we have

f (S)−
(

1−
(

1− 2
k

)
γ

)
f (S1) ≥

(
1− 2

k

)
γ (f (O)− f (O1))

Adding the
(
1−

(
1− 2

k

)
γ
)
times the second inequality

f (S) ≥
(

1− 2
k

)
γf (O)−

(
1− 2

k

)(
γ − β

(
1−

(
1− 2

k

)
γ

))
f(O1)

Optimizing the γ we get γ = β

(1+(1− 2
k )β) and thus proving the theorem. J
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Abstract
The probabilistic degree of a Boolean function f : {0, 1}n → {0, 1} is defined to be the smallest d

such that there is a random polynomial P of degree at most d that agrees with f at each point with
high probability. Introduced by Razborov (1987), upper and lower bounds on probabilistic degrees
of Boolean functions – specifically symmetric Boolean functions – have been used to prove explicit
lower bounds, design pseudorandom generators, and devise algorithms for combinatorial problems.

In this paper, we characterize the probabilistic degrees of all symmetric Boolean functions up to
polylogarithmic factors over all fields of fixed characteristic (positive or zero).
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1 Introduction

Studying the combinatorial and computational properties of Boolean functions by representing
them using multivariate polynomials (over some field F) is an oft-used technique in Theoretical
Computer Science. Such investigations into the complexity of Boolean functions have led to
many important advances in the area (see, e.g. [2, 14, 23] for a large list of such results).

An “obvious” way of representing a Boolean function f : {0, 1}n → {0, 1} is via a
multilinear polynomial P ∈ F[x1, . . . , xn] such that P (a) = f(a) for all a ∈ {0, 1}n. While
such a representation has the advantage of being unique, understanding the computational
complexity of f sometimes requires us to understand polynomial representations where we
allow some notion of error in the representation. Here again, many kinds of representations
have been studied, but we concentrate here on the notion of Probabilistic degree of a Boolean
function, introduced by Razborov [16]. It is defined as follows.
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28:2 On the Probabilistic Degrees of Symmetric Boolean Functions

I Definition 1 (Probabilistic polynomial and Probabilistic degree). Given a Boolean function
f : {0, 1}n → {0, 1} and an ε > 0, an ε-error probabilistic polynomial for f is a random
polynomial P (with some distribution having finite support) over F[x1, . . . , xn] such that for
each a ∈ {0, 1}n,

Pr
P

[P(a) 6= f(a)] ≤ ε.

We say that the degree of P, denoted deg(P), is at most d if the probability distribution
defining P is supported on polynomials of degree at most d. Finally, we define the ε-error
probabilistic degree of f , denoted pdegF

ε(f), to be the least d such that f has an ε-error
probabilistic polynomial of degree at most d.

When the field F is clear from context, we use pdegε(f) instead of pdegF
ε(f).

Intuitively, if we think of multivariate polynomials as algorithms and degree as a notion of
efficiency, then a low-degree probabilistic polynomial for a Boolean function f is an efficient
randomized algorithm for f .

The study of the probabilistic degree itself is by now a classical topic, and has had
important repercussions for other problems. We list three such examples below, referring the
reader to the papers for definitions and exact statements of the results.

Razborov [16] showed strong upper bounds on the probabilistic degree of the OR function
over fields of (fixed) positive characteristic. Along with lower bounds on the probabilistic
degree of some symmetric Boolean functions,1 this led to the first lower bounds for the
Boolean circuit class AC0[p], for prime p [16, 17, 19].
Tarui [22] and Beigel, Reingold and Spielman [3] showed upper bounds on the probabilistic
degree of the OR function over any characteristic (and in particular over the reals). This
leads to probabilistic degree upper bounds for the circuit class AC0, which was used by
Braverman [5] to resolve a long-standing open problem of Linial and Nisan [11] regarding
pseudorandom generators for AC0.

Alman and Williams [1] showed that for constant error, the probabilistic degree of
any symmetric Boolean function is at most O(

√
n), and used this to obtain the first

subquadratic algorithm for an offline version of the Nearest Neighbour problem in the
Hamming metric.

In all the above results, it was important to understand the probabilistic degree of a
certain class of symmetric Boolean functions. However, the problem of characterizing the
probabilistic degree of symmetric Boolean functions in general does not seem to have been
considered. This is somewhat surprising, since this problem has been considered in a variety
of other computational models, such as AC0 circuits of polynomial size [8, 6], AC0[p] circuits
of quasipolynomial size [12], Approximate degree2 [15] and Perceptrons3 of quasipolynomial
size [24].

1 Recall that a symmetric Boolean function f : {0, 1}n → {0, 1} is a function such that f(x) depends only
on the Hamming weight of x. Examples include the threshold functions, Parity (counting modulo 2),
etc.

2 A Boolean function f : {0, 1}n → {0, 1} is said to have approximate degree at most d if there is a degree
d polynomial P ∈ R[x1, . . . , xn] such that at each a ∈ {0, 1}n, |f(a)− P (a)| ≤ 1/4.

3 Perceptrons are depth-2 circuits with a Majority gate as the output gate with AND and OR gates
feeding into it.
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Our result. In this paper, we give an almost-complete understanding of the probabilistic
degrees of all symmetric Boolean functions over all fields of fixed positive characteristic and
characteristic 0. For each Boolean function f on n variables, our upper bounds and lower
bounds on pdeg(f) are separated only by polylogarithmic factors in n.

We now introduce some notation and give a formal statement of our result. We shall use
the notation [a, b] to denote an interval in R as well as an interval in Z; the distinction will
be clear from the context. Throughout, fix some field F of characteristic p which is either a
fixed positive constant or 0. Let n be a growing integer parameter which will always be the
number of input variables. We use sBn to denote the set of all symmetric Boolean functions
on n variables. Note that each symmetric Boolean function f : {0, 1}n → {0, 1} is uniquely
specified by a string Spec f : [0, n]→ {0, 1}, which we call the Spectrum of f , in the sense
that for any a ∈ {0, 1}n, we have

f(a) = Spec f(|a|).

Given a f ∈ sBn, we define the period of f , denoted per(f), to be the smallest positive
integer b such that Spec f(i) = Spec f(i+ b) for all i ∈ [0, n− b]. We say f is k-bounded if
Spec f is constant on the interval [k, n− k]; let B(f) denote the smallest k such that f is
k-bounded.

Standard decomposition of a symmetric Boolean function [12]. Fix any f ∈ sBn. Among
all symmetric Boolean functions f ′ ∈ sBn such that Spec f ′(i) = Spec f(i) for all i ∈
[dn/3e, b2n/3c], we choose a function g such that per(g) is as small as possible. We call g
the periodic part of f . Define h ∈ sBn by h = f ⊕ g. We call h the bounded part of f .

We will refer to the pair (g, h) as a standard decomposition of the function f . Note that
we have f = g ⊕ h.

I Observation 2. Let f ∈ sBn and let (g, h) be a standard decomposition of f . Then,
per(g) ≤ bn/3c and B(h) ≤ dn/3e.

In this paper, we prove the following upper and lower bounds for the probabilistic degrees
of symmetric Boolean functions. While the most important setting for understanding the
probabilistic degree is the setting of constant error (i.e. ε = Ω(1)), we state the upper bound
results for arbitrary ε > 0 since the inductive construction naturally gives rise to this stronger
statement.

I Theorem 3 (Upper bounds on probabilistic degree). Let F be a field of constant characteristic
p (possibly 0) and n ∈ N be a growing parameter. Let f ∈ sBn be arbitrary and let (g, h) be
a standard decomposition of f . Then we have the following for any ε > 0.
1. If per(g) = 1, then pdegF

ε(g) = 0, .
If per(g) is a power of p, then pdegF

ε(g) ≤ per(g), [12]
(Note that per(g) cannot be a power of p if p = 0.)

2. pdegF
ε(h) = Õ(

√
B(h) log(1/ε) + log(1/ε)),

3. pdegF
ε(f) =


O(
√
n log(1/ε)) if per(g) > 1 and not a power of p, [1]

Õ(min{
√
n log(1/ε),per(g)+ otherwise.√

B(h) log(1/ε) + log(1/ε)})
When p is positive, we can replaced the Õ(·) with O(·) in all the above bounds.

We obtain almost (up to polylogarithmic factors) matching lower bounds for all symmetric
Boolean functions over all fields.
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I Theorem 4 (Lower bounds on probabilistic degree). Let F be a field of constant characteristic
p (possibly 0) and n ∈ N be a growing parameter. Let f ∈ sBn be arbitrary and let (g, h) be
a standard decomposition of f . Then for any constant ε ≤ 1/3, we have
1. pdegF

ε(g) = Ω̃(
√
n) if per(g) > 1 and is not a power of p and Ω̃(min{

√
n,per(g)})

otherwise.
2. pdegF

ε(h) = Ω̃(
√
B(h)),

3. pdegF
ε(f) =

{
Ω̃(
√
n) if per(g) > 1 and not a power of p,

Ω̃(min{
√
n, per(g) +

√
B(h)}) otherwise.

where the Ω̃(·) hides poly(logn) factors.

I Remark 5. A natural open question following our results is to remove the polylogarithmic
factors separating our upper and lower bounds. We remark that in characteristic 0, such
gaps exist even for the very simple OR function despite much effort [13, 9, 4]. Over positive
characteristic, there is no obvious barrier, but our techniques fall short of proving tight lower
bounds for natural families of functions such as the Exact Threshold functions (defined below).

Many proofs are omitted for lack of space. They appear in the full version of the paper.

1.1 Proof Outline
For the outline below, we assume that the field is of fixed positive characteristic p.

Upper bounds. Given a symmetric Boolean function f on n variables with standard
decomposition (g, h), it is easy to check that pdegε(f) = O(pdegε(g)+pdegε(h)). So it suffices
to upper bound the probabilistic degrees of periodic and bounded functions respectively.

For periodic functions g with period a power of p, Lu [12] showed that the exact degree
of the Boolean functions is at most per(g). If the period is not a power of p, then we use the
upper bound of Alman and Williams [1] that holds for all symmetric Boolean functions (as
we show below, this is nearly the best that is possible).

For a t-constant function h (defined in Section 3), we use the observation that any t-
constant function is essentially a linear combination of the threshold functions Thr0

n, . . . ,Thrtn
(see Section 2 for the definition) and so it suffices to construct probabilistic polynomials for
Thrin, for i ∈ [0, t].4

Our main technical upper bound is a new probabilistic degree upper bound of
O(
√
t log(1/ε) + log(1/ε)) for any threshold function Thrtn. This upper bound interpol-

ates smoothly between a classical upper bound of O(log(1/ε)) due to Razborov [16] for t = 1
and a recent result of Alman and Williams [1] that yields O(

√
n log(1/ε)) for t = Ω(n).

The proof of our upper bound is based on the beautiful inductive construction of Alman
and Williams [1] which gives their above-mentioned result. The key difference between our
proof and the proof of [1] is that we need to handle separately the case when the error
ε ≤ 2−Ω(t).5 In [1], this is a trivial case since any function on n Boolean variables has an
exact polynomial of degree n which is at most O(

√
n log(1/ε)) when ε ≤ 2−Ω(n). In our

setting, the correct bound in this case is O(log(1/ε)), which is non-obvious. We obtain
this bound by a suitable modification of Razborov’s technique (for t = 1) to handle larger
thresholds.

4 We actually need to construct probabilistic polynomials for all the threshold functions simultaneously.
We ignore this point in this high-level outline.

5 This case comes up naturally in the inductive construction, even if one is ultimately only interested in
the case when ε is a constant.
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Lower bounds. Here, our proof closely follows a result of Lu [12], who gave a characterization
of symmetric Boolean functions that have quasipolynomial-sized AC0[p] circuits.6 To show
circuit lower bounds for a symmetric Boolean function h, Lu showed how to convert a circuit
C computing h to a circuit C ′ computing either the Majority or a MODq function (where q
and p are relatively prime). Since both of these are known to be hard for AC0[p] [16, 17], we
get the lower bound.

We show how to use Lu’s reductions (and variants thereof) but in the setting of probabilistic
polynomials. This works because

We also have strong probabilistic degree lower bounds for the Majority and MODq

functions (in fact, this is the source of the AC0[p] lower bound).
Lu’s constructions of the hard functions from h (and our variants) involve taking ANDs
and ORs of a few copies of (restrictions of) h. This also gives a reduction from the hard
functions to h in the setting of probabilistic degree, since ANDs and ORs are known to
have small probabilistic degree [16].

With these observations in place, the proof reduces to a careful case analysis to get the
correct lower bound in each case. Interestingly, while it is not clear whether these ideas give
a tight understanding of the AC0[p]-circuit complexity of symmetric Boolean functions, they
do give nearly tight (up to log factors) lower bounds for probabilistic degree.

2 Preliminaries

Some Boolean functions. Fix some positive n ∈ N. The Majority function Majn on n

Boolean variables accepts exactly the inputs of Hamming weight at least n/2. For t ∈ [0, n],
the Threshold function Thrtn accepts exactly the inputs of Hamming weight at least t; and
similarly, the Exact Threshold function EThrtn accepts exactly the inputs of Hamming weight
exactly t. Finally, for b ∈ [2, n] and i ∈ [0, b− 1], the function MODb,i

n accepts exactly those
inputs a such that |a| ≡ i (mod b). In the special case that i = 0, we also use MODb

n.

I Fact 6. We have the following simple facts about probabilistic degrees. Let F be any field.
1. (Error reduction [9]) For any δ < ε ≤ 1/3 and any Boolean function f , if P is an ε-error

probabilistic polynomial for f , then Q = M(P1, . . . ,P`) is a δ-error probabilistic polyno-
mial for f where M is the exact multilinear polynomial for Maj` and P1, . . . ,P` are inde-
pendent copies of P. In particular, we have pdegF

δ(f) ≤ pdegF
ε(f) ·O(log(1/δ)/ log(1/ε)).

2. (Composition) For any Boolean function f on k variables and any Boolean functions
g1, . . . , gk on a common set of m variables, let h denote the natural composed function
f(g1, . . . , gk) on m variables. Then, for any ε, δ > 0, we have pdegF

ε+kδ(h) ≤ pdegF
ε(f) ·

maxi∈[k] pdegF
δ(gi).

3. (Sum) Assume that f, g1, . . . , gk are all Boolean functions on a common set of m variables
such that f =

∑
i∈[k] gi. Then, for any δ > 0, we have pdegF

kδ(f) ≤ maxi∈[k] pdegF
δ(gi).

2.1 Some previous results on probabilistic degree
The following upper bounds on probabilistic degrees of OR and AND functions were proved
by Razborov [16] in the case of positive characteristic and Tarui [22] and Beigel, Reingold
and Spielman [3] in the general case.

6 Recall that an AC0[p] circuit is a constant-depth circuit made up of gates that can compute the Boolean
functions AND, OR, NOT and MODp (defined below).
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I Lemma 7 (Razborov’s upper bound on probabilistic degrees of OR and AND). Let F be a
field of characteristic p. For p > 0, we have

pdegF
ε(ORn) = pdegF

ε(ANDn) = O(p log(1/ε)). (1)

For any p, we have

pdegF
ε(ORn) = pdegF

ε(ANDn) = O(logn · log(1/ε)). (2)

We now recall two probabilistic degree lower bounds due to Smolensky [18, 20], building
on the work of Razborov [16].

I Lemma 8 (Smolensky’s lower bound for close-to-Majority functions). For any field F, any
ε ∈ (1/2n, 1/5), and any Boolean function g on n variables that agrees with Majn on a 1− ε
fraction of its inputs, we have

pdegF
ε(g) = Ω(

√
n log(1/ε)).

I Lemma 9 (Smolensky’s lower bound for MOD functions). For 2 ≤ b ≤ n/2, any F such that
char(F) = p is coprime to b, any ε ∈ (1/2n, 1/(3b)), there exists an i ∈ [0, b− 1] such that

pdegF
ε(MODb,i

n ) = Ω(
√
n log(1/bε)).

I Remark 10. From the above lemma, it also easily follows that if b ≤ n/4, then for every
i ∈ [0, b− 1], we have pdegF

ε(MODb,i
n ) = Ω(

√
n log(1/bε)). This is the usual form in which

Smolensky’s lower bound is stated. The above form is slightly more useful to us because it
holds for b up to n/2.

We will also need the following result of Alman and Williams [1].

I Lemma 11. Let F be any field. For any n ≥ 1, ε > 0 and f ∈ sBn, pdegF
ε(f) =

O(
√
n log(1/ε)).

2.2 A string lemma
Given a function w : I → {0, 1} where I ⊆ N is an interval, we think of w as a string from
the set {0, 1}|I| in the natural way. For an interval J ⊆ I, we denote by w|J the substring of
w obtained by restriction to J .

The following simple lemma can be found, e.g. as a consequence of [10, Chapter I, Section
2, Theorem 1].

I Lemma 12. Let w ∈ {0, 1}+ be any non-empty string and u, v ∈ {0, 1}+ such that
w = uv = vu. Then there exists a string z ∈ {0, 1}+ such that w is a power of z (i.e. w = zk

for some k ≥ 2).

I Corollary 13. Let g ∈ sBn be arbitrary with per(g) = b > 1. Then for all i, j ∈ [0, n− b+1]
such that i 6≡ j (mod b), we have Spec g|[i,i+b−1] 6= Spec g|[j,j+b−1].

Proof. Suppose Spec g|[i,i+b−1] = Spec g|[j,j+b−1] for some i 6≡ j (mod b). Assume without
loss of generality that i < j < i + b. Let u = Spec g|[i,j−1], v = Spec g|[j,i+b−1], w =
Spec g|[i+b,j+b−1]. Then u = w and the assumption uv = vw implies uv = vu. By Lemma 12,
there exists a string z such that uv = zk for k ≥ 2 and therefore per(g) < b. This contradicts
our assumption on b. J
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I Lemma 14. Let n ∈ N be a growing parameter and let f ∈ sBn with periodic part g.
For any 1 ≤ b ≤ bn/3c, either per(g) ≤ b or for all distinct i, j ∈ [dn/3e − b, dn/3e],
Spec f |[i,i+(dn/3e+b)] 6= Spec f |[j,j+(dn/3e+b)].

Proof. W.l.o.g. say i < j. Assume per(g) > b (otherwise, we are done trivially). Then,
for any b′ ≤ b, it follows that there is an k ∈ [dn/3e, b2n/3c − b′] such that Spec f(k) 6=
Spec f(k + b′). In particular, we see that Spec f |[i,i+(dn/3e+b)] 6= Spec f |[i+b′,i+b′+(dn/3e+b)].
Fixing b′ = j − i yields the result. J

3 Upper bounds

In this section, we will first prove upper bounds on the probabilistic degree of a smaller
class of symmetric Boolean functions, called t-constant functions, and then use it to prove
Theorem 3.

3.1 Upper bound on probabilistic degree of t-constant functions
I Definition 15 (t-constant function). For any positive n ∈ N and t ∈ [0, n], a Boolean
function f ∈ sBn is said to be t-constant if f |{x:|x|≥t} is a constant, that is, Spec f |[t,n] is a
constant.

The following observation is immediate.

I Observation 16. A Boolean function f : {0, 1}n → {0, 1} is t-constant if and only if
f =

∑t
j=0 ajThrjn, for some a0, . . . , at ∈ {−1, 0, 1}. In other words, f is t-constant if and

only if there exists a linear polynomial g(Y0, . . . , Yt) = a0Y0 + · · ·+ atYt ∈ F[Y0, . . . , Yt] with
aj ∈ {−1, 0, 1}, j ∈ [0, t] such that f = g(Thr0

n, . . . ,Thrtn).

We will prove an upper bound on the probabilistic degree of t-constant Boolean functions.
For this, we first generalize the notion of probabilistic polynomial and probabilistic degree to
a tuple of Boolean functions. This generalization was implicit in [1].

I Definition 17 (Probabilistic poly-tuple and probabilistic degree). Let f = (f1, . . . , fm) :
{0, 1}n → {0, 1}m be an m-tuple of Boolean functions and ε ∈ (0, 1). An ε-error probabilistic
poly-tuple for f is a random m-tuple of polynomials P (with some distribution having finite
support) from F[X1, . . . , Xn]m such that

Pr
P∼P

[P (x) 6= f(x)] ≤ ε, for all x ∈ {0, 1}n.

We say that the degree of P is at most d if P is supported on m-tuples of polynomials
P = (P1, . . . , Pm) where each Pi has degree at most d. Finally we define the ε-error
probabilistic degree of f , denoted by pdegF

ε(f), to be the least d such that f has an ε-error
probabilistic poly-tuple of degree at most d.

We make a definition for convenience.

I Definition 18 (Threshold tuple). For positive n ∈ N, t ∈ [0, n], an (n, t)-threshold
tuple is any tuple of Boolean functions (Thrt1n , . . . ,Thrtmn ), with t1, . . . , tm ∈ [0, t] and
max{t1, . . . , tm} ≤ t.

The main theorem of this subsection is the following.
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I Theorem 19. For any positive n ∈ N, t ∈ [0, n], if T is an (n, t)-threshold tuple and
ε ∈ (0, 1/3), then

pdegε(T ) =
{
Õ(
√
t log(1/ε) + log(1/ε)), char(F) = 0,

O(
√
t log(1/ε) + log(1/ε)), char(F) = p > 0.

.

As a corollary to the above theorem, we get an upper bound for the probabilistic degree
of t-constant functions.

I Corollary 20. For any t-constant Boolean function f : {0, 1}n → {0, 1} and ε ∈ (0, 1/3),

pdegε(f) =
{
Õ(
√
t log(1/ε) + log(1/ε)), char(F) = 0,

O(
√
t log(1/ε) + log(1/ε)), char(F) = p > 0.

.

Proof. By Observation 16, there exists g(Y0, . . . , Yt) = a0Y0 + · · ·+ atYt ∈ F[Y0, . . . , Yt] with
aj ∈ {−1, 0, 1}, j ∈ [0, t] such that f = g(Thr0

n, . . . ,Thrtn). We note that deg g = 1. So by
Theorem 19, we get

pdegε(f) = deg g · pdegε(Thr0
n, . . . , Thrt

n) =

{
Õ(
√

t log(1/ε) + log(1/ε)), char(F) = 0,

O(
√

t log(1/ε) + log(1/ε)), char(F) = p > 0.
.

J

Before we prove Theorem 19, we will gather a few results that we require. The following
lemma is a particular case of Bernstein’s inequality (Theorem 1.4, [7]).

I Lemma 21. Let X1, . . . , Xm be independent and identically distributed Bernoulli random
variables with mean p. Let X =

∑m
i=1Xi. Then for any θ > 0,

Pr [|X −mp| > θ] ≤ 2 exp
(
− θ2

2mp(1− p) + 2θ/3

)
.

We will also need the following polynomial construction.

I Theorem 22 (Lemma 3.1, [1]). For any symmetric Boolean function f : {0, 1}n → {0, 1}
and integer interval [a, b] ⊆ [0, n], there exists a symmetric multilinear polynomial EX[a,b]f ∈
Z[X1, . . . , Xn] such that deg(EX[a,b]f) ≤ b− a and Spec (EX[a,b]f)|[a,b] = Spec f |[a,b].

We will now prove Theorem 19.

Proof of Theorem 19. For any a = (a1, . . . , ak), b = (b1, . . . , bk) ∈ Fk, fix the notation
a ∗ b = (a1b1, . . . , akbk). Throughout, the notation 1 will denote the constant-1 vector of
appropriate length.

For positive characteristic p, we prove that for any positive n ∈ N, t ∈ [0, n] and
ε ∈ (0, 1/100), any (n, t)-threshold tuple T has an ε-error probabilistic poly-tuple T of degree
at most Ap

√
t log(1/ε) +Bp log(1/ε), for constants Ap = Bp = 4800000p (we make no effort

to minimize the constants). For p = 0, we prove a similar result with a degree bound of
A0 logn ·

√
t log(1/ε) + B0 logn · log(1/ε), for A0 = B0 = 5000000. This will prove the

theorem for ε < 1/100. To prove the theorem for all ε ≤ 1/3, we use error reduction (Fact 6)
and reduce the error to 1/100 and then apply the result for small error.
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The proof is by induction on the parameters n, t and ε. At any stage of the induction,
given an (n, t)-threshold tuple with error parameter ε, we construct the required probabilistic
poly-tuple by using the probabilistic poly-tuples (guaranteed by inductive hypothesis) for
suitable threshold poly-tuples with n/10 inputs and error parameter ε/4. Thus the base
cases of the induction are as follows.

Base Case: Suppose n ≤ 10. Let T = (T1, . . . , Tm) be an (n, t)-threshold tuple. Let
Q1, . . . , Qm be the unique multilinear polynomial representations of T1, . . . , Tm respectively.
Then Q = (Q1, . . . , Qm) is an ε-error probabilistic poly-tuple for T , for all ε ∈ (0, 1/100),
with degQ ≤ n = 10.

Base Case: Suppose ε ≤ 2−t/160000. Let T = (T1, . . . , Tm) = (Thrt1n , . . . ,Thrtmn ) be any
(n, t)-threshold tuple and let r = 160000 log(1/ε).

Suppose n ≤ r. Let Q1, . . . , Qm be the unique multilinear representations of T1, . . . , Tm
respectively. Then Q = (Q1, . . . , Qm) is an ε-error probabilistic polynomial with degQ ≤ n ≤
r = dlog(1/ε)e. Now suppose n > r. Let P1 = (EX[0,r]T1, . . . ,EX[0,r]Tm). Then degP1 ≤ r.
Choose a uniformly random hash function H : [n]→ [r] and let Sj = H−1(j), j ∈ [r].

First let us suppose that char(F) = p > 0. Choose αi ∼ Fp, i ∈ [n] independently
and uniformly at random and define Lj(x) =

∑
i∈Sj

αixi, for x ∈ {0, 1}n, j ∈ [r]. For
i ∈ [m], let P(i)

2 = Q
(i)
r (Lp−1

1 , . . . ,Lp−1
r ), where Q(i)

r is the unique multilinear polynomial
representation of Thrtir . Let P2 = (P(1)

2 , . . . ,P(m)
2 ). Define P = 1− (1−P1) ∗ (1−P2), that

is, P = (P(1), . . . ,P(m)), where P(i) = OR2(P (i)
1 ,P(i)

2 ), for all i ∈ [m].
Note that since ε ≤ 2−t/160000, we have r = 4800000 log(1/ε) ≥ t. Thus ti ≤ t ≤ r, for

all i ∈ [m]. Now fix any a ∈ {0, 1}n. Let Za = {i ∈ [m] : Thrtin (a) = 0} and Na = {i ∈ [m] :
Thrtin (a) = 1}. So we have |a| < ti ≤ t ≤ r and hence EX[0,r]Ti(a) = 0, for all i ∈ Za. Also
|(Lp−1

1 (a), . . . ,Lp−1
r (a))| ≤ |a| < ti w.p.1, and so P(i)

2 (a) = Q
(i)
r ((Lp−1

1 (a), . . . ,Lp−1
r (a))) = 0

w.p.1, for all i ∈ Za simultaneously. Thus P(i)(a) = 0 w.p.1, for all i ∈ Za simultaneously.
Further we have |a| ≥ ti, for all i ∈ Na. We will now show that P(i)(a) = 1 w.p. at least

1− ε, for all i ∈ Na simultaneously. If |a| ≤ r, then again P (i)
1 (a) = 1, for all i ∈ Na and so

P(i)(a) = 1 w.p.1. Now suppose |a| ≥ r. Without loss of generality, assume t1 ≤ · · · ≤ tm = t.
Then we have P(1)

2 (a) ≥ · · · ≥ P(m)
2 (a) w.p.1, under the order 1 > 0. So it is enough to show

that P(m)(a) = 1 w.p. at least 1− ε.
Define I(H) = {j ∈ [r] : supp(a) ∩ Sj 6= ∅}. We get

Pr
[
P(m)

2 (a) = 0
]

= Pr
[
P(m)

2 (a) = 0 | |I(H)| < r/10
]
· Pr [|I(H)| < r/10]

+ Pr
[
P(m)

2 (a) = 0 | |I(H)| ≥ r/10
]
· Pr [|I(H)| ≥ r/10]

≤ Pr [|I(H)| < r/10] + max
H:|I(H)|≥r/10

Pr
[
P(m)

2 (a) = 0 | H
]
.

By Union Bound, we get

Pr [|I(H)| < r/10] ≤
∑

I⊆[r], |I|=r/10

Pr [I(H) ⊂ I] ≤
(

r

r/10

)
1

10r ≤
1
4r ≤

1
4 ·

1
2r ≤

ε

4 .

Now fix any H such that |I(H)| ≥ r/10, and let ` = |I(H)|. Note that P(m)
2 (a) is 0 if and

only if at most t−1 many Lj(a) are non-zero. We consider only j ∈ I(H). For each j ∈ I(H),
the probability that Lj(a) is non-zero is 1− 1/p ≥ 1/2. Thus, the expected number of Lj(a)
(j ∈ I(H)) that are non-zero is at least `/2 ≥ r/20. Thus, by Lemma 21,
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Pr
[
P(m)

2 (a) = 0 | H
]

= Pr [|I(H) ∩ {j : Lj(a) = 1}| ≤ t− 1 | H] ≤ 2 exp
(
− r

240

)
<

ε

2 .

where for the inequality we have used the fact that t ≤ r/40. Thus Pr
[
P(m)

2 (a) = 0
]
≤ ε,

proving the base case when char(F) = p > 0.
Now suppose char(F) = 0. Then for i ∈ [m] we let P(i)

2 = Q
(i)
r (O1, . . . ,Or), where

Q
(i)
r is the unique multilinear polynomial representation of Thrtir , and for j ∈ [r], Oj is a

1/3-error probabilistic polynomial for ORSj
, the OR function on variables (Xk : k ∈ Sj). Let

P2 = (P(1)
2 , . . . ,P(m)

2 ). Define P = 1 − (1 − P1) ∗ (1 − P2), that is, P = (P(1), . . . ,P(m)),
where P(i) = OR2(P (i)

1 ,P(i)
2 ), for all i ∈ [m]. The rest of the analysis follows similarly,

proving the base case when char(F) = 0.

Inductive Construction. For any positive characteristic p, any n′ < n, t′ ∈ [0, n′] and ε′ ∈
(0, 1/100), assume the existence of an ε′-error probabilistic poly-tuple for any (n′, t′)-threshold
tuple, with degree at most Ap

√
t′ log(1/ε′) +Bp log(1/ε′); similarly, for characteristic zero,

assume we have a probabilistic poly-tuple of degree A0 logn·
√
t′ log(1/ε′)+B0 logn·log(1/ε′).

We now consider an (n, t)-threshold tuple T = (T1, . . . , Tm) = (Thrt1n , . . . ,Thrtmn ). As-
sume that the parameter ε > 2−t/160000 since otherwise can use the construction from the
base case. Define

T ′ = (T ′1, . . . , T ′m) =
(

Thrt1/10
n/10 , . . . ,Thrtm/10

n/10

)
,

T ′′+ = (T ′′1,+, . . . , T ′′m,+) =
(

Thrt1/10+20
√
t log(1/ε)

n/10 , . . . ,Thrtm/10+20
√
t log(1/ε)

n/10

)
,

T ′′− = (T ′′1,−, . . . , T ′′m,−) =
(

Thrt1/10−20
√
t log(1/ε)

n/10 , . . . ,Thrtm/10−20
√
t log(1/ε)

n/10

)
.

By induction hypothesis, let T′,T′′+,T′′− be ε/4-error probabilistic poly-tuples for T ′, T ′′+, T ′′−
respectively. Let N′′ = (1 − T′′+) ∗ T′′−. For any x ∈ {0, 1}n, choose a random subvector
x̂ ∈ {0, 1}n/10 with each coordinate chosen independently with probability 1/10, with
replacement. Define

T(x) = N′′(x̂) ∗ E(x) + (1−N′′)(x̂) ∗T′(x̂),

where E = (E1, . . . , Em), with Ei = EX[ti−300
√
t log(1/ε),ti+300

√
t log(1/ε)]Thrtin , i ∈ [m]. We

will now prove that T is an ε-error probabilistic poly-tuple for T .

Correctness of Inductive Construction. We now check that the construction above gives
an ε-error probabilistic poly-tuple for T . Fix any a ∈ {0, 1}n. Let â ∈ {0, 1}n/10 be chosen
as given in the inductive construction.

Suppose |a| ≤ 2t. Let θ = 10
√
t log(1/ε). Applying Lemma 21, we get

Pr [||â| − |a|/10| > θ] < ε/4. By induction hypothesis, the probability that T′(â) does
not agree with T ′(â) is at most ε/4, and similarly for T′′+ and T′′−. Let Ga be the event that
none of the above events occur; by a union bound, the event Ga occurs with probability at
least 1− ε. In this case, we show that T(a) = T (a), which will prove the correctness of the
construction in the case that |a| ≤ 2t.

To see the above, observe the following for each i ∈ [m].
T′i(â) = Ti(a) if ||a| − ti| > 10θ. This is because T′i(â) = T ′i (â) by our assumption that
the event Ga has occurred. Further, we also have T ′i (â) = Ti(a) since |â− |a|/10| ≤ θ (by
occurrence of Ga) and hence |a| ≥ ti if and only if |â| ≥ ti/10.
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If ||a| − ti| > 30θ, then N′′i (â) = 0. This is because ||â| − |a|/10| ≤ θ and hence
||â| − ti/10| > 2θ. Hence, either T′′i,+(â) = 1 or T′′i,−(â) = 0 and therefore, N′′i (â) = 0.
Thus, when ||a| − ti| > 30θ, the definition of T yields Ti(a) = T′i(â) = Ti(a). We are
therefore done in this case.
If ||a| − ti| < 10θ, then N′′i (â) = 1. This is similar to the analogous statement above.
Therefore, when ||a| − ti| < 10θ, we have Ti(a) = Ei(a) = Ti(a) as |a| ∈ [ti −
300
√
t log(1/ε), ti + 300

√
t log(1/ε)]. Hence, we are done in this case also.

If 10θ ≤ ||a| − ti| ≤ 30θ, then Ei(a) = T′(â) = Ti(a). Since N′′i (â) ∈ {0, 1} for each
i ∈ [m], we again obtain Ti(a) = Ti(a).

This shows that for any a such that |a| ≤ 2t, whenever Ga does not occur, T(a) = T (a).
Now suppose |a| > 2t. Then by a Chernoff bound (follows from Lemma 21), we get

Pr [|â| < 1.5t/10] < 2 exp(−t/400) < ε/2. Also, by the induction hypothesis, the probability
that T′(â) does not agree with T ′(â) is at most ε/4, and similarly for T′′+ and T′′−. Let Ga
denote the event that none of the above events occur; we have Pr [G] ≥ 1− ε. As above, we
show that when Ga occurs, then T(a) = T (a).

To see this, we proceed as follows.
Since |a| ≥ 2t and |â| ≥ 1.5t/10, both T (a) and T′i(â) are both the constant-1 vector.
Further, we note that we have N′′i (â) = 0 for each i ∈ [m]. This is because ||â| − ti/10| ≥
(|â| − t/10) ≥ t/20 > 20

√
t log(1/ε).

This implies that Ti(a) = T′i(â) = 1 for each i ∈ [m].
Hence, when Ga does not occur, we have T(a) = T (a), which proves the correctness of the
construction.

Correctness of Degree. The computation that shows that deg(T) satisfies the inductive
claim is omitted here and is in the full version of the paper. J

3.2 Upper bounds from Theorem 3

Upper bound for pdegε(g). This result is due to Lu [12].

Upper bound for pdegε(h). Let B(h) = k. Thus we can write h = h1 + (1− h̃2), for k-
constant symmetric Boolean functions h1, h2, where h̃2(x1, . . . , xn) = h2(1− x1, . . . , 1− xn).
But then by Corollary 20, pdegε(h1) = pdegε(h2) = O(

√
k log(1/ε) + log(1/ε)) and so

pdegε(h) = O(
√
k log(1/ε) + log(1/ε)) over positive characteristic p. For p = 0, we obtain

the same upper bound up to log-factors.

Upper bound for pdegε(f). Let (g, h) be the standard decomposition of f . So f = g⊕h =
g + h − 2gh. Further, we already have the Alman-Williams bound of O(

√
n log(1/ε)) on

pdegε(f) (Lemma 11). So we get pdegε(f) = O(min{
√
n log(1/ε),per(g)+

√
B(h) log(1/ε)+

log(1/ε)}) over positive characteristic and the same bound up to log-factors over characteristic
0. This concludes the proof of Theorem 3.

4 Lower bounds

In this section, we prove the lower bounds from Theorem 4.
Throughout, F is fixed to be some arbitrary field of characteristic p (possibly 0). We use

pdegε(·) instead of pdegF
ε(·) and pdeg(·) instead of pdegF

1/3(·).

FSTTCS 2019
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4.1 Preliminary lemmas
We need some preliminary lemmas. The proofs are omitted for lack of space.

I Lemma 23. Let n,m ∈ N, n > m and ε ≤ 1/3. Let f ∈ sBn and g ∈ sBm be such that
per(g) divides per(f) and per(f) ≤ (n−m+2)/2. Then pdegε(f) = Ω(pdegε(g)/ log3(n/ε)).

I Lemma 24. For any 1/2n ≤ ε ≤ 1/3, pdegε(EThrdn/2en ) = Ω̃(
√
n log(1/ε)).

4.2 Lower bounds from Theorem 4
We recall the lower bound for periodic functions from Theorem 4. In light of Observation 2,
this is a slightly more general statement.

I Lemma 25. Let g ∈ sBn be any function with per(g) = b ≤ n/3, then pdegε(g) = Ω̃(
√
n)

if per(g) > 1 and is not a power of p and Ω̃(min{
√
n, per(g)}) otherwise.

Proof. Assume per(g) = b > 1. Consider the two cases below.

b is not a power of p. Let b′ be any non-trivial divisor of b which is coprime to p (if p = 0,
we simply take b′ = b). For i ∈ [0, b′ − 1], define gi = MODb′,i

dn/3e. The functions g
and gi satisfy the hypotheses of Lemma 23 and therefore for any constant ε ≤ 1/3,
pdegε(g) = Ω̃(pdegε(gi)).
Note that as b ≤ n/3, we have b′ ≤ n/6 ≤ 1

2dn/3e. Hence, by Lemma 9, for some
i ∈ [0, b′ − 1], pdeg1/n2(gi) = Ω(

√
n log(n2/b)) = Ω̃(

√
n).

Therefore pdeg1/n2(g) = Ω̃(
√
n) and hence by Fact 6 item 1 pdeg(g) = Ω̃(

√
n).

b = pk for some k ∈ N. Let m = min(b2/100, dn/3e). Let g′ ∈ sBm with per(g′) = b be
such that Spec (g′)(i) = 0 whenever bm/2c − bb/2c ≤ i ≤ bm/2c and Spec (g′)(i) = 1
whenever bm/2c < i ≤ bm/2c+ b− bb/2c − 1.
Again, the functions g and g′ satisfy the hypotheses of Lemma 23 and therefore for any
constant ε ≤ 1/3, pdegε(g) = Ω̃(pdegε(g′)).
Note that g′ agrees with the Majm function on all inputs x ∈ {0, 1}m such that ||x|−(m/2)|
is at most b/2. By a Chernoff bound (follows from Lemma 21),

Pr
x∈{0,1}m

[||x| −m/2| > b/2] ≤ 2e− b2
2m = 2e−50 < 1/5.

Therefore g′ agrees with Majm on more than 4/5 fraction of inputs and hence by Lemma 8,
pdeg(g′) = Ω(

√
m). Therefore, pdeg(g) = Ω̃(

√
m) = min(Ω̃(b), Ω̃(

√
n)). J

We now recall the lower bound for bounded symmetric Boolean functions from Theorem 4.

I Lemma 26. Let h ∈ sBn be such that B(h) ≤ dn/3e. Then, pdegε(h) = Ω̃(
√
B(h)),

Proof. Let B(h) = b. Then, we know that Spech(i) = 0 for i ∈ [b, n− b] and further either
Spech(b− 1) or Spech(n− b+ 1) is 1. We assume w.l.o.g. that Spech(n− b+ 1) = 1 (the
other case is similar).

Fix some integer b′ = b−O(1) so that 2b+ 2bb′/2c ≤ n. Define h′ ∈ sBb′ as

h′(x) =
∨

i∈[0,bb′/2c]

h(x1n−b−2bb′/2c+i0b−b
′+2bb′/2c−i), for all x ∈ {0, 1}b

′
.

We claim that h′ = Majb′ . To show this, we proceed as follows.
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Let |x| ≤ b′/2 and therefore |x| ≤ bb′/2c. Then for all i ∈ [0, bb′/2c], using our choice of
b′, we have

b ≤ n− b− 2bb′/2c ≤ |x1n−b−2bb′/2c+i0b−b
′+2bb′/2c−i| = |x|+ (n− b− 2bb′/2c+ i) ≤ n− b

and therefore none of the terms in the OR above evaluate to 1. Thus h′(x) = 0.
Let |x| > b′/2 and therefore |x| ≥ bb′/2c+ 1. Let |x| = bb′/2c+ j for some j ∈ [1, db′/2e].

Let i = bb′/2c − j + 1. Then |x1n−b−2bb′/2c+i0b−b′+2bb′/2c−i| = n− b+ 1. Therefore the OR
evaluates to 1 and h′(x) = 1.

From the above we see that h′ = Majb. Now,

pdeg(h′) ≤ pdeg2/n(h′)

≤ pdeg1/n(OR) · pdeg1/n2(h)

≤ O(log2 n) ·O(logn) · pdeg(h)

≤ Õ(pdeg(h)).

The second inequality follows from Fact 6 item 2 and the third inequality follows from
Lemma 7 and Fact 6 item 1.

Since pdeg(Majb′) = Ω(
√
b′) = Ω(

√
b), it follows that pdeg(h) = Ω̃(

√
b). J

Using the above, a short case analysis yields the lower bound on pdeg(f) for general
f ∈ sBn. The proof is omitted.
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Abstract
An important task in AI is one of classifying an observation as belonging to one class among several
(e.g. image classification). We revisit this problem in a verification context: given k partially
observable systems modeled as Hidden Markov Models (also called labeled Markov chains), and an
execution of one of them, can we eventually classify which system performed this execution, just by
looking at its observations? Interestingly, this problem generalizes several problems in verification
and control, such as fault diagnosis and opacity. Also, classification has strong connections with
different notions of distances between stochastic models.

In this paper, we study a general and practical notion of classifiers, namely limit-sure classifiers,
which allow misclassification, i.e. errors in classification, as long as the probability of misclassification
tends to 0 as the length of the observation grows. To study the complexity of several notions of
classification, we develop techniques based on a simple but powerful notion of stationary distributions
for HMMs. We prove that one cannot classify among HMMs iff there is a finite separating word
from their stationary distributions. This provides a direct proof that classifiability can be checked in
PTIME, as an alternative to existing proofs using separating events (i.e. sets of infinite separating
words) for the total variation distance. Our approach also allows us to introduce and tackle new
notions of classifiability which are applicable in a security context.
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1 Introduction

The spectacular success of artificial intelligence (AI) and machine learning techniques in
many varied application domains in the last decade has led to the emergence of several new
and old questions, especially regarding their guarantees and correctness. This has led to
several recent projects at the interface of formal methods and AI, whose broad goal is to
formally reason and verify properties about these AI models and tasks. One such important
task in AI is classification, which is a fundamental problem with many practical applications,
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e.g., in image processing. In this paper, we consider classification in a verification context.
One main issue when verifying systems is partial observability. It is thus important to know
what information can be recovered from a partially observable system.

We first consider a system perspective: we want to know whether, no matter the execution
of the system, some hidden information is retrievable, at least with high probability. To
represent the system, we thus consider a partially observable stochastic model, namely
Hidden Markov Models (HMM for short) [12, 10], also known as labeled Markov chains [6] or
probabilistic labeled transition systems [5]. While notationally different, these various models
are equivalent in terms of expressive power. In HMMs, states are not observable, but we get
some (potentially stochastic) signals from states. In the specific variant of HMMs that we
study in this paper, we encode the signals from states as labels of transitions exiting states.
That is, the observation from an execution of an HMM is its labeling sequence. We encode the
different hidden information as several HMMs, with different transition probabilities. Finding
the hidden information from the observation thus amounts to classifying the observation
among the different HMMs.

Many problems concerning systems with hidden information can be recast in the framework
of classification, such as, (i) fault diagnosis: classifying between a faulty system that has
executed errors and the system without faults [14, 15, 4, 5]; (ii) opacity: classifying between
high and low privilege parts of the system [10], etc. Although some problems are incomparable
(e.g. diagnosis is intrinsically “asymmetric” while classification is “symmetric”), most proof
techniques and ideas are common. Moreover, results on classification problems have been
applied to show results in these related contexts. While it is not our aim to survey these
applications here, we provide two instances: a fault diagnosis problem [5] is solved using a
result on distance between stochastic systems [6], which is equivalent with classification [11].
Also, opacity is cast as a classification problem in [10]. We hence believe that classification is
a good framework to state and prove algorithmic and complexity results.

Several notions of classification can be defined: sure, almost-sure, and limit-sure, depend-
ing respectively on whether we want the classification to eventually happen for sure, with
probability 1, or with arbitrarily small error. The first two notions have classical solutions
coming from fault-diagnosis [14, 4]: the existence of such classifiers can be checked in PTIME
and PSPACE respectively. The third notion is however the most practical as the classifier is
the most powerful: it can use the long run statistics on observations to take its decision (e.g.
the frequency of ab’s in the word). It is also the hardest notion to study for this very reason.

We focus on this notion of limit-sure classification in this paper. First, a closely-related
problem of distinguishability has been proved to be in PTIME by [11], using the PTIME
algorithm from [6] to test whether the total variation metric between two HMMs is 1. We
reinvestigate these deep results using different techniques, which shines some new light on
this problem. Our starting point is the following: for a very restricted class of HMMs [10],
whose underlying Markov chains are ergodic and crucially, assuming that initial distributions
have non-zero probability on every state, it is sufficient to consider the statistics on states
(e.g. the frequency of state s). These statistics on states are obtained by [10] using the
classical notion of stationary distributions over the underlying Markov Chain, i.e. the HMM
where we forget all observations. As we show in Example 2, stationary distributions on
Markov chains do not suffice for solving limit-sure classification for general HMMs. We build
on this idea and propose a new notion to study the long run statistics of the observations.

Our first contribution is to develop the notion of stationary distributions for general
HMMs to study the long run statistics of the observations. To do so, we focus on beliefs, that
is, the set of states that can be reached with the same observation. We show that a notion of
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stationary distributions can be defined for beliefs in Bottom Strongly Connected Components
(BSCCs), and that it also corresponds to a notion of asymptotic distributions, describing the
asymptotic statistics of beliefs. This generalizes stationary distributions for Markov chains:
for instance, irreducible Markov chains of period k correspond to cycling through k different
beliefs. We believe that this notion can find applications in other contexts.

Our next contribution is to show how this notion of stationary distribution of HMMs can
be used to characterize limit-sure classifiability. We show that we cannot classify between
HMMs iff they have beliefs which can be reached by the same observation and for which the
stationary distributions can be separated by one finite word (for which the probability is
different). This provides a PTIME algorithm to test for limit-sure classifiability. Note that
the existence of such a PTIME algorithm has been established in [11], where this result was
formulated in terms of HMMs distinguishability. The proofs are different however, as [11]
focuses on separating events [6], that is sets of infinite words with probability 0 (resp. 1) in
one of the HMMs (resp. the other one), while considering stationary distributions allows us
to focus on a single finite separating word with probability p (resp. q 6= p).

Our final contribution is to study classifiability in a security context: an attacker has
different attacks against different HMMs. To be able to perform his attack, he needs to
find one execution that can be classified (and thus attacked) rather than whether every
execution can be classified. We call this notion attack-classification. We study limit-sure
attack-classification using the notion of stationary distributions for HMMs developed above.
We show that deciding whether there exists a limit-sure attack-classifier between two HMMs
is PSPACE-complete. On the other hand, if we consider a variation on the notion of limit-sure
attack-classifier, which extends distinguishability for HMMs [11], we are able to show that it
is not only different from limit-sure attack-classifier, but this problem is also undecidable.
All missing proofs and details can be found in the long version [1].

2 Preliminaries and Problem Statement

A Hidden Markov Model [12, 13, 10] (HMM for short) A on finite alphabet Σ is a tuple
A = (S,M, σ0) with S a set of states, σ0 an initial distribution, M : S ×Σ× S → [0; 1], such
that for all s,

∑
a,s′ M(s, a, s′) = 1. Notice that this notion has been referred to using different

names in the literature: labeled Markov chains, pLTS (probabilistic transition systems) in
[5], probabilistic automata (not to be confused with Rabin’s Probabilistic automata), etc.
Classical Markov chains can be viewed as HMMs with a single letter alphabet. In what
follows we assume knowledge of classical properties, definitions about Markov chains, such
as irreducibility, aperiodicity and refer to [9] for a formal treatment.

A run ρ of A is a sequence in S(Σ×S)∗. It starts in s−(ρ), with σ0(s−(ρ)) > 0, and ends
in state s+(ρ). An observation w from A is a sequence of letters w = a1 · · · an ∈ Σ∗ such
that there exists a run ρ made of n+ 1 states ρ = s0, a1 . . . , ansn with σ0(s0) > 0 and for all
i > 0, M(si−1, ai, si) > 0. We denote obs(ρ) = w. For a run ρ = s0, a1 . . . , ansn, we define
its probability as P (ρ) = σ0(s0) ·

∏n
i=1M(si−1, ai, si). We sometimes abuse notation and

write M(s1, w, sn) to mean
∏n
i=1M(si−1, ai, si). We define the probability of an observation

w ∈ Σ∗ as P (w) =
∑
ρ|obs(ρ)=w P (ρ). In general we write PAσ to express the probability in

HMM A with initial distribution σ. If σ(s) = 1, then we use PAs instead.
A non-deterministic finite automaton (NFA for short) is as usual a structure A =

(S,∆, S0), where the transition probabilities (as in a HMM) are replaced with a transition
relation ∆ and initial distribution is replaced by a set of initial states S0. For a HMM
(S,M, σ0), we can associate the NFA A = (S,∆, S0), by taking (s, a, t) ∈ ∆ iff M(s, a, t) > 0
and s ∈ S0 iff σ0(s) > 0. The notion of paths and observation is preserved. Fig. 1 shows an
HMM on the left and an NFA on the right.
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Figure 1 Example of an HMM A on alphabet Σ = {a, b} and of an NFA BA on alphabet Σ.

The language of an automaton (or by extension of an HMM) is the set of observations
L(A) = {w | w = obs(ρ), ρ a path of A}. We denote by L∞(A) the set of infinite observations
in A, that is such that every of its prefix is in L(A). Finally, we use the standard way to
extend probabilities to some sets of infinite paths, by means of cylinder-sets [2]. In particular,
taking two HMMs A1,A2 on the same alphabet, L∞(A1)∩L∞(A2) is measurable. We write
L(A, s) for the language of A starting in state s.

A strongly connected component C of an HMM A is a maximal set of states such that
there is a path from any state of C to any state of C. A strongly connected component C is
called a bottom strongly connected component(BSCC) if the only states reachable from C are
in C. For instance, there is only one BSCC in the NFA of Fig. 1, with 2 states {x, y} and
{z}. Runs of an HMM end up in one of the BSCCs with probability 1.

Probabilistic Finite Automata (PFA). Several lower bounds will come from results on
Rabin’s probabilistic finite automaton (PFA) [8]. A PFA A on finite alphabet Σ is a tuple
A = (S, (Ma)a∈Σ, σ0) with S a set of states, σ0 an initial distribution, Ma : S×S → [0, 1] for
each a ∈ Σ, such that for all a, s,

∑
s′ Ma(s, s′) = 1. Similar to HMMs, the states of a PFA

are not observed, but only letters a ∈ Σ are. The difference is that we can control a PFA by
choosing an action a ∈ Σ, while in HMMs, we observe passively an observation a ∈ Σ.

2.1 Probabilistic equivalence can be checked in PTIME
The PTIME algorithm for probabilistic equivalence is at the core of the PTIME algorithms
from [6] (and hence [11, 5] using it), [10] and ours. Let σ1, σ2 be distributions over states of
HMMs A1,A2 respectively. HMMs A1,A2 are equivalent from distributions σ1, σ2, denoted
(A1, σ1) ≡ (A2, σ2), if for any observation w ∈ Σ∗, we have PA1

σ1
(w) = PA2

σ2
(w). In [3] (see

also [6]), it is shown how to test in polynomial time whether PA1
σ1
≡ PA2

σ2
, i.e.

∀w ∈ Σ∗, (σ1 σ2) ·
[
M1(w) ∅
∅ M2(w)

]
· (1, · · · , 1,−1, · · · ,−1)T = 0

As the dimension of Eq(A1,A2) = {
[
M1(w) ∅
∅ M2(w)

]
· (1, · · · , 1,−1, · · · ,−1)T | w ∈

Σ∗} is at most |A1|+ |A2|, we can build a basis v1, . . . v` for Eq(A1,A2) of size ` ≤ |A1|+ |A2|.
It suffices then to check whether (σ1 σ2) · vi = 0 for all i ≤ `.

Notice that equivalence of PFA has been known to be in PTIME for 30 years [16], before
HMMs [3]. Actually, equivalences of HMMs of and PFAs are inter-reducible (one direction
can be found in [7], and the other one is easy by considering the HMM associated with a
PFA, which performs actions of the PFA uniformly at random).
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2.2 The classification problem and its variants
Let (Ai)i≤k be a set of HMMs representing different behaviors of a system under observation.
The system secretly picks one HMM behavior to follow, i.e. it is a priori unknown which
of the HMMs is being followed by the system. We want to classify, i.e. find out, which
HMM behavior the system follows, only by looking at the observation w ∈ Σ∗. The longer
we observe the system, the larger the length of the observation and better the information
we have to find out the HMM. This leads us to the notion of classifiability. As it suffices to
consider HMMs pairwise, we will consider in the following there is only a choice between
k = 2 HMMs. We will denote them by A1, with n states, and A2, with m states. Formally,
a classifier is a function f : Σ∗ → {⊥, 1, 2} that outputs the index of the HMM from an
observation, or possibly ⊥ if it cannot conclude (yet). Consider for example A1,A2, both
following the HMM in Figure 1, the difference being that A1 starts in x while A2 starts
in z. If the observation starts with b, then we know the systems follows A2, because b is
not possible from x. We can thus let f(bw) = 2. However, if the observation is ab2a, then
it could come from any A1 or A2. If the systems are probabilistically equivalent, then no
matter how much we observe, we cannot classify among them. However, this is one extreme
case. One can consider several notions of classifiability:

sure classifiability: there exists a classifier f that eventually identifies the accurate HMM
that generated w. That is, for all w ∈ Σ∞, there exists a finite prefix v of w and a
classifier f for v such that f(v) = 1 (resp. f(v) = 2) iff there is no path ρ of A2 (resp. of
A1) with obs(ρ) = w.
almost-sure classifiability: there exists a classifier f that eventually identifies the accurate
HMM that generated w with probability 1. This classifier cannot do errors, but there
may be some infinite observation that cannot be classified, though the probability it
happens should be 0 (such as tossing tail forever on a fair coin).
limit-sure classifiability: there exists a classifier f that, for all ε > 0, eventually provides
the accurate HMM with probability > 1− ε. This is the most general notion: sure implies
almost-sure implies limit-sure classifiability.

This leads to the two main questions that we are interested in, for each of the above
notions: (i) how easy is it to decide if there exists a classifier? (ii) if there exists a classifier,
how easy is it to produce one explicitly? For the first question, we can answer easily for the
two first notions, which have been studied in different contexts.

I Proposition 1 ([14, 4]). We can surely classify among 2 HMMs iff L∞(A1)∩L∞(A2) = ∅,
and this can be checked in PTIME. We can almost-surely classify among 2 HMMs iff the set
L∞(A1) ∩ L∞(A2) has probability 0, and this is a PSPACE-complete problem.

For the first two notions, building the classifier is also easy: intuitively, it suffices to
compute the set of states reached with the observation (called belief in the next section) for
both HMMs. If the system is classifiable, one of these sets will eventually (almost surely
with the second notion) become empty. The classifier answers the HMM with non-empty set.

Unlike the two first notions, limit-sure classifiability cannot be expressed in terms of the
language. Indeed, it is possible to limit-surely classify among A1,A2, and yet L(A1) = L(A2).
Also, a limit-sure classifier can use statistics in order to give its estimate, which opens a lot
of possibilities. Let us illustrate these:

I Example 2. Consider again A1,A2, where both are the HMM A from Fig. 1, where A1
starts from state x and A2 starts from state z. If the observation starts with b, then it is
easy to conclude that the HMM is A2. If it starts with a, then the set of states which can
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be reached after observation a is {x, y} in A1 and {z} in A2, which are both in the BSCCs.
Actually, after an even number of b’s (and any number of a’s), we still have {x, y} the set of
states possible in A1 and {z} in A2. In the following section using stationary distributions
on HMMs, we will show how to compute that if the HMM is A1, after an even number of b’s,
the long term average is 3

5 to be in x and 2
5 to be in y. From this, we deduce that the long

term average is 4
5 = 3

51 + 2
5

1
2 to perform an a after an even number of b’s. On the other hand,

if the HMM is A2, then the state is z and we obtain the long term average 1
2 to perform

letter a after an even number of b’s. As the observation grows, the average frequency over
the observation will tend towards the long term average by law of large numbers. Thus the
classifier f(w) = 1, if the average frequency of a’s after an even number of b’s observed in w
is closer to 4

5 than to 1
2 , is limit-sure. Notice that using the standard stationary distributions

on Markov chains as in [10] only tells us that both A1 and A2 stay in long term average
frequency 3

7 in x, 2
7 in y, and 2

7 in z , and thus do 5
7 = 3

7 + 2
7

1
2 + 2

7
1
2 of a’s in average, which

cannot limit-surely classify between A1,A2.

From the point of view of practical applicability, limit-sure classifiers are the most
powerful, although harder to study. In Section 4, we will study limit-sure classifiability, that
we simply call classifiability. In Section 5, we further generalize this notion to a game-theoretic
attack-classification framework, which is applicable in security settings.

3 Stationary distributions for HMMs

In order to solve limit-sure classification, we would like to use statistics on observations.
Stationary distributions, which is a concept developed for Markov chains, tells us the
frequency to expect about states, as used in [10]. We generalize this concept to HMMs to
take into account observations. While stationary distributions for HMMs turn out to be
crucial in the realm of classifiability, we believe it is also of independent interest.

For a Markov chain M , a stationary distribution σ is a distribution over states of M
such that σ ·M = σ. In HMMs, the observation plays an important role and changes our
knowledge of states in which the run could be. Thus, we consider the set of states that
could be reached in an HMM A with a given observation, and call this as the belief-state
or just belief. Formally, let w be an observation. The belief BA(w) associated with w is
the set of states {s+(ρ) | obs(ρ) = w} which can be reached by a path labeled by w. For
instance, with the HMM A from Fig. 1, we have BA(aa) = {x, y}. We let BA = (2S ,∆, s0)
be the belief automaton associated with A: (i) its states represent the beliefs associated with
observations of A, (ii) we have (B, a,B′) ∈ ∆ if B′ = {s′ | ∃s ∈ B,M(s, a, s) > 0}, and (iii)
s0 = {s | σ0(s) > 0} ∈ 2S . This is the usual subset construction used for determinizing an
automaton, as shown on Fig. 1. As BA is deterministic, we sometimes abuse notation and
denote ∆(B, a) for the unique B′ with (B, a,B′) ∈ ∆.

Consider a BSCC D of HMM A (as for Markov chains, this is to ensure irreducibility).
For x ∈ D, we denote by BxD the subgraph of BA reachable from {x}. On figure 1, we have
ByD = BA. It has a unique BSCC, with 2 beliefs {x, y} and {z}. We now show that this is
the general form of the belief automaton:

I Lemma 3. There is a unique BSCC in BxD, and it does not depend upon x ∈ D.

We denote ED the set of beliefs X in the unique BSCC of BxD, and EA the union over all
BSCCs D of A. Notice that EA may not contain all beliefs in the BSCCs of BA, because
we restrict ourselves to beliefs X reachable from {x} with a single state x of a BSCC of
A. This is crucial for Lemma 3 to hold. We will see that considering singletons is not a
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Figure 2 Markov chain Mx,y associated with the belief {x, y}.

restriction: assume that the belief reached in a BSCC of beliefs comes from two different
states x, y. Either the statistics on observation from x and y are the same, in which case we
change nothing by considering them only from x. Otherwise, they have different statistics on
observation, and looking at the observed statistics will give away with arbitrarily small error
the state x or y which they originate from.

For Markov chains (i.e. HMMs on a one letter alphabet), the BSCC ED is exactly
X1 → X2 · · · → Xk → X1, with k the period of this BSCC. Hence, this construction can be
seen as a generalization to HMMs of the notion of period of a Markov chain. We use it to
generalize the Fundamental theorem of Markov chains to HMMs.

Let X ∈ EA. We are interested in the asymptotic distribution associated to belief X, that
is the statistics over states of X given that the belief state is X. From that, we will be able to
deduce the statistics over observations. Let WX the (possibly countable infinite) set of words
which brings from belief X to belief X without seeing belief X in-between. Consider σy,i the
distribution over X such that σy,i(x) =

∑
w∈W i

X
M(y, w, x), the probability of reaching x

from y after seeing i words of WX . To compute the limit of σy,i, we define the stationary
distribution σX : X → [0, 1] of the HMM given a belief X. For that, we enrich the states of
A with its beliefs, considering the product A× BA (same runs with same probabilities as in
A). For all x, y ∈ X, let MX(x, y) be the probability in the HMM A× BA to reach (y,X)
from (x,X) before reaching any other (z,X), z 6= y (we refer to [2] to compute MX(x, y) for
all x, y). We have that for all x ∈ X,

∑
y∈XMX(x, y) = 1, that is MX is a Markov chain.

For instance, on Fig. 1, let X = {x, y} ∈ E. The Markov chain MX is depicted in Fig. 2 has
a unique stationary distribution σ(x) = 3

5 and σ(y) = 2
5 . We obtain:

I Theorem 4. Given a HMM A, let X be a belief in EA. Then, MX has a unique
stationary distribution denoted σX : X → [0, 1], i.e. σX ·MX = σX . Further, for all y ∈ X,
σy,i −→

i→+∞
σX .

Proof sketch. We apply the fundamental theorem to MX to get the statement. It suffices
to show that MX is ergodic. For all x ∈ X, by Lemma 3, there is an observation vx leading
from {x} to X, i.e. ∆({x}, vx) = X. As ∆({x}, vix) is increasing with i and |∆({x}, vix)| ≤ n
for all i, we obtain ∆({x}, vn+1

x ) = ∆(X, vn+1
x ). We can then obtain a word wx with

∆({x}, wx) = ∆(X,wx) = X. Now, by induction on the size of X, we can build a uniform
word w such that ∆({x}, w) = X for all x ∈ X. For all x, y ∈ X, we get M |w|X (x, y) > 0. J

4 Limit-sure Classifiability

We start by stating the definition of limit-sure classification more precisely:

I Definition 5. Two HMMs A1,A2 are limit-sure classifiable iff there exists a computable
function, also called a classifier, f : Σ∗ → {1, 2} such that P (ρ run of A1 of size k |
f(obs(ρ)) = 2)→k→∞ 0, and similarly for ρ run of A2.
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Figure 3 Twin automaton (on the left) and twin-belief automaton (on the right), for A1,A2

starting in states y and z.

(Notice we do not need ⊥ as the classifier is allowed to give erroneous answers at first).
Consider the Maximum A Posteriori (MAP) classifier [12, 10]: it answers 1 if PA1(u) >
PA2(u), and 2 otherwise. To do so, it just needs to record for every state of A1 (resp. every
state of A2) the probability to observe u and finish in state s1 (resp. s2). Indeed, we may
then compute confidence(i, u) = PAi (u)

PA1 (u)+PA2 (u) , i.e. the probability that the decision i is
correct after observing u. Notice that this confidence is not necessarily non-decreasing, and
that the answer of a classifier can also switch from one answer to the other. In fact, we show
in Proposition 16 in [1] that if (A1,A2) is limit-sure classifiable, then the MAP classifier
will be a limit-sure classifier. The main problem is to decide when limit-sure classification
holds. In fact, this problem can be solved in PTIME. We remark that a variant of the
problem was already shown to be in PTIME, namely distinguishability [6, 11]. While both
problems coincide for HMMs, as explained in Section 4.4, our proof described in the rest of
this section, crucially uses the notion of stationary distributions for HMMs developed in the
previous section.

4.1 The Twin Automaton and the Twin Belief Automaton

Given HMMs A1,A2, we define their twin automaton A = (S = S1 × S2,∆, s0) as the
product of the automata associated with A1×A2 by forgetting the probabilities. Recall that
A1 has n states and A2 has m states. The transition relation is ∆ = {((s1, s2), a, (t1, t2)) |
MA1(s1, a, t1) > 0,MA2(s2, a, t2) > 0}, with initial state s0 = (s1

0, s
2
0). We call states of

A twin states. In the following, we will often consider the belief automata BA,BA1 ,BA2

associated with A,A1,A2, obtained by the subset construction (see Section 3). States of
BA will be called twin beliefs. Notice that although twin beliefs are formally sets of pairs
of states in 2S1×S2 , we can also present them as pairs of sets of states 2S1 × 2S2 because
if (s1, s2) and (s′1, s′2) are in the same twin belief, then we also have (s1, s

′
2) and (s′1, s2) in

this twin belief. We will thus write the twin belief X(u) associated with observation u as
X(u) = (X1(u), X2(u)), with X1(u), X2(u) the beliefs states of BA1 ,BA2 associated with u.
Figure 3 presents an example with a twin automaton and the twin belief automaton for two
copies of the HMM given in figure 1, one starting in state y and the other starting in state z.

I Lemma 6 (Proposition 18 in [6]). Let (X ′1, X ′2) be a reachable twin belief of BA. Let
X1 ⊆ X ′1, X2 ⊆ X ′2. Let σ1, σ2 be two distributions over X1, X2 with (A1, σ1) ≡ (A2, σ2).
Then one cannot classify between A1,A2.
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4.2 Characterization for classifiability
Our goal is to use the result of Section 3 to obtain stationary distributions in A1,A2, and
classify between them by comparing the stochastic language wrt these stationary distributions
using probabilistic equivalence (see Section 2.1). In order to do this, we first need to compare
the same information in both HMMs. The idea is to consider twin beliefs from each HMM:
we will enrich A1 with the beliefs of A2, and vice versa. Let A′1 be the HMM where the
state space is S1 × 2S2 , and the transition matrix is MA′

1
((x, Y ), a, (x′, Y ′)) = MA1(x, a, x′)

if Y ′ = {y′ | (y, a, y′), y ∈ Y }, and 0 otherwise, for all x, Y, a, x′, Y ′. We define similarly
A′2 with set of states S2 × 2S1 . It is easy to see that for all observation w, the belief state
BA′

1
(w) = {(x1, BA2(w)) | x1 ∈ BA1(w)}, is isomorphic to the twin belief (BA1(w), BA2(w)),

isomorphic to BA′
2
(w), and we will abuse notation and represent beliefs of A′1 and A′2 as

twin belief (X1, X2), where X1 or X2 can be empty.
What we are interested in is what happens after a BSCC of A is reached. We thus

consider twin beliefs reachable from some (x1, x2) in the BSCC of A. The set of twin beliefs
reachable in A′1 and in A′2 from ({x1}, {x2}) are almost the same, except for twin beliefs of
the form (X1, ∅) which cannot be reached in A′2, and of the form (∅, X2) which cannot be
reached in A′1.

I Definition 7. We say that a twin belief (X1, X2) is oblivious if the languages of BA1 from
X1 and of BA2 from X2 are the same.

By definition, if (X1, X2) is not oblivious, there are words differentiating X1 and X2.
Now, assume that X = (X1, X2) is oblivious. The twin beliefs reachable from (X1, X2)

are the same in A′1 and A′2. To potentially differentiate them, we need to consider their long
term statistics. Let B1 and B2 be the belief automata associated with A′1 and A′2. Let EA be
the union of BSCCs of twin beliefs accessible from twin states in the BSCCs of twin states,
as in lemma 3. Let X ∈ EA. In this case, we say that X is in the BSCCs of twin beliefs. We
define σ1

X : X1 → [0, 1] the stationary distribution in A′1 around the twin belief X (formally,
σ1
X is defined on (x,X2) for all x ∈ X1, and we omit the second component X2 because it is

constant). In the same way, we define σ2
X : X2 → [0, 1] for the second component X2 around

the twin belief X. We can then look for words differentiating A1,A2, i.e. with different
probabilities from σ1

X and from σ2
X . We can now state our characterization:

I Theorem 8. The following are equivalent:
1. One cannot limit-surely classify between A1,A2,
2. There exists an oblivious X ∈ EA in a BSCC of twin beliefs such that (A1, σ

1
X) ≡ (A2, σ

2
X),

3. There exists a BSCC D of A and X1 ⊆ S1, X2 ⊆ S2, and y1 ∈ X1, y2 ∈ X2, such that
(y1, x2) ∈ D for all x2 ∈ X2 and (x1, y2) ∈ D for all x1 ∈ X1, and two distributions σ1

over X1 and σ2 over X2 such that (A1, σ
1) ≡ (A2, σ

2).

The second condition is sufficient to show that MAP is a limit-sure classifier (see Pro-
position 16 in [1]). However, checking condition 2 explicitly is not algorithmically efficient,
as the belief automaton can have exponentially many states. Instead, to obtain a PTIME
algorithm to check limit-sure classifiability, we will use the third condition. For comparison,
in [6], a variant of the equivalence between (1) and (3) is shown, without using the stationary
distributions σ1

X , σ
2
X of (2).

For the proof, we note that the case of 2 implies 3 is easy. For the remaining two directions,
i.e. 1 implies 2 and 3 implies 1, proofs are technical, and can be found in the long version [1].
For 1 implies 2, we prove that negation of 2 implies that the MAP classifier (defined in
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beginning of Section 4) is limit-sure, implying negation of 1. Intuitively, negation of 2 means
that every pair of reachable beliefs have a distinguishing word. It then suffices to consider
statistics on these finite number of distinguishing words to know the originating HMM with
arbitrarily high probability. For 3 implies 1, we show that any twin belief (H1, H2) reached
from (y1, y2) in EA must be oblivious because of the probabilistic equivalence. We show this
implies (A1, σ

1
H1,H2

) and (A2, σ
2
H1,H2

) are equivalent and conclude using Lemma 6.

4.3 A PTIME Algorithm
Theorem 8 gives us a characterization for the existence of a limit-sure classifier. The third
condition is particularly interesting, because it does not require computing beliefs. Using
this, we can build an efficient algorithm, similar to [6], to test in PTIME whether there exists
a limit-sure classifier between A1,A2.

Our Algorithm 1, presented below, uses linear programming: we let v1, . . . , v` be the
basis of Eq(A1,A2) (see Section 2.1). There exist two distributions σ1, σ2 over X1, X2 with
(A1, σ

1) ≡ (A2, σ
2) iff the linear system of equations (for all j ≤ `, (σ1 σ2) · vj = 0) has a

solution (with σ1, σ2 as variables), which can be solved in Polynomial time.

Algorithm 1 Limit-sure Classifiability.

1: Compute D1, . . . , Dk the BSCCs of the twin automaton A.
2: for i=1..k do
3: for (y1, y2) ∈ Di do
4: Let X1 = {x1 | (x1, y2) ∈ Di}, X2 = {x2 | (y1, x2) ∈ Di}.
5: if there exist two distributions σ1, σ2 over X1, X2 with σ1(y1) > 0 and σ2(y2) > 0
6: with (A1, σ

1) ≡ (A2, σ
2) then

7: return not classifiable
8: return classifiable

The correctness of the algorithm is immediate from Theorem 8, as it checks explicitly for
the third condition to hold, in which case it returns not classifiable. If the third condition is
false for every BSCC D, then it returns classifiable.

4.4 Comparison with Distinguishability between HMMs [11]
We complete this section, by comparing our results with a related result on HMMs. In [11],
the problem of distinguishability between labeled Markov Chains has been considered. First,
labeled Markov Chains are just another name for HMMs. The idea behind distinguishability
is similar to the idea behind classifiability. Still, there are some technical differences:
distinguishability asks that for all ε > 0, there exists a (1− ε)-classifier, that is a classifier
f : Σ∗ → {⊥, 1, 2}, such that if the classifier answers f(u) = 1, then there is probability at
least (1− ε) that the observation comes from a run from A1, and similarly for f(u) = 2. To
compare, limit-sure classifiers need to be uniform over ε (see the next section).

The authors of [11] show that this notion can be checked in PTIME, by indirectly using
the result of [6] stating that one can check in PTIME whether the total variation distance
between two HMMs is 1. More precisely, the total variation distance is defined as:

I Definition 9. The total variation distance between two HMMs A1 and A2 is given by

d(A1,A2) = sup
E⊂Σω

|PA1(E)− PA2(E)|.
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This supremum has been shown to be a maximum [6]. It is not too hard to show that
limit-sure classification coincides with these notions as well for HMMs:

I Theorem 10. The following are equivalent:
1. There exists a limit-sure classifier for A1,A2,
2. For all ε > 0, there exists a (1− ε)-classifier for A1,A2,
3. d(A1,A2) = 1.

The proofs to obtain the PTIME algorithms are quite different though: we use stationary
distributions in HMMs while [6] focuses on separating events. Some intermediate results are
however related: our Proposition 18 in [1] is to be compared with Proposition 19 b) of [6]:
Our statement is stronger as the equivalence is true from all pairs of states with the same
(non stochastic) language - and in particular from (i1, j1) = (y1, y2) (cf Proposition 17 in [1]).
Also, the proof of Proposition 18 in [1] is simple, using strict convexity focusing on one finite
separating word, while in [6], the existence of a maximal separating events (sets of infinite
words) is used crucially in the proof of Proposition 19 b).

Surprisingly, our resulting algorithm is very similar to the one in [6], whereas we use very
different methods. Still, we can restrict the search to distributions in a BSCC of twin states,
while [6] considers subdistributions on the whole state space of twin states. This allows us to
optimize the number of variables in the Linear Program.

5 Attack-classification

While limit-sure classification allows for some misclassification, i.e. error in classification,
it requires that every execution of the HMMs is classifiable. From a security perspective,
if one wants to make sure that two systems cannot be distinguished from each other, then
the question changes slightly: from the point of view of an attacker who could exploit the
knowledge of which model the system is following, it need not classify every single execution.
It only needs to find one execution for which it can decide. This gives rise to what we call
attack-classification, which amounts to providing the attacker with a reset action she can
play when she believes the execution cannot be classified. Then, a new (possibly the same)
HMM is taken at random and an execution of this new HMM is observed by the attacker.
For instance, it is not possible to limit-surely classify between HMM A3 and HMM A4 on
Figure 4, because executions starting with a b cannot be classified. On the other hand, an
attacker can wait for an execution of the system starting with an a, for which he is sure the
HMM is A3. If it starts with a b, then the attacker just forgets this execution and wait for a
new execution of the system (the “reset” operation).

x

y

b, 1
10

a, 9
10

b

z b x′

y′

b, 9
10

a, 1
10

b

Figure 4 HMMs A3,A4 and A5 (left to right). One cannot classify betweeen A3,A4, but they
can be attack-classified. On the other hand, one cannot attack-classify between A3,A5.
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We start by considering limit-sure attack-classifiers, namely, we require that there exists
a reset-strategy, which with probability 1, resets only finitely many times, and a limit-sure
classifier for the observation after the last reset. We also consider what happens if instead of
limit-sure classifier, we ask for the existence of a family of (1− ε)-classifiers after the last
reset, one for each ε. The difference is that the reset action can take into account the ε in
the latter, but not in the former. While both notions coincide for the classifiers defined in
the previous section, we show now that they do not coincide for attack-classification.

Figure 4 illustrates the difference between these two notions, considering A3 and A5.
First, for all ε > 0, there exists an (1 − ε)-attack-classifier: given an ε, the reset strategy
resets if the first letter b happens within the first kε = log( 1

9ε ) steps. That is, the reset
strategy is τ(a∗) = ⊥, τ(akεw) = ⊥ and τ(a`b) = reset for ` < kε. For observation akεw, the
classifier claims that the HMM is A3, which is true with probability at least (1− ε). However,
this reset strategy is not compatible with limit-sure classifier (and, in fact, no reset strategy
is), because it is not uniform wrt all ε: once a b has been produced, no more information
can be gathered. On the other hand, limit-sure attack-classified implies the existence of
(1 − ε)-attack-classifiers for all ε. Thus the former notion of limit-sure attack-classifier is
strictly contained in the latter. More importantly, we show that deciding the former is
PSPACE-complete, while the latter turns out to be undecidable.

5.1 Limit-sure attack-classifiability is PSPACE-complete
Let us first formalize the definition of attack-classification.

I Definition 11. We say two HMMs A1,A2 are limit-sure attack-classifiable if: there exists
1. reset strategy τ : Σ∗ → {⊥, reset} telling when to reset, and which eventually stops

resetting, with probability 1 on the reset runs, and
2. limit-sure classifier for u, where u ∈ Σ∗ denotes the suffix of observations since last reset.

In the following, we show an algorithmic characterization for this concept. Intuitively,
there needs to exist one execution of one HMM (say A1), such that no matter the execution
of the other HMM with the same observation, we can eventually classify between these two
executions. We will thus consider A′1 and A′2, the HMMs A1 and A2 enriched with the
beliefs of the other HMM.

First, we define classifiable twin states in the BSCC of twin states: (x1, x2) ∈ A is
classifiable iff for (X1, X2) in the unique BSCC of twin beliefs, either (X1, X2) is non
oblivious or (X1, X2) is oblivious and (A1, σ

1
X1,X2

) 6≡ (A2, σ
2
X1,X2

), for (σ1
X1,X2

, σ2
X1,X2

) the
stationary distributions built for (X1, X2). Notice that it does not depends upon the choice
of (X1, X2). For a belief state X2 of A2, we say that (x1, X2) ∈ A′1 is classifiable if (x1, x2)
is classifiable for all x2 ∈ X2 (in particular, every (x1, x2) is in a BSCC of twin states). In
particular, (x1, ∅) is classifiable. We define (x2, X1) ∈ A′2 similarly.

I Proposition 12. (A1,A2) is limit-sure attack-classifiable iff there exists a classifiable
(x1, X2) ∈ A′1, or a classifiable (x2, X1) ∈ A′2.

In case there are more than two HMMs, we follow the state s of one HMM and the belief
of every other HMMs along the observation, and we need to check classifiability between (s, t)
for every t in the belief of any of the other HMMs. Using this characterization, we obtain:

I Theorem 13. Let A1, A2 be two HMMs. It is PSPACE-complete to check whether (A1,A2)
are limit-sure attack-classifiable.
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5.2 Existence of (1 − ε) attack-classifiers for all ε is undecidable
We now turn to the other notion. Let ε > 0. An (1 − ε) attack-classifier for two HMMs
A1,A2 is given by:
1. A reset strategy τ : Σ∗ → {⊥, reset} telling when to reset, and which eventually stops

resetting, with probability 1 on the reset runs, and
2. a (1 − ε)-classifier for u, where u ∈ Σ∗ denotes the suffix of the observations since the

last reset.

We next show that this notion, which we showed to be weaker than limit-sure attack-
classifiability on Fig 4, is also computationally much harder, in fact, it is undecidable.

I Theorem 14. It is undecidable to know whether for all ε, there exists an (1− ε) attack-
classifier between 2 HMMs.

Intuitively, we reduce from the problem of whether a PFA B, that accepts all words with
probability in (0, 1), is 0 and 1 isolated, that is, there is no sequence of words (wi)i∈N such
that limn→∞P

B(wi) = 0 or = 1. This problem is undecidable [8]. The idea is to transform
the PFA into an HMM which performs the actions of the PFA uniformly at random. We
check whether we can attack classify this HMM with an HMM which accepts all words of
size k with probability 1/2k. This is possible if 0 is not isolated or if 1 is not isolated.

6 Conclusion

In this paper, we tackled the notion of limit-sure classifiability between HMMs, which is
a general notion in studying how to uncover hidden information in partially observable
systems. The class of classifiers we consider are quite powerful, as they can use statistics on
the observations in order to take their decision. To obtain our results, summarized in the
table below we developed a robust theory of stationary distributions for HMMs.

While limit-sure classifiability is stronger and more complex than almost-sure classifiability,
checking for it is in a lower complexity class: PTIME instead of PSPACE-complete. This
result shines some new light on total variation metric for stochastic systems, recovering with
different techniques the PTIME result from [6]. We also considered attack-classifiability, where
the attacker needs to classify at least one observation rather than every execution. In this
setting, there is a difference between limit-sure classifier and the existence of (1−ε)-classifiers
for each ε. Limit-sure attack-classifiability is decidable (PSPACE-complete), whereas the
existence of (1− ε)-classifiers for all ε is undecidable.

limit-sure
classifiability

limit-sure
attack-classifiability

∀ε, (1− ε)
attack-classifiability

Complexity PTIME PSPACE-complete Undecidable
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Abstract
Event structures are fundamental models in concurrency theory, providing a representation of events
in computation and of their relations, notably concurrency, conflict and causality. In this paper
we present a theory of minimisation for event structures. Working in a class of event structures
that generalises many stable event structure models in the literature, (e.g., prime, asymmetric, flow
and bundle event structures) we study a notion of behaviour-preserving quotient, taking hereditary
history preserving bisimilarity as a reference behavioural equivalence. We show that for any event
structure a uniquely determined minimal quotient always exists. We observe that each event
structure can be seen as the quotient of a prime event structure, and that quotients of general event
structures arise from quotients of (suitably defined) corresponding prime event structures. This
gives a special relevance to quotients in the class of prime event structures, which are then studied
in detail, providing a characterisation and showing that also prime event structures always admit a
unique minimal quotient.
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1 Introduction

When dealing with formal models of computational systems, a classical problem is that of
minimisation, i.e., for a given system, define and possibly construct a compact version of
the system which, very roughly speaking, exhibits the same behaviour as the original one,
avoiding unnecessary duplications. The minimisation procedure depends on the notion of
behaviour of interest and also on the expressive power of the formalism at hand, which
determines its capability of describing succinctly some behaviour. A classical example is
that of finite state automata, where one is typically interested in the accepted language.
Given a deterministic finite state automaton, a uniquely determined minimal automaton
accepting the same language can be constructed, e.g., as a quotient of the original automaton
via a partition/refinement algorithm (see, e.g., [16]). Moving to non-deterministic finite
automata, minimal automata become smaller, at the price of a computationally more
expensive minimisation procedure and non-uniqueness of the minimal automaton [22].

In this paper we study the problem of minimisation for event structures, a fundamental
model in concurrency theory [33, 34]. Event structures are a natural semantic model when
one is interested in modelling the dynamics of a system by providing an explicit representation
of the events in computations (occurrence of atomic actions) and of the relations between
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events, like causal dependencies, choices, possibility of parallel execution, i.e., in what is
referred to as a true concurrent (non-interleaving) semantics. Prime event structures [24],
probably the most widely used event structure model, capture dependencies between events
in terms of causality and conflict. A number of generalisations of prime event structures have
been introduced in the literature. For instance, flow [9, 8] and bundle [20] event structures
add the possibility of directly modelling disjunctive causes. Asymmetric event structures [5]
and extended bundle event structures [20] include an asymmetric form of conflict which
allows one to model concurrent readings and precedences between actions. Event structures
have been used for defining a concurrent semantics of several formalisms, like Petri nets [24],
graph rewriting systems [4, 3, 27] and process calculi [32, 31, 10]. Recent applications are in
the field of weak memory models [11, 25, 17, 13] and of process mining and differencing [15].

Behavioural equivalences, defined in a true concurrent setting, take into account not
only the possibility of performing steps, but also the way in which such steps relate with
each other. We will focus on hereditary history preserving (hhp-)bisimilarity [7], the finest
equivalence in the true concurrent spectrum in [29], which, via the concept of open map,
has been shown to arise as a canonical behavioural equivalence when considering partially
ordered computations as observations [18].

The motivation for the present paper originally stems from some work on business
process models. The idea, advocated in [15, 1], is to use event structures as a foundation
for representing, analysing and comparing process models. Processes are mined in the form
of event structures and then translated into a suitable process modeling language. The
processes, in their graphical presentation, should be simple and understandable, as much as
possible, by a human user, who should be able, e.g., to interpret the differences between two
processes diagnosed by a comparison tool. For this aim it is important to avoid “redundancies”
in the representation and thus to reduce the number of events, without altering the behaviour
(modifications that “extend” the behaviour could be sensible in model generalisation, but this
is not of interest here). The paper [2] explores the use of asymmetric and flow event structures
and, for such models, it introduces some reduction techniques that allow one to merge events
without changing the true concurrent behaviour. A notion of behaviour-preserving quotient,
referred to as a folding, is introduced over an abstract class of event structures, having
asymmetric and flow event structures as subclasses. However, no general theory is developed.
The mentioned paper focuses on a special class of foldings, the so-called elementary foldings,
which can only merge a single set of events into one event, and these are studied separately on
each specific subclass of event structures (asymmetric and flow event structures), providing
only sufficient conditions ensuring that a function is an elementary folding.

A general theory of behaviour-preserving quotients for event structures is thus called for,
settling some natural foundational questions. Is the notion of folding adequate, i.e., are all
behaviour-preserving quotients expressible in terms of foldings? Is there a minimal quotient
in some suitably defined general class of event structures? Does it exist in specific subclasses?
(for asymmetric and flow event structures the answer is known to be negative, but for prime
event structures the question is open). Can we have a characterisation of foldings for specific
subclasses of event structures, providing not only sufficient but also necessary conditions?

In this paper we start addressing the above questions. We work in a general class of
event structures based on the idea of family of posets [26] (also called rigid families in [14]).
Although this is not discussed in deep due to space limitations, poset event structures are
sufficiently expressive to generalise most stable event structures models in the literature,
including prime [24], asymmetric [5], flow [9] and bundle [20] event structures (a wider
discussion can be found in [6].)



P. Baldan and A. Raffaetà 30:3

As a first step we study, in this general setting, the notion of folding. A folding is
a surjective function that identifies some events while keeping the behaviour unchanged.
Formally, it establishes a hhp-bisimilarity between the source and target event structure. It
turns out that not all behaviour-preserving quotients arise as foldings, but we show that
for any behaviour-preserving quotient, there is a folding that induces a coarser equivalence.
Additionally, given two possible foldings of an event structure we show that it is always
possible to “join” them. This allows us to prove that for each event structure a maximally
folded version, namely a uniquely determined minimal quotient, always exists.

Relying on the order-theoretic properties of the set of configurations of event structures [26],
and on the correspondence between prime event structures and domains [24], we derive that
each event structure in the considered class arises as the folding of a canonical prime event
structure. Moreover, all foldings between general event structures arise from foldings of the
corresponding canonical prime event structures. Interestingly, this result can be derived from
a characterisation of foldings as open maps in the sense of [18].

The results above give a special relevance to foldings in the class of prime event structures,
which thus are studied in detail. We provide necessary and sufficient conditions characterising
foldings for prime event structures. This allows us to establish a clear connection with the so-
called abstraction morphisms, introduced in [12] for similar purposes. The characterisation of
foldings provided can guide, at least in the case of finite structures, the effective construction
of behaviour preserving quotients. Moreover we show that also prime event structures always
admit a minimal quotient.

Most results have a natural categorical interpretation, which is only hinted at in the
paper. In order to keep the presentation simple, the categorical references are inserted in side
remarks that can be safely skipped by the non-interested reader. This applies, in particular,
to the possibility of viewing foldings as open maps in the sense of [18]. This correspondence,
which in the present paper only surfaces, suggests the possibility of understanding and
developing our results in a more abstract categorical setting. More details are provided in
the extended version [6].

The rest of the paper is structured as follows. In § 2 we introduce the class of event
structures we work with and hereditary history preserving bisimilarity. Moreover, we discuss
how some event structure models in the literature embed into the considered class. In § 3 we
study the notion of folding, we prove the existence of a minimal quotient and we show the
tight relation between general foldings and those on prime event structures. In § 4 we present
folding criteria on prime event structures, and discuss the existence of minimal quotients.
Finally, in § 5 we draw some conclusions, discuss connections with related literature and
outline future work venues. Due to space limitations all proofs have been omitted. They can
be found in the extended version [6], which also contains some additional results.

2 Event Structures and History Preserving Bisimilarity

In this section we define hereditary history-preserving bisimilarity, the reference behavioural
equivalence in the paper. This is done for an abstract notion of event structure, introduced
in [26], in a way that various stable event structure models in the literature can be seen as
special subclasses. We will explicitly discuss prime [24] and flow [9, 8] event structures.

Notation. We first fix some basic notation on sets, relations and functions. Let r⊆ X ×X
be a binary relation. The relation r is acyclic on Y if there is no {y0, y1, . . . , yn} ⊆ Y such
that y0 r y1 r . . . r yn r y0. Relation r is a partial order if it is reflexive, antisymmetric and
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Figure 1 An event structure E and the canonical pes P(E).

transitive. Given a function f : X → Y we will denote by f [x 7→ y] : X ∪ {x} → Y ∪ {y}
the function defined by f [x 7→ y](x) = y and f [x 7→ y](z) = f(z) for z ∈ X \ {x}. Note that
the same notation can represent an update of f , when x ∈ X, or an extension of its domain,
otherwise. For Z ⊆ X, we denote by f|Z : Z → Y the restriction of f to Z.

2.1 Event Structures
Following [26, 28, 30, 2, 14], we work on a class of event structures where configurations are
given as a primitive notion. More precisely, we borrow the idea of family of posets from [26],
more recently considered also under the name of rigid family in [14].

I Definition 2.1 (family of posets). A poset is a pair (C,≤C) where C is a set and ≤C is
a partial order on C. A poset will be often denoted simply as C, leaving the partial order
relation ≤C implicit. Given two posets C1 and C2 we say that C1 is a prefix of C2 and write
C1 v C2 if C1 ⊆ C2 and ≤C1=≤C2 ∩ (C2 × C1). A family of posets F is a prefix-closed set
of finite posets i.e., a set of finite posets such that if C2 ∈ F and C1 v C2 then C1 ∈ F . We
say that two posets C1, C2 ∈ F are compatible, written C1 a C2, if they have an upper bound,
i.e., there is C ∈ F such that C1, C2 v C. The family of posets F is called coherent if each
subset of F whose elements are pairwise compatible has an upper bound.

Posets C will be used to represent configurations, i.e., sets of events executed in a
computation of an event structure. The order ≤C intuitively represents the order in which
the events in C can occur. This motivates the prefix order that can be read as a computational
extension: when C1 v C2 we have that C1 ⊆ C2, events in C1 are ordered exactly as in C2,
and the new events in C2 \ C1 cannot precede events already in C1 (i.e., for all x1 ∈ C1,
x2 ∈ C2, if x2 ≤C2 x1 then x2 ∈ C1).

An example of family of posets can be found in Fig. 1 (left). Observe, for instance, that
the configuration with set of events {c} is not a prefix of the one with set of events {a, c},
since in the latter a ≤ c.

An event structure is then defined simply as a coherent family of posets where events
carry a label. Hereafter Λ denotes a fixed set of labels.

I Definition 2.2 ((poset) event structure). A (poset) event structure is a tuple E =
〈E,Conf (E), λ〉 where E is a set of events, Conf (E) is a coherent family of posets such
that E =

⋃
Conf (E) and λ : E → Λ is a labelling function. For a configuration C ∈ Conf (E)

the order ≤C is referred to as the local order.

In [2] abstract event structures are defined as a collection of ordered configurations, without
any further constraint. This is sufficient for giving some general definitions which are then
studied in specific subclasses of event structures. Here, in order to develop a theory of foldings
at the level of general event structures, we need to assume stronger properties, those of a
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family of posets from [26] (e.g, the fact that Definition 3.14 is well-given relies on this). This
motivates the name poset event structure. Also note that, differently from what happens
in other general concurrency models, like configuration structures [30], configurations are
endowed explicitly with a partial order, which in turn intervenes in the definition of the prefix
order between configurations. This is essential to view as subclasses some kinds of event
structures, like asymmetric event structures [5] or extended bundle event structures [21],
where the order on configuration is not simply subset inclusion. Since we only deal with
poset event structures and their subclasses, we will often omit the qualification “poset” and
refer to them just as event structures. Moreover, we will often identify an event structure E
with the underlying set E of events and write, e.g., x ∈ E for x ∈ E.

An isomorphism of configurations f : C → C ′ is an isomorphism of posets that respects
the labelling, namely for all x, y ∈ C, we have λ(x) = λ(f(x)) and x ≤C y iff f(x) ≤C′ f(y).
When configurations C,C ′ are isomorphic we write C ' C ′.

Given an event x in a configuration C, it will be useful to refer to the prefix of C including
only those events that necessarily precede x in C (and x itself). This motivates the following
definition.

I Definition 2.3 (history). Let E be an event structure, let C ∈ Conf (E) and let x ∈ C.
The history of x in C is defined as the set C[x] = {y ∈ C | y ≤C x} endowed with the
restriction of ≤C to C[x], i.e., ≤C[x]=≤C ∩(C[x] × C[x]). The set of histories in E is
Hist(E) = {C[x] | C ∈ Conf (E) ∧ x ∈ C}. The set of histories of a specific event x ∈ E will
be denoted by Hist(x).

We mentioned that various generalisations of pess in the literature can be naturally
viewed as subclasses of poset event structures. Verifying that the corresponding families of
configurations satisfy the properties of Definition 2.2 is easy. We briefly discuss prime and
flow event structures (more details are in [6], where also other models are discussed).

Prime event structures. Prime event structures [24] capture the dependencies between
events in terms of causality and conflict.

I Definition 2.4 (prime event structure). A prime event structure (pes, for short) is a tuple
P = 〈E,≤,#, λ〉, where E is a set of events, ≤ and # are binary relations on E called
causality and conflict, respectively, and λ : E → Λ is a labelling function, such that
≤ is a partial order and bxc = {y ∈ E | y ≤ x} is finite for all x ∈ E;
# is irreflexive, symmetric and hereditary with respect to causality, i.e., for all x, y, z ∈ E,
if x#y and y ≤ z then x#z.

Configurations are sets of events without conflicts and closed with respect to causality. For
later use, we also introduce a notation for the absence of conflicts, referred to as consistency.

I Definition 2.5 (consistency, configuration). Given a pes P = 〈E,≤,#, λ〉, say that x, y ∈ E
are consistent, written x a y, when ¬(x#y). A subset X ⊆ E is called consistent, written
aX, when its elements are pairwise consistent. A configuration of P is a finite set of events
C ⊆ E such that (i) aC and (ii) for all x ∈ C, bxc ⊆ C.

Some examples of pess can be found in Fig. 2. Causality is represented as a solid arrow,
while conflict is represented as a dotted line. For instance, in P0, event a1 is a cause of b1 and
it is in conflict both with a2 and b3. Only direct causalities and non-inherited conflicts are
represented. For instance, in P0, the conflicts a1#b2, a2#b1 and b1#b2 are not represented
since they are inherited. The labelling is implicitly represented by naming the events by
their label, possibly with some index. For instance, a1 and a2 are events labelled by a.

FSTTCS 2019



30:6 Minimisation of Event Structures

a1 a2 b3 c

b1 b2

a12 b3 c

b1 b2

a12 b3 c

b12

a1 a2 b3 c

b11 b12 b21 b22

P0 P1 P2 P3

Figure 2 Some prime event structures.

a b c

d0 d1 d2

a b c

d01 d2

a b c

d0 d12

a b c

d012

F0 F1 F2 F3

Figure 3 Some flow structures.

Clearly pess can be seen as poset event structures. Given a pes P = 〈E,≤,#, λ〉
and its set of configurations Conf (P), the local order of a configuration C ∈ Conf (P) is
≤C=≤ ∩(C × C), i.e., the restriction of the causality relation to C. The extension order
turns out to be simply subset inclusion. In fact, given C1 ⊆ C2, if x1 ∈ C1 and x2 ∈ C2,
with x2 ≤C2 x1, then necessarily x2 ∈ C1 since configurations are causally closed. Therefore,
recalling that ≤C1=≤ ∩(C1 × C1) and ≤C2=≤ ∩(C2 × C2), we immediately conclude that
≤C2 ∩(C2 × C1) =≤ ∩(C2 × C1) =≤ ∩(C1 × C1) =≤C1 , as desired. As an example, the pes
P2 of Fig. 2, viewed as a poset event structure, can be found in Fig. 4.

Flow event structures. Flow event structures [9, 8] extend pess with the possibility of
modelling in a direct way multiple disjunctive and mutually exclusive causes for an event.

I Definition 2.6 (flow event structure). A flow event structure (fes) is a tuple 〈E,≺,#, λ〉,
where E is a set of events, ≺⊆ E × E is an irreflexive relation called the flow relation,
# ⊆ E × E is the symmetric conflict relation, and λ : E → Λ is a labelling function.

Causality is replaced by an irreflexive (in general non transitive) flow relation ≺, intuitively
representing immediate causal dependency. Moreover, conflict is no longer hereditary.

An event can have causes which are in conflict and these have a disjunctive interpretation,
i.e., the event will be enabled by a maximal conflict-free subset of its causes.

I Definition 2.7 (fes configuration). Given a fes F = 〈E,≺,#, λ〉, a configuration is a
finite set of events C ⊆ E such that (i) ≺ is acyclic on C, (ii) ¬(x#x′) for all x, x′ ∈ C and
(iii) for all x ∈ C and y /∈ C with y ≺ x, there exists z ∈ C such that y#z and z ≺ x.

Some examples of fess can be found in Fig. 3. Relation ≺ is represented by a double
headed solid arrow. For instance, consider the fes F1. The set C = {a, d01} is a configuration.
We have b ≺ d01 and b 6∈ C, but this is fine since there is a ∈ C such that a#b and a ≺ d01.

Under mild assumptions that exclude the presence of non-executable events (a condition
referred to as fullness in [8]), fess can be seen as poset event structures, by endowing
each configuration C with a local order arising as the reflexive and transitive closure of the
restriction of the flow relation to C, i.e., ≤C= (≺ ∩(C × C))∗.

2.2 Hereditary History Preserving Bisimilarity
In order to define hereditary history preserving bisimilarity, it is convenient to have an
explicit representation of the transitions between configurations.
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a12 c b3
a12

b12
a12 c b3 c

a12 c

b12

Figure 4 The configurations Conf (P2) of the pes P2 in Fig. 2 viewed as poset event structures.

I Definition 2.8 (transition system). Let E be an event structure. If C,C ′ ∈ Conf (E) with
C v C ′ we write C X−→ C ′ where X = C ′ \ C.

When X is a singleton, i.e., X = {x}, we will often write C x−→ C ′ instead of C {x}−−→ C ′.
As it happens in the interleaving approach, a bisimulation between two event structures

requires any event of an event structure to be simulated by an event of the other, with the
same label. Additionally, the two events must have the same “causal history”.

I Definition 2.9 (hereditary history preserving bisimilarity). Let E, E′ be event structures.
A hereditary history preserving (hhp-)bisimulation is a set R of triples (C, f, C ′), where
C ∈ Conf (E), C ′ ∈ Conf (E′) and f : C → C ′ is an isomorphism of configurations, such that
(∅, ∅, ∅) ∈ R and for all (C1, f, C

′
1) ∈ R

1. for all C1
x−→ C2 there exists some C ′1

x′−→ C ′2 such that (C2, f [x 7→ x′], C ′2) ∈ R;
2. for all C ′1

x′−→ C ′2 there exists some C1
x−→ C2 such that (C2, f [x 7→ x′], C ′2) ∈ R;

3. if C2 ∈ Conf (E) with C2 v C1 then (C2, f|C2 , f(C2)) ∈ R (downward closure).

Observe that, in the definition above, an event must be simulated by an event with the
same label. In fact, in the triple (C ∪ {x}, f [x 7→ x′], C ′ ∪ {x′}) ∈ R, the second component
f [x 7→ x′] must be an isomorphism of configurations, i.e., of labelled posets, and thus
it preserves labels. Hhp-bisimilarity has been shown to arise as a canonical behavioural
equivalence on prime event structures, as an instance of a general notion defined in terms of the
concept of open map, when considering partially ordered computations as observations [18].

3 Foldings of Event Structures

In this section, we study a notion of folding, which is intended to formalise the intuition of a
behaviour-preserving quotient for an event structure. We prove that there always exists a
minimal quotient and we show that foldings between general poset event structures always
arise, in a suitable formal sense, from foldings over prime event structures.

3.1 Morphisms and Foldings
We first endow event structures with a notion of morphism. In the sequel, given two event
structures E, E′, a function f : E → E′ and a configuration C ∈ Conf (E), we write f(C)
to refer to the poset whose underlying set is {f(x) | x ∈ C}, endowed with the order
f(x) ≤f(C) f(y) iff x ≤ y.

I Definition 3.1 (morphism). Let E,E′ be event structures. A (strong) morphism f : E→ E′
is a function f : E → E′ between the underlying sets of events such that λ = λ′ ◦ f and for
all configurations C ∈ Conf (E), the function f is injective on C and f(C) ∈ Conf (E′).
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Hereafter, the qualification “strong” will be omitted since this is the only kind of morphisms
we deal with. It is motivated by the fact that normally morphisms on event structures
are designed to represent simulations. If this were the purpose, then the requirement on
preservation of configurations could have been weaker, i.e., we could have asked the order in
the target configuration to be included in (not identical to) the image of the order of the
source configuration and morphisms could have been partial. However, in our setting, for
the objective of defining history-preserving quotients, the stronger notion works fine and
simplifies the presentation.
I Remark 3.2. The composition of morphisms is a morphism and the identity is a morphism.
Hence the class of event structures and event structure morphisms form a category ES.

I Definition 3.3 (folding). Let E and E′ be event structures. A folding is a morphism
f : E→ E′ such that the relation Rf = {(C, f|C , f(C)) | C ∈ Conf (E)} is a hhp-bisimulation.

In words, a folding is a function that “merges” some sets of events of an event structure
into single events without altering the behaviour modulo hhp-bisimilarity. In [2] the notion
of folding is given by requiring the preservation of hp-bisimilarity, a weaker behavioural
equivalence defined as hhp-bisimilarity but omitting the requirement of downward-closure
(condition 3 in Definition 2.9). Note that, as far as the notion of folding is concerned, this
makes no difference: Rf is downward-closed by definition, hence it is a hhp-bisimulation
whenever it is a hp-bisimulation. Instead, taking hhp-bisimilarity as the reference equivalence
appears to be the right choice for the development of the theory. For instance, it allows one
to prove Lemma 3.12 that plays an important role for arguing about the adequateness of
the notion of folding (e.g., it is essential for Proposition 3.13). Interestingly, foldings can be
characterised as open maps in the sense of [18], by taking conflict free prime event structures
as subcategory of observations. This is explicitly worked out in [6].

As an example, consider the pess in Fig. 2 and the function f02 : P0 → P2 that maps
events as suggested by the indices, i.e., f02(a1) = f02(a2) = a12, f02(b1) = f02(b2) = b12,
f02(b3) = b3 and f02(c) = c. It is easy to see that f02 is a folding. Note that, instead,
f01 : P0 → P1, again mapping events according to their indices, is not a folding. In fact,
f01({a1}) = {a12}

b2−→ {a12, b2}, but clearly there is no transition {a1}
x−→ with f01(x) = b2,

since the only preimage of b2 in P0 is b2.
Observe that the greater expressiveness of fess allows one to obtain smaller quotients.

For instance, consider Fig. 3. The fes F0 seen as a pes would be minimal. Instead, in the
class of fess it is not: the obvious functions from F0 to F1 and F2 are foldings.
I Remark 3.4. The composition of foldings is a folding and the identity is a folding. We can
consider a subcategory ESf of ES with the same objects and foldings as morphisms.

Consider again the pess in Fig. 2 and the morphisms f30 : P3 → P0 and f02 : P0 → P2.
These are induced by the labelling, apart for the bij for which we let f30(bij) = bi. Both are
foldings: the first merges b11 with b12 and b21 with b22, while the second merges a1 with a2
and b1 with b2. Their composition f32 = f30 ◦ f02 : P3 → P2 is again a folding.

A simple but crucial result shows that the target event structure for a folding is completely
determined by the mapping on events. We first define the quotient induced by a morphism.

I Definition 3.5 (quotients from morphisms). Let E, E′ be event structures and let f : E→ E′
be a morphism. Let ≡f be the equivalence relation on E defined by x ≡f y if f(x) = f(y). We
denote by E/≡f

the event structure with configurations Conf (E/≡f
) = {[C]≡f

| C ∈ Conf (E)}
where [C]≡f

= {[x]≡f
| x ∈ C} is ordered by [x]≡f

≤[C]≡f
[y]≡f

iff x ≤C y.

It is immediate to see that E/≡f
is a well-defined event structure.
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a1 a2

b1 b2

a1 a2

b1 b2

a12

b12

P4 P5 P6

Figure 5 Non existence of pushout of general morphisms.

I Lemma 3.6 (folding as equivalences). Let E, E′ be event structures and let f : E→ E′ be a
morphism. If f is a folding then E/≡f

is isomorphic to E′.

The previous result allows us to identify foldings with the corresponding equivalences on
the source event structures and motivates the following definition.

I Definition 3.7 (folding equivalences). Let E be an event structure. The set of folding
equivalences over E is FEq(E) = {≡f | f : E→ E′ folding for some E′}.

Hereafter, we will freely switch between the two views of foldings as morphisms or as
equivalences, since each will be convenient for some purposes.

We next observe that given two foldings we can always take their “join”, providing a new
folding that, roughly speaking, produces a quotient smaller than both the original ones.

I Proposition 3.8 (joining foldings). Let E,E′,E′′ be event structures and let f ′ : E → E′,
f ′′ : E → E′′ be foldings. Define E′′′ as the quotient E/≡ where ≡ is the transitive closure
of ≡f ′ ∪ ≡f ′′ . Then g′ : E′ → E′′′ defined by g′(x′) = [x]≡ if f ′(x) = x′ and g′′ : E′′ → E′′′
defined by g′′(x′′) = [x]≡ if f ′′(x) = x′′ are foldings.

As an example, consider the pes in Fig. 2 and two morphisms f30 : P3 → P0 and
f31 : P3 → P1. The way all events are mapped by f30 and f31 is naturally suggested by their
labelling, apart for the bij for which we let f30(bij) = bi while f31(bij) = bj . It can be seen
that both are foldings. Their join, constructed as in Proposition 3.8, is P2 with the folding
morphisms f02 : P0 → P2 and f12 : P1 → P2.
I Remark 3.9. Proposition 3.8 is a consequence of the fact that the category ES has pushouts
of foldings. Indeed, E′′′ as defined above is the pushout of f ′ and f ′′ (in ES and also in ESf ).
It can be seen that, in general, ES does not have all pushouts.

As a counterexample to the existence of pushouts in ES for general morphisms, consider
the obvious mappings f45 : P4 → P5 and f46 : P4 → P6 in Fig. 5. It is easy to realise that, if a
pushout existed, the mapping from P5 into the pushout object should identify the concurrent
events a1 and a2, failing to be an event structure morphism.

When interpreted in the setting of folding equivalences of an event structure, Proposi-
tion 3.8 has a clear meaning. Recall that the equivalences over some fixed set X, ordered
by inclusion, form a complete lattice, where the top element is the universal equivalence
X ×X and the bottom is the identity on X. Then Proposition 3.8 implies that FEq(E) is a
sublattice of the lattice of equivalences. Actually, it can be shown that FEq(E) is itself a
complete lattice. Therefore each event structure E admits a maximally folded version.

I Theorem 3.10 (lattice of foldings). Let E be an event structure. Then FEq(E) is a sublattice
of the complete lattice of equivalence relations over E.

I Remark 3.11. The above result arises from a generalisation of Proposition 3.8 showing that,
for any event structure E, each collection of foldings fi : E→ Ei, with i ∈ I, admits a colimit
in ES. Thus the coslice category (E ↓ ESf ) has a terminal object, which is the maximally
folded event structure.
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It is natural to ask whether behaviour-preserving quotients correspond to foldings. Strictly
speaking, the answer is negative. More precisely, there can be morphisms f : E→ E′ such
that E/≡f

is hhp-bisimilar to E, but f is not a folding. For an example, consider the pess P0
and P1 in Fig. 2 and the morphism f01 : P0 → P1 suggested by the indexing. We already
observed this is not a folding, but P0/≡f01

, which is isomorphic to P1, is hhp-bisimilar to P0.
However, we can show that for any behaviour-preserving quotient, there is a folding that
produces a coarser equivalence, and thus a smaller quotient. For instance, in the example
discussed above, there is the folding f02 : P0 → P2, that “produces” a smaller quotient.

This follows from the possibility of joining foldings (Proposition 3.8) and the fact that a
hhp-bisimulation can be always seen as an event structure, a result that generalises to our
setting a property proved for pess in [7].

I Lemma 3.12 (hhp-bisimulation as an event structure). Let E′, E′′ be event structures and
let R be a hhp-bisimulation between them. Then there exists a (prime) event structure ER
and two foldings π′ : ER → E′ and π′′ : ER → E′′.

I Proposition 3.13 (foldings subsume behavioural quotients). Let E be an event structure
and let f : E→ E′ be a morphism such that E/≡f

is hhp-bisimilar to E. Then there exists a
folding g : E→ E′′ such that ≡g is coarser than ≡f .

The proof relies on the possibility of joining foldings (Proposition 3.8) and the fact that
a hhp-bisimulation can be always seen as an event structure, a result that generalises to our
setting a property proved for pess in [7].

3.2 Folding through Prime Event Structures
We observe that each event structure is the folding of a corresponding canonical pes. We
then prove that, interestingly enough, all foldings between event structures arise from foldings
of the corresponding canonical pess.

We start with the definition of the canonical pes associated with an event structure.

I Definition 3.14 (pes for an event structure). Let E be an event structure. Its canonical pes
is P(E) = 〈Hist(E),v,#, λ′〉 where v is prefix, # is incompatibility, i.e., for H1, H2 ∈ Hist(E)
we let H1#H2 if ¬(H1 a H2), and λ′(H) = λ(x) when H ∈ Hist(x). Given a morphism
f : E→ E′ we write P(f) : P(E)→ P(E′) for the morphism defined by P(f)(H) = f(H).

It can be easily seen that the definition above is well-given. In particular, P(E) is a
well-defined pes because, as proved in [26], a family of posets ordered by prefix is finitary
coherent prime algebraic domain. Then the tight relation between this class of domains and
pes highlighted in [33] allows one to conclude the proof. For instance, in Fig. 1(right) one
can find the canonical pes for the event structure on the left.

The canonical pes associated with an event structure can always be folded to the original
event structure.

I Lemma 3.15 (unfolding event structures to pes’s). Let E be an event structure. Define a
function φE : P(E)→ E, for all H ∈ Hist(E) by φE(H) = x if H ∈ Hist(x) for x ∈ E. Then
φE is a folding.

We next show that any morphism from a pes to an event structure E factorises uniquely
through the pes P(E) associated with E (categorically, φE is cofree over E). The same applies
to foldings and it will be useful to relate foldings in E with foldings in P(E).
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I Lemma 3.16 (cofreeness of φE). Let E be an event structure, let P′ be a pes and let f :
P′ → E be an event structure morphism. Then there exists a unique morphism g : P′ → P(E)
such that f = φE ◦ g.

P(E) E

P′

φE

f
g

Moreover, when f is a folding then so is g.

I Remark 3.17. Lemma 3.16 means that the category PES of prime event structures is a
coreflective subcategory of ES, i.e., P : ES→ PES can be seen as a functor, right adjoint
to the inclusion I : PES → ES. Moreover, P restricts to a functor on the subcategory of
foldings, P : ESf → PESf , where an analogous result holds.

We conclude that all foldings between event structures arise from foldings of the associated
pess. Given that PES is a coreflective subcategory of ES and foldings can be seen as open
maps, this result (and also the fact that morphisms φE are foldings) can be derived from [18,
Lemma 6]. More details on this can be found in the extended version [6].

I Proposition 3.18 (folding through pes’s). Let E,E′ be event structures. For all morphisms
f : E→ E′ consider P(f) : P(E)→ P(E′) defined by P(f)(H) = f(H). Then f is a folding iff
P(f) is a folding.

4 Foldings for Prime Event Structures

Motivated by the fact that foldings on general poset event structures always arise from
foldings of the corresponding canonical pess, in this section we study foldings in the class of
pess. We provide a characterisation and show that also pess always admit a least quotient.

Since foldings are special morphisms, we first provide a characterisation of pes morphisms.

I Lemma 4.1 (pes morphisms). Let P and P′ be pess and let f : P → P ′ be a function on
the underlying sets of events. Then f is a morphism iff for all x, y ∈ P
1. λ′(f(x)) = λ(x);
2. f(bxc) = bf(x)c; namely (a) for all z′ ∈ P′, if z′ ≤ f(x) there exists z ∈ P such that

z ≤ x and f(z) = z′ (b) if z ≤ x then f(z) ≤ f(x);
3. (a) if f(x) = f(y) and x 6= y then x#y and (b) if f(x)#f(y) then x#y.

These are the standard conditions characterising (total) pes morphisms (see, e.g., [33]),
with the addition of condition (2b) that is imposed to ensure that configurations are mapped
to isomorphic configurations, as required by the notion of (strong) morphism (Definition 3.1).

We know that not all pes morphisms are foldings. We next identify some additional
conditions characterising those morphisms which are foldings. Given a relation r⊆ X ×X
and Y,Z ⊆ X we write Y r∀ Z if for all y ∈ Y and z ∈ Z it holds y r z. Singletons are
replaced by their only element, writing, e.g., y r∀ Z for {y} r∀ Z.

I Theorem 4.2 (pes foldings). Let P and P′ be pess and let f : P → P′ be a morphism.
Then f is a folding if and only if it is surjective and for all X,Y ⊆ P, x, y ∈ P, y′ ∈ P′
1. if x#∀f−1(y′) then f(x)#y′;
2. if a(X ∪ {x}), a(Y ∪ {y}), a(X ∪ Y ) and f(x) = f(y) then there exists z ∈ P such that

f(z) = f(x) and a(X ∪ Y ∪ {z}).
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The notion of folding on pess turns out to be closely related to that of abstraction
homomorphism for pess introduced in [12] for similar purposes. More precisely, abstraction
homomorphisms can be characterised as those pes morphisms additionally satisfying condition
(1) of Theorem 4.2, while they do not necessarily satisfy condition (2). Their more liberal
definition with respect to foldings can be explained by the fact that they are designed to
work on a subclass of structured pess (a formal comparison is in the extended version [6]).

The next result “transfers” the conditions characterising foldings to folding equivalences.

I Corollary 4.3 (folding equivalences for pes’s). Let P be a pes and let ≡ be an equivalence
on P. Then ≡ is a folding equivalence in FEq(P) iff for all x, y ∈ P, x 6= y, if x ≡ y then
1. λ(x) = λ(y);
2. [bxc]≡ = [byc]≡;
3. x#y.
Moreover, for all x, y ∈ P, X,Y ⊆ P
4. if x#∀[y]≡ then [x]≡#∀[y]≡;
5. if a(X ∪ {x}), a(Y ∪ {y}), a(X ∪ Y ) there exists z ∈ [x]≡ such that a(X ∪ Y ∪ {z}).

For instance, in Fig. 2, consider the equivalence ≡01 over P0 such that a1 ≡01 a2.
This produces P1 as quotient. This is not a folding equivalence since condition (4) fails:
a1#∀[b2]≡01 , but ¬(a2#b2) and thus ¬([a1]≡01#∀[b2]≡01). Instead, the equivalence ≡02 over
P0 such that a1 ≡02 a2 and b1 ≡02 b2, producing P2 as quotient, satisfies all five conditions.

When pess are finite, the result above suggests a possible way of identifying foldings:
one can pair candidate events to be folded on the basis of conditions (1)-(3) and then try to
extend the sets with condition (4)-(5) when possible. The procedure can be inefficient due to
the global flavor of the conditions. This will be further discussed in the conclusions.

We know, from Proposition 3.8, that all event structures admit a “maximally folded”
version. We next observe that the same result continues to hold in the class of pess.

I Theorem 4.4 (joining foldings on pes’s). Let P,P′,P′′ be pess and let f ′ : P → P′,
f ′′ : P → P′′ be foldings. Define E′′′ along with g′ : P′ → E′′′ and g′′ : P′′ → E′′′ as
in Proposition 3.8. Then E′′′ is a pes. As a consequence, each pes admits a uniquely
determined minimal quotient in the class of pess.

I Remark 4.5. Theorem 4.4 is a consequence of the fact that the subcategory PESf is a
coreflective subcategory of ESf and thus it is closed under colimits.

In passing, we note that in the class of fess the existence of a unique minimal folding
is lost. In fact, consider Fig. 3. It can be easily seen that F1 and F2 are different minimal
foldings of F0. In particular, merging the three d-labelled events as done in F3 modifies the
behaviour. In fact, in F3, the event d012 is not enabled in C = {a} since c ≺ d012 and no
event in C is in conflict with c. Instead, in F0, the event d0 is clearly enabled from {a}.
Existence of a unique minimal folding could be possibly recovered by strengthening the
notion of folding. Note, however, that this would be against the spirit of our work where
the notion of folding is not a choice. Rather, after having assumed hhp-bisimilarity as the
reference behavioural equivalence, the notion of folding is essentially “determined” as a
quotient (surjective function) that preserves the behaviour up to hhp-bisimilarity.

5 Conclusions

We studied the problem of minimisation for poset event structures, a class that encompasses
many stable event structure models in the literature, taking hereditary history preserving
bisimilarity as reference behavioural equivalence. We showed that a uniquely determined
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minimal quotient always exists for poset event structures and also in the subclass of pess.
We showed that foldings between general poset event structures arise from foldings of
corresponding canonical pess. Finally, we provided a characterisation of foldings of pess.

We believe that, besides its original motivations from the setting of business process
models and its foundational interest, this work can be of help in the study of minimisation,
under a true concurrent equivalence, of operational models which can be mapped to event
structures, like transition systems with independence or Petri nets.

As underlined throughout the paper, our theory of folding has many connections with
the literature on event structures. The idea of “unfolding” more expressive models to prime
algebraic domains and pess has been studied by many authors (e.g., in [26, 24, 28, 30, 9]).
The same can be said for the idea of refining a single action into a complex computation
(see, e.g., [29] and references therein). Instead, the problem of characterising behaviour-
preserving quotients of event structures has received less attention. We already commented
on the relation with abstraction homomorphisms for pess [12], which capture the idea of
behaviour-preserving abstraction but only in a subclass of structured pess. In some cases,
given a Petri net or an event structure a special transition system can be extracted, on which
minimisation is performed. In particular, the paper [23] proposes an encoding of safe Petri
nets into causal automata, preserving hp-bisimilarity. Such automata can be transformed
into a standard labelled transition systems, which in turn can be minimised. However, in
this way, the correspondence with the original events is lost.

The notion of behaviour-preserving function has been given an elegant abstract charac-
terisation in terms of open maps [18]. We mentioned the possibility of viewing our foldings
as open maps and we observed that various results admit a categorical interpretation (see
also [6]). This gives clear indications of the possibility of providing a general abstract view of
the results in this paper, something which represents an interesting topic of future research.

The characterisation of foldings on pess can be used as a basis to develop, at least in the
case of finite structures, algorithms for the construction of behaviour preserving quotients.
The fact that conditions for folding refer to sets of events might make the minimisation
procedure very inefficient. Identifying suitable heuristics and investigating the possibility of
having more “local” folding conditions are interesting directions of future work.

Although not explicitly discussed in the paper, by considering elementary foldings, i.e.,
foldings that just merge a single set of events, one can indeed determine some more efficient
folding rules. This is essentially what is done for aess and fess in [2]. However, restricting
to elementary foldings is limiting, since it can be seen that general foldings cannot be always
decomposed in terms of elementary ones (e.g., it can be seen that in Fig. 2, the folding
f02 : P0 → P2 cannot be obtained as the composition of elementary foldings).

When dealing with possibly infinite event structures one could try to devise reduction
rules acting on some finitary representation and inducing foldings on the corresponding event
structure. Note, however, that working, e.g., on finite safe Petri nets, the minimisation
procedure would be necessarily incomplete, given that hhp-bisimilarity is undecidable [19].
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Abstract
Traditional concurrent games on graphs involve a fixed number of players, who take decisions
simultaneously, determining the next state of the game. In this paper, we introduce a parameterized
variant of concurrent games on graphs, where the parameter is precisely the number of players.
Parameterized concurrent games are described by finite graphs, in which the transitions bear regular
languages to describe the possible move combinations that lead from one vertex to another.

We consider the problem of determining whether the first player, say Eve, has a strategy to ensure
a reachability objective against any strategy profile of her opponents as a coalition. In particular
Eve’s strategy should be independent of the number of opponents she actually has. Technically, this
paper focuses on an a priori simpler setting where the languages labeling transitions only constrain
the number of opponents (but not their precise action choices). These constraints are described as
semilinear sets, finite unions of intervals, or intervals.

We establish the precise complexities of the parameterized reachability game problem, ranging
from PTIME-complete to PSPACE-complete, in a variety of situations depending on the contraints
(semilinear predicates, unions of intervals, or intervals) and on the presence or not of non-determinism.
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1 Introduction

Parameterized verification. The generalisation and everyday usage of, for example, cloud
computing and blockchains technology, calls for the verification of algorithms running on
distributed systems. Concrete examples are consensus and leader-election algorithms, but also
coherence protocols, etc. This explains the recent interest of the model-checking community
for the verification of systems composed of an arbitrary number of agents [10, 5].

Verifying algorithms running on distributed systems for all possible number of agents at
once calls for symbolic techniques. These are generic, and compare favorably –in terms of
complexity– to applying standard verification techniques on a given instance with a fixed
large number of agents. Therefore, beyond its original goal of verifying systems independently
of the number of agents, parameterized verification can also be more efficient than standard
verification for large systems. In the last 15 years, parameterized verification algorithms were
successfully applied to various case studies, such as data-consistency for cache coherence
protocols in uniform memory access multiprocessors [9], and the core of simple reliable
broadcast protocols in asynchronous systems [13].
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31:2 Concurrent Parameterized Games

Multiplayer concurrent games. In parallel, for multi-agents systems, the AI and model-
checking communities traditionally use concurrent games on graphs to model the complex
interactions between agents [1, 2]. An arena for n players is a directed graph where the
transitions are labeled by n-tuples of actions. At each vertex of the graph, the n players
select simultaneously and independently an action, and the next vertex is determined by the
combined move consisting of all the actions. Most often, one considers infinite duration plays,
that is plays generated by iterating this process forever. Concepts studied on multiplayer
concurrent games include some borrowed from game theory, such as winning strategies (see
e.g. [1]), rationality of players (see e.g. [11]), Nash equilibria (see e.g. [17, 6]).

Concurrent games with a parameterized number of players. The purpose of the current
paper is to settle the foundations of concurrent games involving a parameterized number
of players, paving the way to the modelling and verification of interactions involving an
arbitrary number of agents. We envision that such games may later have applications in a
variety of contexts, such as telecommunications and distributed algorithms. The conclusion
presents a simple coordination game, and one of our long-term objectives is to solve the
distributed synthesis problem of such games.

Generalising concurrent games to a parameterized number of agents can be done by
replacing, on edges of the arena, tuples representing the choice of each of the agents by
languages of finite yet a priori unbounded words. It seems natural to first consider regular
languages, represented by regular expressions. For instance the label a+ represents that all
players choose action a, while ab+ is the situation where the first player chooses a, while all
other players play b. Such a parameterized arena can represent infinitely many interaction
situations, one for each possible number of agents. In parameterized concurrent games, the
agents do not know a priori the number of agents participating to the interaction. Each
player observes the action it plays and the vertices the play goes through. These pieces of
information may refine the knowledge each player has on the number of involved agents.

Figure 1 presents a first example of a parameterized arena. This arena represents a
situation where the players need to figure out the parity of their number in order to make
a correct decision (action b if there is an even number of players, and c otherwise). Here,
players can collectively reach the target vertex v4: they all play a in the two first steps, and
from v3, if the play went through v1 (resp. v2), they all play b (resp. c).

v0

v1

v2

v3

v4

v5

(aa
)+

a(aa) +

a ≥2

a
≥2

(bb
)+

c(c
c)
+

(cc) +
b(bb) +

Figure 1 Example of a parameterized arena.

As for traditional concurrent games, one can consider natural questions such as, for
instance, the distributed synthesis problem as in the above example, or the existence and
computation of Nash equilibria. To start with, we consider a simpler decision problem:
the first player, called Eve, is distinguished, and the question is whether she can ensure
a reachability objective against the coalition of the other players, not knowing a priori
the number of her opponents. She therefore must play uniformly, whatever the number of
opponents she has. To simplify the exposition, we assume that the languages on transition



N. Bertrand, P. Bouyer, and A. Majumdar 31:3

of the arena are particularly simple: they only constrain the number of opponents Eve has.
However, as discussed in Section 4, this simpler setting is not restrictive for the decision
problem we consider.

Contributions. After the definition of the parameterized game setting, the main contribution
of this paper is the resolution of the so-called parameterized reachability game problem, with
tight complexity bounds. We distinguish several cases, depending on whether arenas are
deterministic or not, and on whether constraints on the number of opponents are intervals,
finite unions of intervals, or semilinear sets.

The existence of a uniformly winning strategy for Eve reduces to the resolution of the
knowledge game, a two-player reachability turn-based game. The latter is a priori exponential
in the size of the original arena, since vertices include the knowledge Eve has on the possible
number of her opponents, and this exponential blowup is unavoidable. Yet, when constraints
are only intervals, the knowledge game is only of polynomial size. In this particular case, we
prove the parameterized game problem to be PTIME-complete. For finite unions of intervals,
and when the parameterized arena is deterministic, we show that if Eve has a winning
strategy, she has one that can be represented by a polynomial size strategy tree. This small
model property, together with the encoding of 3SAT allows us to prove the problem to
be NP-complete. Finally, for finite unions of intervals and non-deterministic arenas, or for
semilinear sets (with no assumption of non-determinism) the parameterized game problem
is PSPACE-complete. The lower bound is obtained by a reduction from QBF-SAT, while
the upper bound derives from a depth-first search algorithm on an exponential size tree,
non-trivially extracted from the knowledge game. All the complexities are summarized in
Table 1, on page 6.

Related work. Up to our knowledge, this contribution is the first to introduce and study
a model of concurrent games with a parameterized number of players. Our model of
parameterized concurrent games mixes interactions and an arbitrary number of agents. As
far as we are aware, only a couple of other works in parameterized verification have defined
a game semantics, and they all largely differ from the current setting. First, to study
broadcast networks of many identical Markov decision processes, broadcast networks of
two-player games were introduced [4]. There, the behaviour of each agent is the same and
is described by a two-player turn-based game. Second, a control problem for an arbitrary
size population of identical agents was studied in [3]. In that work, a controller plays
against a parameterized number of agents, similarly to Eve playing against an unknown
number of opponents. However, in contrast to our parameterized games, in the population
control problem, the semantics is a turn-based game, and, most importantly, the arena is not
centralized.

2 Game setting

We first introduce parameterized arenas, which form a simple setting for modelling games
with a parameterized number of players. In such arenas, edges are labeled with sets of pairs
(a, k) for a an action of Eve, and k a number of opponents. We discuss in Section 4 how a
natural extension of concurrent games to a parameterized number of players, with regular
languages on edges, reduces to this simpler setting. In the whole paper, we denote by N the
set of natural numbers (including 0) and write N>0 for the set of positive natural numbers.

FSTTCS 2019
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I Definition 1. A parameterized arena is a tuple A = 〈V,Σ,∆〉 where
V is a finite set of vertices;
Σ is a finite set of actions;
∆ : V × Σ× N>0 → 2V is the transition function.

The arena is deterministic if for every v ∈ V , and every pair (a, k) ∈ Σ×N>0, there is at
most one vertex v′ ∈ V such that v′ ∈ ∆(v, a, k). Action a ∈ Σ is enabled at vertex v if there
exists k ∈ N>0 such that ∆(v, a, k) 6= ∅. The arena is assumed to be complete for enabled
actions: for every v ∈ V , if a is enabled at v, then for all k ∈ N>0, ∆(v, a, k) 6= ∅. This
assumption is natural: Eve does not know how many opponents she has, and the successor
vertex must exist whatever that number is. Given a predicate P ⊆ N>0, ∆(v, a, P ) is a
shorthand for

⋃
k∈P ∆(v, a, k).

Further, for any v, v′ ∈ V and a ∈ Σ, we introduce the following notation to represent the
set of number of opponents that can lead from v to v′ under action a of Eve: ∇(v, a, v′) =
{k ∈ N>0 | v′ ∈ ∆(v, a, k)}. Finally, we write E = {(v, a, v′) | ∃k ∈ N>0, v

′ ∈ ∆(v, a, k)} for
the set of edges of the arena.

v0

v1

v2

v3

v4

v5

a,
=1

a,6=1

a

a

a,
=1

b, 6=
1

b,=1
a, 6=1

Figure 2 Example of a parameterized reachability game.

I Example 2. An example of a deterministic parameterized reachability game is presented
in Figure 2, with V = {v0, . . . , v5}, Σ = {a, b}. Here and in other pictures, we use constraints
to represent the transition function: for instance, the label ‘a,= 1’ on the transition from v0
to v1 represents ∆(v0, a, 1) = {v1}, and the label ‘a, 6= 1’ means that for every k 6= 1 (that is,
k ≥ 2), ∆(v0, a, k) = {v2}, or simply ∆(v0, a, 6= 1) = {v2}. Moreover, we omit the constraint
if it is trivial e.g., for every k ∈ N>0, ∆(v1, a, k) = {v3}. On that example, action a is the
only enabled action at vertices v0, v1 and v2, and both a and b are enabled at v3. Also
(v0, a, v1) is an example of edge. Finally, ∇(v3, a, v4) = {1} and ∇(v3, b, v4) = [2,∞).

Let k ∈ N>0. A k-history, for a coalition composed of k opponents of Eve, is a finite
sequence v0a0 · · · vi ∈ (V ·Σ)∗ ·V such that for every j < i, vj+1 ∈ ∆(vj , aj , k) (or equivalently
k ∈

⋂
j<i∇(vj , aj , vj+1)). A history in A is a k-history for some k ∈ N>0. We note Hist(k)

(resp. Hist) for the set of k-histories (resp. histories) in G. Similar notions of a k-play and a
play are defined for infinite sequences.

I Definition 3. A strategy for Eve from v in A is a mapping σ : Hist→ Σ that associates
to every history hv′ ∈ Hist an action σ(hv′) which is enabled at v′. Further, σ is memoryless
whenever for every hv′, h′v′ ∈ Hist, σ(hv′) = σ(h′v′).

A strategy for Eve is applied with no prior information on the number of her opponents.
Given a strategy σ, an initial vertex v and k ∈ N>0 a number of opponents, we define
the outcome Out(σ, v, k) as the set of plays that σ induces from v when Eve has exactly k
opponents. Formally, Out(σ, v, k) is the set of all k-plays ρ = v0a0v1a1v2 · · · such that v = v0,
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and for all i ≥ 0, σ(v0a0 · · · vi) = ai and vi+1 ∈ ∆(vi, ai, k). The completeness assumption
ensures that the set Out(σ, v, k) is not empty. Finally, Out(σ) is the set of all possible plays
induced by σ from v: Out(σ, v) =

⋃
k≥1 Out(σ, v, k).

Given an arena A = 〈V,Σ,∆〉, a target vertex t ∈ V defines a reachability game G = (A, t)
for Eve. A strategy σ for Eve from v in the reachability game G = (A, t) is winning if all
plays in Out(σ, v) eventually reach t. If there exists a winning strategy from v, then we say
that v belongs to the winning region of Eve.

I Example 4. Resuming Example 2, one can show that Eve has a winning strategy σ from
v0 to reach the target v4 defined by σ(v0) = σ(v0av1) = σ(v0av2) = a, σ(v0av1av3) = a and
σ(v0av2av3) = b. Intuitively, the decision at vertex v3 depends on whether the play went
through v1 –in this case Eve deduces that she has a single opponent– or v2. Note that no
memoryless strategy is winning for Eve: if she always chooses a at v3, she is losing against
more than 1 opponents; and similarly for b. The winning region for Eve is {v0, v4}.

The purpose of this paper is to establish the complexity of the following decision problem:

Parameterized reachability game problem
Input: A parameterized reachability game G = (A, t) and an initial vertex v.
Question: Does Eve have a winning strategy from v in G?

For algorithmic reasons, we assume the transition function ∆ of A can be described
in a finite way. More precisely, the sets ∇(v, a, v′) for v, v′ ∈ V and a ∈ Σ should be
simple enough.

We first consider constraints described by closed intervals (since we deal with sets of
natural numbers, it is no restriction to assume intervals to be closed) or finite unions of closed
intervals. If [a, b] (resp. [a,∞)) is an interval, then we say a is a left endpoint and b (resp.
∞) is a right endpoint. As a complexity parameter, we use #endpointsA, the number of
endpoints used in constraints in A. All the complexities will be functions of this parameter,
independently of the precise values of the endpoints.

More generally, we also consider semilinear predicates over N. A simple example of a
semilinear predicate is the predicate “divisible by p”, where p ∈ N>0. W.l.o.g. we assume
semilinear sets are given as finite unions of ultimately periodic sets of integers. A set S ⊆ N
is ultimately periodic if there exist a threshold t ∈ N and a period p ∈ N such that for all
a, b ∈ N with a, b ≥ t and a ≡ b mod p, we have a ∈ S iff b ∈ S. For complexity issues,
all constants are assumed to be represented in binary. In that context, as a complexity
parameter, we use #predA, the number of predicates used on edges of A.

3 Resolution of the parameterized reachability game problem

In this section, we study the complexity of the parameterized reachability game problem.

I Theorem 5. The complexity of the parameterized reachability game problem is stated in
Table 1.

Note that the complexities for constraints given as (finite unions of) intervals are in-
dependent of values of endpoints used in the constraints. When constraints are given as
semilinear sets, the complexity does depend on #predA as well as the size of the encodings
of the semilinear sets.

The rest of this section is devoted to proving these complexity results. To do so, we
start with defining a finite two-player game abstraction, the knowledge game, which precisely
captures the partial-information aspect of our parameterized game model.
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Table 1 Complexity of the parameterized reachability game problem.

Deterministic arenas Non-deterministic arenas
C
on

st
ra
in
ts Intervals PTIME-complete

Finite unions of intervals NP-complete PSPACE-complete

Semilinear sets PSPACE-complete

3.1 The knowledge game
From a parameterized reachability game, we construct a standard two-player turn-based
game. We do not recall this notion here, and refer to [12, Chap. 2] for it.

I Definition 6. Let G = (A, t) be a parameterized game, with A = 〈V,Σ,∆〉. The knowledge
game associated with G is the two-player turn-based reachability game KG = (VE∪VA,∆K, F ),
between Eve and Adam, such that VE ⊆ V ×2N>0 and VA ⊆ VE×Σ are Eve and Adam vertices,
respectively; ∆K ⊆ (VE×VA)∪(VA×VE) is the edge relation; and F = VE∩{(t,K) | K ⊆ N>0}
is the set of target vertices. They are defined inductively by
{(v,N>0) | v ∈ V } ⊆ VE;
∀(v,K) ∈ VE, ∀a ∈ Σ enabled at v, (v,K, a) ∈ VA and

(
(v,K), (v,K, a)

)
∈ ∆K;

∀(v,K, a) ∈ VA, ∀v′ ∈ V such that K ∩ ∇(v, a, v′) 6= ∅, (v′,K ∩ ∇(v, a, v′)) ∈ VE and(
(v,K, a), (v′,K ∩∇(v, a, v′))

)
∈ ∆K;

A strategy for Eve in KG is a function λ : (VE · VA)∗ · VE → VA compatible with ∆K. We
borrow standard notions of outcomes and winning strategies from the literature.

It is not hard to see that the game KG is finite. Indeed, one can show by induction
that every Eve’s vertex (v,K) (hence every Adam’s vertex (v,K, a)) is such that K is an
intersection of finitely many sets of the form ∇(v′, a, v′′) or N>0.

I Example 7. Figure 3 represents the knowledge game associated with the parameterized
game from Example 2. Circle vertices belong to Eve, and rectangle ones to Adam. In this
two-player game, Eve has a winning strategy from (v0,N>0) to reach the doubly-circled
target vertices.

v0,N>0 v0,N>0,a

v1,=1

v2,6=1

v1,=1,a

v2,6=1,a

v3,=1

v3,6=1

v3,=1,a

v3,=1,b

v3, 6=1,a

v3, 6=1,b

v4,=1

v5,=1

v4,6=1

v5,6=1

Figure 3 Knowledge game for the example of Figure 2.

We now investigate the size of KG , that the number of its vertices and edges, w.r.t.
the complexity measures we introduced for the parameterized game G. Note that the size
only might not reflect the complexity of building the knowledge game, in particular when
constraints are given as semilinear predicates (one for instance needs to check emptiness of
intersections of predicates); we discuss this further in the proof of Proposition 11.
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I Lemma 8. For G = (A, t) a parameterized game with A = 〈V,Σ,∆〉, the size of the
associated knowledge game KG is polynomial in both |V | and |Σ|, and
1. exponential in #predA, for constraints defined by semilinear predicates;
2. exponential in #endpointsA, for constraints defined by finite unions of intervals; and
3. polynomial in #endpointsA, for constraints defined as intervals.
Furthermore, the exponential blowup is unavoidable in the two first cases.

Proof. By definition, all pairs (v,N>0) for v ∈ V belong to VE representing that Eve has
no initial knowledge of the number of her opponents. Further knowledge sets for vertices in
KG are obtained by taking the intersection of existing knowledge sets with sets of the form
∇(v, a, v′).

Therefore, when constraints in the arena are given by semilinear predicates, the number
of knowledge sets is bounded by 2#predA . Hence |VE | ≤ 2#predA |V | and |VA| ≤ 2#predA |V ||Σ|,
yielding an overall exponential bound on |KG |. Note that it is exponential in the number of
predicates, but not in the size of their encodings.

When constraints are defined by finite unions of intervals, the number of knowledge sets is
bounded by 3#endpointsA . Indeed, a finite union of intervals can be encoded by a word on the
alphabet formed of the set of endpoints, with a repetition for singletons; for instance, if E =
{2, 5, 8, 11, 17, 23,∞}, writing ai for the i-th letter of E, [2, 8] ∪ {11} ∪ [17,∞) is represented
by the string a1a3a4a4a5a7. Hence |VE | ≤ 3#endpointsA |V | and |VA| ≤ 3#endpointsA |V ||Σ|,
yielding an overall exponential bound on |KG |. Note that it is exponential in the number of
endpoints, but not in the size of their encodings.

Finally, when constraints are defined by intervals, a better upper bound can be obtained.
All knowledge sets in KG are intervals whose endpoints appear in the constraints of A.
There can be at most #endpoints2

A such intervals, so that |VE | ≤ #endpoints2
A|V | and

|VA| ≤ #endpoints2
A|V ||Σ|, yielding an overall polynomial bound on |KG |.

v0

v1 v′1

v2 v′2

vn v′n

t

a1

b,
6=1

b,=1

a2 b,=2

b,6=2

a
n

b,=n

b, 6=n

b

b

b

...

...

Figure 4 A deterministic game Gn (n ∈ N>0), whose size is polynomial in n and whose knowledge
game is exponential in n.

The exponential upper bound is reached by the family (Gn)n∈N>0 of deterministic para-
meterized games depicted on Figure 4, and for which the constraints are unions of intervals
(a particular case of semilinear predicates). Both the number of endpoints, and the number
of predicates are linear in n. The associated knowledge game has vertices (v0,K) for every
non-empty subset K of {1, . . . , n}. Indeed, intuitively, from vertex (v0,K) in KGn

, for any
k ∈ K, the successor vertex in two steps by ak and b, in case the number of opponents is not
k, is the vertex (v0,K \ {k}). Thus |Gn| ∈ O(n) and |KGn

| ∈ O(n2n). J
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We now state the correctness of the knowledge game construction:

I Theorem 9. Eve has a winning strategy σ from v0 in G if and only if she has a winning
strategy λ from (v0,N>0) in KG.

Proof sketch. There is a correspondence between histories in G and KG . Every history h =
v0a0v1 · · · vi in G, can be lifted to the history κ(h) = (v0,K0)(v0,K0, a0)(v1,K1) · · · (vi,Ki)
in KG where: K0 = N>0, and for every 1 ≤ j ≤ i, Kj = Kj−1 ∩∇(vj−1, aj−1, vj). Note that
κ(h) is well-defined since, by definition of a history, Ki is not empty. Conversely, any history
H = (v0,K0)(v0,K0, a0)(v1,K1) · · · (vi,Ki) in KG projects to ι(H) = v0a0v1 · · · vi which is a
history in G. Moreover, for every k ∈ Ki, ι(H) is a k-history in G. Using κ and ι, one can
easily lift winning strategies from G to KG and, vice versa project winning strategies from
KG to G, to prove the desired equivalence. J

3.2 The simple case of intervals
I Proposition 10. When constraints are intervals, the parameterized reachability game
problem is PTIME-complete.

When constraints are intervals only, the knowledge game is polynomial in the size of the
parameterized arena (see Lemma 8) and it can be computed in polynomial time. Hence
the parameterized reachability game problem is in PTIME. It is moreover complete for this
class, since two-player reachability games are PTIME-hard (by straightforward reduction
from the CIRCUIT-SAT problem). We thus obtain the above complexity result, independently
of whether the arena is deterministic or not.

3.3 General PSPACE upper bound
I Proposition 11. The parameterized reachability game problem is in PSPACE when con-
straints are given as finite unions of intervals or semilinear sets.

Proof sketch. To prove this result, we rely on the knowledge game construction, which has
been proven correct for the existence of winning strategies (see Theorem 9). Let G = (A, t) be
a parameterized reachability game, and v0 be an initial vertex. We show that one can decide
in polynomial space in the size of G whether Eve has a winning strategy from (v0,N>0) in KG .

For each vertex (v,K) ∈ VE of Eve in KG , we define a reachability game KG [v,K], which
is the restriction of KG to vertices (v′,K, a) and (v′,K ′) that are reachable from (v,K) via
vertices with same knowlege set K only. Formally, KG [v,K] is the restriction of KG to the
following sets of vertices, defined inductively:

V 0
E = {(v,K)}
V iA = {(v′,K, a) | v′ 6= t and (v′,K) ∈ V iE and

(
(v′,K), (v′,K, a)

)
∈ ∆G}

V i+1
E = {(v′,K ′) | ∃(v′′,K, a) ∈ V iA s.t.

(
(v′′,K, a), (v′,K ′)

)
∈ ∆G}

Notice that in KG [v,K], all Adam vertices have knowledge set K. Also Eve vertices
(v′,K ′) with knowledge K ′ ( K or with v′ = t have no successors: we refer to them as the
output vertices of KG [v,K]. We write O[v,K] for the set of such vertices.

The game KG [v,K] is polynomial in the size of G. Indeed, there are at most (|Σ|+ 1)|V |
many Eve or Adam vertices with second component exactly K and at most |E||V | many Eve
vertices with second component strictly smaller than K. When constraints are given as finite
unions of intervals, this game can be computed in polynomial time in #endpointsA. For
semilinear sets, KG [v,K] can be computed in polynomial space in the size of the encodings
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of the predicates as finite unions of ultimately periodic sets; in particular, if P is a semilinear
predicate one needs to check whether (P ∩K) ( K (to decide whether one obtains an output
vertex of KG [v,K]). Once constructed, KG [v,K] can be solved in polynomial time in |G|
since this is a standard two-player turn-based reachability game. We use these games in
sub-routines for solving the parameterized reachability game problem.

Using the subgames KG [v,K], we consider the following exponential-size tagged tree T
defined inductively as follows: the root n0 = (v0,N>0) is the initial vertex of KG , and (v′,K ′)
is a child of (v,K) if (v′,K ′) ∈ O[v,K] is an output vertex of KG [v,K]. Our aim is to tag
each node n = (v,K) of T with Win or Lose, to reflect whether Eve has a winning strategy
from (v,K) in KG . We define the following tagging function:

tag((v,K)) =


Win if v = t

Win if Eve has a winning strategy in KG [v,K] from (v,K) to reach
the set {α ∈ O[v,K] | tag(α) = Win}

Lose otherwise.

One can show the correctness of the tagging function: tag((v,K)) = Win if and only if Eve
has a winning strategy in KG from (v,K). Finally, the root of the tree can be tagged in
polynomial space, by a a depth-first search algorithm on T (see Figure 5). The height of
T is polynomially bounded, in #endpointsA in the case of finite unions of intervals, and in
#predA in the case of semilinear predicates. Once the tag of a node has been computed, its
whole subtree can be forgotten. Therefore one can “reuse” polynomial space to repeatedly
solve the games KG [v,K] for different v and K. In the DFS tagging, the size of the stack is
at most the height of tree times the maximal number of successors of a vertex v in G. Finally
polynomial space is sufficient to store the knowledge of one node of the T . J

v0,K0,?

v1,K1,Win v2,K2,Lose v3,K3,?

v5,K5,Lose v6,K6,?

t,K9,Win v10,K10,?
...

v11,K11,?

v7,K7,? v8,K8,?

v4,K4,?

Figure 5 Illustration of the polynomial space DFS tagging algorithm: the Win/Lose tags of green
nodes have already been computed (and their subtrees have been removed); the tags of red nodes
are being computed (hence the label ‘?’); and the blue nodes are waiting to be processed (we also
use label ‘?’). For instance, before tagging (v6, K6), one needs to first compute the tag of (v10, K10)
(which is ongoing), then compute the tag of (v11, K11) (which is waiting).
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3.4 An NP upper bound for deterministic arenas when constraints are
finite unions of intervals

The previous PSPACE upper bound can be improved when the arena is deterministic and
constraints are given by finite unions of intervals.

I Proposition 12. The parameterized reachability game problem is in NP, when constraints
are finite unions of intervals and when restricting to deterministic arenas.

Proof sketch. Pick an arbitrary winning strategy σ for Eve, and consider the (labeled) tree
Tσ it induces: nodes are histories, and the children of a node are the possible next histories
(depending on the number of opponents). This tree is finite because σ is winning, and one
can add to the node label the knowledge Eve has for the corresponding history. This tree
satisfies the following properties: (i) along any path of Tσ, the number of distinct knowledge
sets is at most #endpointsA; and (ii) the knowledge at sibling nodes form a partition of the
knowledge at their parent node. The second property has the following consequence. At each
level of the tree, the knowledge of all nodes form a partition of N>0 using endpoints from
the arena description, so that the number of nodes at each level is bounded by #endpointsA.
Also, if a node has the same knowledge as its parent, it cannot have siblings. This allows to
compress linear parts of the tree, and to tranform an arbitrary winning strategy into one
whose tree is “small”, i.e. polynomial in the size of the arena. J

3.5 Lower bounds
We prove all lower bounds mentioned in Table 1. We start with the PSPACE-hardness when
constraints are finite unions of intervals and arenas are a priori non-deterministic.

I Proposition 13. When constraints are finite unions of intervals, the parameterized reach-
ability game problem is PSPACE-hard.

Proof sketch. The proof is by reduction from QBF-SAT, which is known to be PSPACE-
complete [16]. Let ϕ = ∃x1∀x2∃x3 . . . ∀x2r ·

(
C1 ∧ C2 ∧ . . . ∧ Cm

)
be a quantified Boolean

formula in prenex normal form, where for every 1 ≤ h ≤ m, Ch = `h,1 ∨ `h,2 ∨ `h,3, and for
every 1 ≤ j ≤ 3, `h,j ∈ {xi,¬xi | 1 ≤ i ≤ 2r} are the literals. From ϕ, we construct an arena
Aϕ = 〈V,Σ,∆〉 (see an illustrative example in Figure 6) as follows:

V = {v0, v1, . . . , v2r−1, v2r} ∪ {vx1 , vx̄1 , . . . , vx2r , vx̄2r} ∪ {vC1 , vC2 , . . . , vCm , vCm+1} ∪
{⊥,>}, where we identify v2r with vC1 , and vCm+1 with >.
Σ = {u, c} ∪

⋃
1≤i≤2r{ai, āi}

For every 0 ≤ s ≤ r−1, 1 ≤ i ≤ 2r, 1 ≤ h ≤ m and 1 ≤ j ≤ 3:
1. ∆(v2s, a2s+1,≥ 1) = {vx2s+1} and ∆(v2s, ā2s+1,≥ 1) = {vx̄2s+1}
2. ∆(v2s+1, u,≥ 1) = {vx2s+2 , vx̄2s+2}
3. ∆(vxi

, c, 6= 2i) = {vi} and ∆(vxi
, c,= 2i) = {>}

4. ∆(vx̄i
, c, 6= 2i−1) = {vi} and ∆(vx̄i

, c,= 2i−1) = {>}
5. ∆(vCh

, ai, 6= 2i) = {vCh+1} if `h,j = xi; ∆(vCh
, āi, 6= 2i−1) = {vCh+1} if `h,j = ¬xi

To obtain a complete arena, all unspecified transitions lead to a sink state ⊥.

From v0, a first phase consists in choosing a valuation for the variables: Eve can choose
the truth values of existentially quantified variables in vertices v2s (with actions a2s+1 for
true and ā2s+1 for false), and her opponents resolve the non-determinism of action u (u
stands for universal) to choose the truth values of universally quantified variables in vertices
v2s−1. Due to the constraints on the edges, the knowledge of Eve at vC1 contains for every
variable xi, either 2i or 2i−1 (and not both); where containing 2i (resp. 2i−1) encodes the
fact that xi has been set to false by Eve or her opponents (resp. true).
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v0 v1 v2 v3 vC1 vC2 >

vx1

vx̄1

vx2

vx̄2

vx3

vx̄3

vx4

vx̄4

a1

ā
1

u

u

a3

ā
3

u

u

c,6=2

c,
6=1

c,6=4

c,
6=3

c, 6=6

c,
6=5

c, 6=8

c,
6=7

c,=2

>

c,=4

>

c,=6

>

c,=8

>

c,=1

>

c,=3

>

c,=5

>

c,=7

>

a1,6=2

ā2,6=3

ā3,6=5

⊥

a2,6=4

a3,6=6

ā4,6=7

⊥

Figure 6 Reduction for formula ϕ = ∃x1∀x2∃x3∀x4 ·(x1∨¬x2∨¬x3)∧(x2∨x3∨¬x4). Knowledge
of Eve at vC1 contains for every variable xi, either 2i or 2i−1 (and not both); containing 2i (resp.
2i−1) encodes that xi has been set to false (resp. true).

From vC1 a second phase starts where one checks whether the generated valuation makes
all clauses in ϕ true. Sequentially, Eve chooses for every clause a literal that makes the clause
true and these choices must be consistent with the first phase. To enforce this, plays with
2i−1 and 2i opponents check the consistency of the assignment for variable xi. For instance,
if action ai (encoding xi set to true) against 2i−1 opponents leads from vCh

to vCh+1 , this
means that vxi was visited, hence that xi was set to true. On the contrary, if vxi was not
visited, hence xi was set to false, then against 2i−1 opponents, action ai will lead to ⊥. The
role of āi is dual; it encodes assigning false to xi, and will be checked with plays against 2i
opponents.

The above reduction ensures the following equivalence: Eve has a winning strategy in the
parameterized game Gϕ = (Aϕ,>) if and only if ϕ is true. J

Note that the reduction can also be done with only three actions, which is the maximal
number of enabled actions from any vertex. The reduction uses unions of intervals (due
to 6= i constraints). Finally the arena is non-deterministic at each vertex corresponding to
universal quantifiers in ϕ. We extend this reduction in two ways to get rid of nondeterminism.
First, instead of QBF-SAT, one can encode 3SAT (which is known to be NP-complete [8])
and obtain a deterministic parameterized game:

I Corollary 14. When constraints are finite unions of intervals, and arenas are deterministic,
the parameterized reachability game problem is NP-hard.

Second, increasing the expressive power of predicates can encode universal quantifiers
without nondeterminism:

I Proposition 15. When constraints are semilinear sets and arenas are deterministic, the
parameterized reachability game problem is PSPACE-hard.

Proof sketch. We slightly modify the construction of the proof of Proposition 13 as shown
on Figure 7. For every 1 ≤ i ≤ 2r, pi is the i-th prime number, and Pi the semilinear
predicate “is a multiple of pi”.

Intuitively, at the end of the first phase, the truth value of variable xi is witnessed by the
fact that the set of possible number of opponents is a multiple of pi if xi is set to true (that
is Pi is satisfied), and it is not a multiple of pi if xi is set to false (that is, ¬Pi is satisfied).
The rest of the proof is identical to that of Proposition 13. J
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v0 v1 v2 v3 vC1 vC2 >

vx1

vx̄1

vx2

vx̄2

vx3

vx̄3

vx4

vx̄4

a1
,P

1

ā
1 ,¬
P
1

u,
P2

u,¬
P
2

a3
,P

3

ā
3 ,¬
P
3

u,
P4

u,¬
P
4

a1,¬P1

>

ā1,P1

>

a3,¬P3

>

ā3,P3

>

a1,P1

ā2,¬P2

ā3,¬P3

⊥

a2,P2

a3,P3

ā4,¬P4

⊥

Figure 7 Reduction for formula ϕ = ∃x1∀x2∃x3∀x4 · (x1∨¬x2∨¬x3)∧ (x2∨x3∨¬x4). Predicate
Pi is “divisible by i-th prime number”.

4 Discussion: Beyond the number of players

Our model of parameterized game, with constraints on the number of opponents for Eve, is
actually a simplification of a general concurrent game model, where the number of players is a
parameter. This general model, motivated in introduction, is an extension of the multiplayer
concurrent games of [2], where tuples of actions are replaced with languages.

I Definition 16. A language-based parameterized arena is a tuple AL = 〈V,Σ,∆L〉 where
V is a finite set of vertices;
Σ is a finite set of actions;
∆L : V × Σ≥2 → 2V is the transition function.

The fact that Eve has at least one opponent explains the term Σ≥2 in the transition function.
We assume that for every (v, v′) ∈ V 2, ∇L(v, v′) def= {w ∈ Σ≥2 | v′ ∈ ∆L(v, w)} is regular.
Figure 1 in introduction provides an example of a language-based parameterized arena.

The game is then played as follows, when k+1 is the number of players, called Eve, Adam1,
. . . , Adamk: from vertex v, each of the players select simultaneously and independently an
action in Σ; concatenating all the letters (Eve first, and then all Adams’ actions), it forms a
word w; the next vertex of the game is then one of the vertices v′ in ∆L(v, w); the game then
resumes from vertex v′. Strategies for Eve, and outcomes can be defined similarly to that of
parameterized arenas in Section 2. The language-based parameterized game problem is then
to decide whether Eve has a strategy that is winning against any number of opponents:

Language-based parameterized reachability game problem
Input: A language-based parameterized reachability game G = (A, t) and a vertex v.
Question: Does Eve have a winning strategy from v in G?

Language-based parameterized arenas generalize parameterized arenas: one can for
instance replace rules of the form v′ ∈ ∆(v, a, k) in a parameterized arena by v′ ∈ ∆L(v, aΣk)
to construct a language-based parameterized arena, preserving the winning region for Eve.
For our problem of existence of a winning strategy for Eve, the reduction in the other
direction also holds:

I Proposition 17. The language-based parameterized reachability game problem reduces in
polynomial time to the parameterized reachability game (with semilinear predicates).
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Proof sketch. From a language-based parameterized arena, one can obtain an equivalent one
(i.e. preserving the winning region for Eve) by first taking a left quotient of languages by any
possible letter, and then projecting the obtained languages to lengths of words. Describing
the reduction is simpler with the ∇ functions (and equivalent to using the ∆ ones). We
set ∇(v, a, v′) = {|u| | u ∈ a−1∇L(v, v′)}, where a−1∇L(v, v′) is the left quotient by a of
∇L(v, v′). Since ∇L(v, v′) is regular, the set ∇(v, a, v′) is semilinear [15]. Moreover, one can
compute in polynomial time a representation for ∇(v, a, v′) as a union of polynomially many
ultimately periodic sets, with a polynomial encoding [7, 14]. Clearly enough this polynomial
time reduction preserves the winning region for Eve. J

Thanks to Proposition 17, and using Propositions 11 and 15 we obtain the precise
complexity of the language-based parameterized reachability game problem:

I Theorem 18. The language-based parameterized reachability game problem is PSPACE-
complete.

5 Conclusion

In this paper, we introduce parameterized concurrent reachability games as a natural extension
of the traditional concurrent games, where the number of players is unknown a priori. We
consider different variants of a parameterized arena where the constraints on the number of
opponents can be represented by intervals, finite unions of intervals, or semilinear sets. We
have shown the existence of a uniform winning strategy for the first player to be PSPACE-
complete in the general case, NP-complete when the arena is deterministic and the constraints
are unions of intervals, and PTIME-complete when restricting to intervals only.

In this paper, we focused on reachability objectives. However the knowledge game
approach also applies to more general objectives, like Büchi or parity, and even for quantitative
objectives such as mean-payoff objectives. There is indeed a tight connection between
strategies in the original game and strategies in the knowledge game, making the knowledge
game abstraction correct for a variety of objectives. We plan to investigate complexity issues
for objectives beyond reachability.

In future work, we also wish to investigate further this parameterized games model. In
particular, it will be interesting to consider standard game theory concepts such as Nash
equilibria. Also, to solve coordination problems, we will look for algorithms to synthesize
strategies for all the players to achieve a global common goal. The figure below presents a
simple coordination game, where we assume each player has a distinct identifier from 1 to
some n ∈ N, and their global objective is to reach the target vertex v1.

v0 v1v2
a+bΣ≥2\(a+b+a∗ba+)

a∗ba+

If the players do not know beforehand the total number of players, but know their identifiers,
a winning strategy profile is as follows: player i plays action a for the first i−1 steps, then
plays b, and finally plays a for the remaining steps. Doing so, each player will in turn play
action b, and when the last player does, the play reaches v1. Synthesizing automatically
winning profiles in such games is one of our long-term goals.
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Abstract
We study the expected value of the window mean-payoff measure in Markov decision processes
(MDPs) and Markov chains (MCs). The window mean-payoff measure strengthens the classical
mean-payoff measure by measuring the mean-payoff over a window of bounded length that slides
along an infinite path. This measure ensures better stability properties than the classical mean-payoff.
Window mean-payoff has been introduced previously for two-player zero-sum games. As in the
case of games, we study several variants of this definition: the measure can be defined to be prefix-
independent or not, and for a fixed window length or for a window length that is left parametric. For
fixed window length, we provide polynomial time algorithms for the prefix-independent version for
both MDPs and MCs. When the length is left parametric, the problem of computing the expected
value on MDPs is as hard as computing the mean-payoff value in two-player zero-sum games, a
problem for which it is not known if it can be solved in polynomial time. For the prefix-dependent
version, surprisingly, the expected window mean-payoff value cannot be computed in polynomial
time unless P=PSpace. For the parametric case and the prefix-dependent case, we manage to
obtain algorithms with better complexities for MCs.
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1 Introduction

Markov Decision processes (MDPs) are a classical model for decision-making in stochastic
environments [16, 1]. Objectives in MDPs are formalized by functions that map infinite
paths to values. Classical examples of such functions are the mean-payoff and the discounted
sum [16]. The mean-payoff function does not guarantee local stability of the values along the
path: if the mean-value of an infinite path is v, it is possible that for arbitrarily long infixes of
the path, the mean-payoff of the infix is largely away from v. There have been several recent
contributions [8, 4, 9, 5] that address this problem. Here, we study window mean-payoff
objectives for MDPs; these objectives were first introduced in [8, 9] for two-player games.

In window mean-payoff [9], payoffs are considered over a local finite length window that
slides along the path: the objective is to ensure that the mean-payoff always reaches a given
threshold within the window length `. This is a strengthening of classical mean-payoff: for
all lengths `, and all infinite sequences π of payoffs, if π satisfies the window mean-payoff
objective for threshold v, then π has a mean-payoff of at least v. Interestingly, this additional
stability property can always be met at the cost of a small degradation of mean-payoff
performances in two-player games: whenever there exists a strategy with mean-payoff value
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Table 1 Complexity, hardness and memory requirements for solving different window objectives
for Markov decision processes and Markov chains (2-p stands for “two-player”).

MDP Markov chain
Complexity Memory Hardness Complexity

WMP polynomial (Thm. 5) polynomial 2-p DirWMP (Thm. 9) polynomial (Cor. of Thm. 5)
BWMP UP ∩ coUP (Thm. 10) memoryless 2-p Mean-payoff (Thm. 13) polynomial1 (Thm. 19)
DirWMP exponential2 (Thm. 15) exponential PSpace (Thm. 16) pseudopolynomial3 (Thm. 21)

v then for every ε > 0, there is a window length ` and a strategy that ensure that the
window mean-payoff for threshold v − ε is eventually satisfied for windows of length ` (see
Lemma 2(b) in [9]).

Here, we study how to maximize the expected value of the window mean-payoff function
f`DirWMP defined as follows: let π : N→ Z be an infinite sequence of payoffs, then

f`DirWMP(π) = sup{λ ∈ R | ∀i ∈ N : max
1≤j≤`

1
j

j−1∑
k=0

π(i+ k) ≥ λ}

i.e., it returns the supremum of all thresholds that are enforced by the sequence of payoffs
π for every window of length `. As in [13], we study natural variants: (i) when the length
of the window is fixed or it is left unspecified but needs to be bounded, and (ii) when
the window property needs to be enforced from the beginning or not (leading to a prefix-
independent variant.)

Main contributions. First, we provide an algorithm to compute the best expected value
of f`WMP (prefix-independent version with fixed window length ` - noted WMP) with a time
complexity polynomial in the size of the MDP and in ` (Theorem 5). As window mean-payoff
objectives aim at strong stability over reasonable periods of time, it is natural to assume that
` is bounded polynomially by the size of the MDP, and so our algorithm is fully polynomial
for those interesting cases. This complexity matches the complexity of computing the value
of the function f`WMP for two-player games [9], and we provide a relative hardness result:
deciding the existence of a winning strategy in a window mean-payoff game can be reduced
in log-space to the problem of the expected value of f`WMP in an MDP (Theorem 9). Second,
we consider the case in which the length ` in the measure f`WMP is not fixed but is required
to be bounded (BWMP). We provide an algorithm in UP ∩ coUP (Theorem 10), and we
show that providing a polynomial time solution for this case would give a polynomial time
solution to the value problem in mean-payoff games (Theorem 13), a long-standing open
problem [18]. Third, we consider the prefix-dependent version (DirWMP), i.e. the window
property needs to hold directly from the beginning of the path. Surprisingly, this problem is
expected to be harder: no polynomial time solution can exist unless P=PSpace. Indeed,
we show that this problem is PSpace-Hard even if ` is given in unary (Theorem 16). We
also provide an algorithm that executes in time that is polynomial in the size of the MDP,
and in the largest weight appearing in the MDP, and exponential in the window length `
(Theorem 15). Finally, while our main results concentrate on MDPs, we also systematically
provide results for the special case of Markov chains. An overview of our results is given
in Table 1.

1 independent of any window size
2 exponential in window size and the number of bits to represent the weights on the edges
3 pseudopolynomial in the number of bits to represent the weights on the edges
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Related works. Window mean-payoff objectives were first introduced in [8] for two-player
games, then for games with imperfect information in [13], and in combination with ω-regular
constraints in [7]. Here, we consider them for MDPs instead of games. Still, we show that,
for the prefix-independent version of the window objectives, inside an end-component of
an MDP, the expected window mean-payoff value is closely related to the worst-case value
of the associated zero-sum games (see Lemma 6 and Lemma 11). Stability issues of the
mean-payoff measure triggered other works. First, in [4], MDPs with the objective to optimize
the expected mean-payoff performance and stability are studied. Their notion of stability
is related to statistical variance. The notion of stability offered by window mean-payoff
objective studied here, is stronger. The techniques used to solve the two problems differ:
in [4] they rely on solving sets of quadratic constraints, while our techniques rely on graph
game algorithms and linear programming. Second, [5] introduces window-stability objectives.
They are directly inspired from the window mean-payoff objective of [4] but contrary to
window mean-payoff objectives, do not enjoy the inductive window property which is heavily
used in our algorithms. Also, [5] considers games (2 players) and graphs (1 player) but not
MDPs (1 1

2 players).
MDP with classical mean-payoff objectives have been studied both for the threshold

probability problem, in which the objective is to find a strategy that maximizes the probability
that the mean-payoff is above a given threshold, and for the expectation problem that asks
for a strategy that maximizes the expected value of the mean-payoff [16]. Combination
of both types of constraints have been considered in [3]. The work of Brihaye et al. [6],
appeared recently on arXiv, and was done independently of our work. The authors of [6]
consider the threshold probability problem for window mean-payoff objectives in MDP: given
a threshold λ ∈ Q, and a window length `, the problem asks to find a strategy that maximizes
the probability of obtaining a window mean-payoff greater than or equal to λ. We study
the expectation problem, and as for traditional mean-payoff objectives, the two problems
are different and cannot be easily reduced to one another (see [3] and the discussion in the
previous paragraph). Our work and their work are largely complementary. Some of the basic
techniques employed in the two papers are however similar, e.g. for the prefix-independent
objectives, both the works analyze maximal end components in related ways. Nevertheless,
there are also important differences between the two works; e.g. we show that for the
expected value, the prefix-dependent and the prefix-independent versions of the bounded
window mean-payoff objective, lead to the same value; this is not the case for the threshold
probability problem. We also show interesting connections between the fixed and the bounded
case, for the expected value problem: the bounded case can be seen as the limit of the fixed
case (Theorem 14), again this property does not hold for the threshold problem. Also, the
algorithms for direct fixed window objective differ largely for the two problems. Though both
the problems have been shown to be PSpace-Hard, the expected value problem requires
a more involved reduction. Finally, while we have shown how to solve the expected value
problem for the special case of MCs for which we establish better complexity results, this is
not considered in [6].

Structure of the paper. Sect. 2 introduces the necessary definitions and concepts. Sect. 3
defines the different variants of window mean-payoff objectives. Sect. 4 studies the prefix-
independent variants while Sect. 5 covers the prefix-dependent variants. Algorithms and
hardness results are given for all the problems. Finally, Sect. 6 considers the special case of
MCs. We only provide sketches of the proofs here. Full proofs are given in [2].
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2 Preliminaries

For k ∈ N, we denote by [k]0 and [k] the set of natural numbers {0, . . . , k} and {1, . . . , k}
respectively. Given a finite set A, a (rational) probability distribution over A is a func-
tion Pr : A → [0, 1] ∩ Q such that

∑
a∈A Pr(a) = 1. We denote the set of probabil-

ity distributions on A by D(A). The support of a probability distribution Pr on A is
Supp(Pr) = {a ∈ A | Pr(a) > 0}, and Pr is called Dirac if |Supp(Pr)| = 1. An event is said to
happen almost surely if it happens with probability 1.

Markov chain. A weighted Markov chain (MC, for short) is a tupleM = 〈S,E, sinit, w,P〉,
where S is a set of states, sinit ∈ S is an initial state, E ⊆ S × S is a set of edges, w : E → Q
maps edges to weights (or payoff ), and P : S → D(E) assigns a probability distribution on
the set E(s) of outgoing edges from s. In the following, P(s, (s, s′)) is denoted P(s, s′), for
all s ∈ S. The Markov chainM is finite if S is finite.

For s ∈ S, the set of infinite paths inM starting from s is PathsM(s) = {π = s0s1 . . . ∈
Sω | s0 = s,∀n ∈ N, P(sn, sn+1) > 0}. The set of all the paths in M is PathsM =⋃
s∈S PathsM(s). For a path π = s0s1 . . . ∈ PathsM, by π(i, l) we denote the sequence of l+1

states (or l edges) si . . . si+l, and for simplicity, we denote π(i, 0) by π(i). The infinite suffix of
π starting in sn is denoted by π(n,∞) ∈ PathsM. The set of finite paths starting from a state
s ∈ S is defined as FpathsM(s) = {π = s . . . s′ ∈ S+ | ∃π̄ ∈ PathsM, ππ̄ ∈ PathsM(s)} and
FpathsM =

⋃
s∈S FpathsM(s). For π = s . . . s′, we denote by Last(π), the last state s′ in π.

Consider some measurable function f : PathsM(sinit) → R associating a value to each
infinite path starting from sinit. For an interval I ⊆ R, we denote by f−1(M, sinit, I) the
set {π ∈ PathsM(sinit) | f(π) ∈ I}, and for r ∈ R, we denote by f−1(M, sinit, r) the set
f−1(M, sinit, [r, r]). Since the set of paths PathsM(sinit) forms a probability space, measured by
a function Pr [17], and f is a random variable, we denote by EMsinit(f) =

∫
x∈R Pr(f−1(M, sinit, x))·

x the expected value of f over the set of paths starting from sinit.
The bottom strongly connected components (BSCCs for short) in a finite Markov chain

M are the strongly connected components B from which it is impossible to exit, i.e. for all
s ∈ B and t ∈M, if P(s, t) > 0 then t ∈ B. We denote by BSCC(M) the set of BSCCs ofM.
Every infinite path eventually ends up in one of the BSCCs with probability 1. Considering
♦ and � as the standard LTL eventually and always operators and that ♦�B denotes that
eventually the path visits only states in B (see [1] for a formal definition), we formally state:

I Proposition 1. For all s ∈ S, Pr(π ∈ PathsM(s) | ∃B ∈ BSCC(M), π |= ♦�B) = 1.

Markov decision process. A finite weighted Markov decision process (MDP, for short) is a
tuple Γ = 〈S,E,Act, sinit, w,P〉, where S is a finite set of states, sinit ∈ S is an initial state,
Act is a finite set of actions, and E ⊆ S ×Act× S is a set of edges, the function w : E → Q
maps edges to weights (or payoffs), and P : S × Act → D(E) is a function that assigns a
probability distribution on the set E(s, a) of outgoing edges from s if action a ∈ Act is taken
from s. Given s ∈ S and a ∈ Act, we define Post(s, a) = {s′ ∈ S | P(s, a)(s, s′) > 0}. Then,
for all states s ∈ S, we denote by Act(s) the set of actions {a ∈ Act | Post(s, a) 6= ∅}. We
assume that, for all s ∈ S, we have Act(s) 6= ∅. In the following, we denote P(s, a)(s, s′) by
P(s, a, s′).

A strategy in Γ is a function σ : S+ → D(Act) such that Supp(σ(s0 . . . sn)) ⊆ Act(sn),
for all s0 . . . sn ∈ S+. We denote by strat(Γ) the set of strategies available in Γ. Once we fix
a strategy σ in an MDP Γ = 〈S,E,Act, sinit, w,P〉, we obtain an MC Γ[σ] [1]. A strategy σ is
deterministic, if for each s0 . . . sn ∈ S+, the distribution assigned by σ is Dirac, otherwise the
strategy is randomized. We show that deterministic strategies suffice for playing optimally
in all the problems considered here. For a sequence ρ ∈ S+ of states, we also denote by
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Last(ρ) the last state in ρ. Consider a measurable function f that associates a value to infinite
paths in Markov chains. Then, we call supσ∈strat(Γ) EΓ[σ]

sinit (f) the optimal expected value of f
in Γ. In the sequel, when clear from the context, we denote supσ∈strat(Γ) EΓ[σ]

sinit (f) by EΓ
sinit(f).

A deterministic strategy can be encoded by a transition system 〈Q, act, δ, ι〉 where Q is a
(possibly infinite) set of states, commonly called modes, act : Q× S → Act selects an action
such that, for all q ∈ Q and s ∈ S, act(q, s) ∈ Act(s), δ : Q × S → Q is a mode update
function and ι : S → Q selects an initial mode for each state s ∈ S. The amount of memory
used by such a strategy is defined to be |Q|. A strategy is said to be memoryless if |Q| = 1,
that is, the choice of action only depends on the current state where the choice is made.
Formally, a strategy is memoryless if for all finite sequences of states ρ1 and ρ2 in S+ such
that Last(ρ1) = Last(ρ2), we have σ(ρ1) = σ(ρ2). A strategy is called finite memory if Q
is finite. Note that the state space of Γ[σ] is S ×Q. For a sequence π of states in Γ[σ], we
denote by proj(π)|S the corresponding sequence of states in the MDP Γ.

An end-component (EC, for short) M = (T,A) with T ⊆ S, and A : T → 2Act is
a sub-MDP of Γ (for all s ∈ T, we have A(s) ⊆ Act(s), and for all a ∈ A(s), we have
Post(s, a) ⊆ T ) that is strongly connected. A maximal EC (MEC, for short) is an EC that is
not included in any other EC. We denote by MEC(Γ) the set of all maximal end components
of Γ. Any infinite path will eventually end up in one maximal end component almost surely,
whatever strategy is considered. This is stated in the following proposition:

I Proposition 2 ([11]). In an MDP Γ, for each strategy σ ∈ strat(Γ), for every state s ∈ S,
and mode q ∈ Q, we have: Pr(π ∈ PathsΓ[σ]

(s, q) | ∃M = (T,A) ∈ MEC(Γ), proj(π)|S |=
♦�T ) = 1.

Weighted two-player games. An MDP can also be considered to have the semantics of a
two-player turn-based game (denoted 2P) played for infinitely many rounds while ignoring
the probabilities. Every 2P we consider here can be played optimally with deterministic
strategies, therefore we restrict ourselves to deterministic strategies for both players. The
first round starts from sinit. In each round, Player 1 chooses an action a ∈ Act(s) from a
state s while Player 2 chooses a state s′ ∈ Post(s, a). We denote by GΓ = 〈S,E,Act, sinit, w〉
the two-player game that is obtained from an MDP Γ = 〈S,E,Act, sinit, w,P〉.

For a 2P, Player 1 thus chooses among the deterministic strategies available in MDPs. A
strategy of Player 2 is a function µ : S+·Act→ S, with the restriction that if µ(s0s1 . . . sn·a) =
s then P(sn, a, s) > 0. The set of deterministic strategies for Player 1 and Player 2 are
denoted by strat1(G) and strat2(G) respectively. In a two-player game there is no randomness:
Given two strategies σ1 ∈ strat1(G) and σ2 ∈ strat2(G), we denote by π(G,s,σ1,σ2) the
unique path that occurs in 2P G under strategies σ1 and σ2 from state s. Then, for a
function f that associates a value to each infinite path, we denote by V f

s (G) the value
sup

σ1∈strat1(G)
inf

σ2∈strat2(G)
f(π(G,s,σ1,σ2)). The definitions of the memories of strategies also apply

to two-player games.
In the following, in MCs, MDPs and in 2Ps, w.l.o.g. we consider only non-negative integer

weights4. We denote by W the maximum weight appearing on the edges for MCs, MDPs and
2Ps. We denote the size of an MCM, MDP Γ and 2P G by |M|, |Γ| and |G| respectively.
This size is equal to |S|+ |E|.

4 For weights belonging to Q, we can multiply them with the LCM d of their denominators to obtain
integer weights. Among the resultant set of integer weights, if the minimum integer weight κ is negative,
then we add -κ to the weight of each edge so that the resultant weights are natural numbers. For a
function f if the expected value was originally x, then the new expected value is d · x− κ.
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3 Window Mean-Payoff Value

Let M = 〈S,E, sinit, w,P〉 be a finite MC. Let ρ = s0 . . . sn ∈ FpathsM(s), we define
MP : FpathsM → Q as: MP(ρ) = 1

n

∑n
i=0 w(si, si+1), where n = |ρ| > 0, the number of edges

in ρ. For π = s0 . . . ∈ PathsM, the mean-payoff function fMean : PathsM → R is defined as

fMean(π) = lim inf
n→∞

MP(s0 . . . sn) (1)

We now define several variants of window mean-payoff value functions. For π =
s0s1 . . . sn . . . ∈ PathsM, a window size `, and a position i, the window mean-payoff value of
π in position i over length ` is defined by WMP`(π(i,∞)) = max

k∈[`]
MP(π(i, k)), i.e. it is the

maximal value of the mean-payoff of an infix of π that starts at position i and with a size at
most `. For a threshold λ such that WMP`(π(i,∞)) ≥ λ, we say that the window mean-payoff
value over length ` is at least λ at position i. We define the fixed window mean-payoff function
f`WMP : PathsM → R such that, for every path π = s0s1 . . . sn . . . ∈ PathsM:

f`WMP(π) = sup{λ ∈ R | ∃k ∈ N, ∀i ≥ k : WMP`(π(i,∞)) ≥ λ} (2)

s0 s1

s2

s3

s4

s5

s6

.5, 3
.5, 10

.5, 1

.5, 0

1, 1

.5, 0

.5, 10

1, 3 1, 6

1, 01, 1

1, 51, -2

Figure 1 In the MEC M with initial state s0, the expected value of f`WMP (resp. fBWMP) is the
maximum of the value of the two-player game with the direct fixed window mean-payoff (resp.
classical mean-payoff) objective obtained over all states. Also, for ` = 3, we have EMs0 (f`WMP) <
EMs0 (fBWMP) < EMs0 (fMean).

The value f`WMP(π) corresponds to the supremum over all thresholds λ where for every
such λ, there exists a position k such that for all positions i ≥ k, the window mean-
payoff value over length ` is at least λ. We note some properties of the function f`WMP.
First, it is prefix-independent, that is, for every path π ∈ PathsM, for all n ≥ 1, we have
f`WMP(π) = f`WMP(π(n,∞)). Second, it is a strengthening of the classical mean-payoff function:
for all paths π, we have that f`WMP(π) ≤ fMean(π). And finally, f`WMP imposes strong stability
properties: if f`WMP(π) ≥ λ, then from some point on in π, it is always the case that the
observed mean-payoff from position i gets larger than λ within position i+ `. This stability
property is not enforced by classical mean-payoff function for which infixes of arbitrary
lengths can have arbitrary low mean-payoffs.

Then, we define the bounded window mean-payoff function fBWMP : PathsM → R such
that, for every path π = s0 . . . ∈ PathsM:

fBWMP(π) = sup{λ ∈ R | ∃`, k ≥ 1,∀i ≥ k : WMP`(π(i,∞)) ≥ λ} (3)

Here, the length of the window is not fixed but it needs to be bounded.
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Now, we define the direct fixed window mean-payoff function f`DirWMP : PathsM → R such
that, for every path π = s0 . . . ∈ PathsM:

f`DirWMP(π) = sup{λ ∈ R | ∀i ≥ 0 : WMP`(π(i,∞)) ≥ λ} (4)

Here the window property must hold from the beginning of the path and so it is not prefix-
independent. For every path π ∈ PathsM, we have f`DirWMP(π) ≤ f`WMP(π). Finally, we define
the direct bounded window mean-payoff function fDirBWMP : PathsM → R such that, for every
path π = s0 . . . ∈ PathsM:

fDirBWMP(π) = sup{λ ∈ R | ∃` ≥ 1,∀i ≥ 0 : WMP`(π(i,∞)) ≥ λ} (5)

i.e., variant where the length of the window is not fixed.
The following proposition relates some of the variants defined above in a Markov chainM.

I Proposition 3. Let π ∈ PathsM. Then, we have: sup`≥1 f`WMP(π) = fBWMP(π) ≤ fMean(π).

I Example 4. Consider the example in Figure 1 where the MDP Γ is a single MEC. The
probabilities appear in black and the weights in red. The strategy that chooses the blue
action in s0 and in s2 maximizes the expected value of the classical mean-payoff function
fMean in Γ from s0. The expected value of this strategy is 5. However, clearly, while playing
this strategy, we run the risk of having a mean-payoff of 0 for arbitrarily long period (while
looping between s0 and s2). So it may not be the best strategy if we aim at some stability
property in the mean-payoff. In this example, the strategy that maximizes the expected
value of f`WMP for ` = 3, is the strategy that plays the brown action in state s0 and then
alternates between the brown and green action in s1.

4 Algorithms and Hardness for Prefix-independent Objectives

The fixed window mean-payoff function for length ` can be solved in time that is polynomial
in the size of the MDP and in `:

I Theorem 5. Given an MDP Γ with maximum weight W , a window length ` and a
threshold λ ∈ Q, whether EΓ

sinit
(f`WMP) ≥ λ can be decided in O(poly(|Γ|, `, log2W )) time and

deterministic polynomial memory strategies suffice to play optimally.

To establish this result, we first study the case of a single MEC M = (T,A). By
Proposition 2, for every strategy σ, each path of Γ[σ] will almost surely end up in an MEC.
Since f`WMP is prefix-independent, the value of a path only depends on its behavior in the
MEC in which it ends up. Since M is strongly connected (as it is an MEC), for every
s, s′ ∈ T , there exists a strategy σ(s,s′) ∈ strat(M) such that every path starting from s

reaches s′ almost surely, in the Markov chain M [σ(s,s′)]. Therefore, for all s, s′ ∈ T , we have
EΓ
s (f`WMP) = EΓ

s′(f`WMP), i.e. the optimal expected value is the same from all states in the
MEC. We denote by λ`M this optimal value. Now, the following lemma interestingly relates
λ`M to the maximum over all states s of the optimal adversarial value from s (which is the
value of V f`DirWMP

s ), that is when the stochastic behavior in M is replaced by an adversary:

I Lemma 6. LetM = (T,A) be an MEC that is also an MDP. Then λ`M = max
s∈T

V
f`DirWMP
s (GM ).

Proof sketch. Let v ∈ T be a state that maximizes the value of the 2P that is, V f`DirWMP
v (GM ) =

maxs∈T V
f`DirWMP
s (GM ). When a strategy σ is fixed in M , using classical probability arguments

(Borel-Cantelli) every possible finite sequence of states (with respect to the strategy σ) is
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visited infinitely often almost surely. In particular, the worst sequence of states in terms of
maximizing the fixed window mean-payoff (that is the sequence that Player 2 chooses in the
two-player game GM ) is visited infinitely often almost surely. Hence, the expected window
mean-payoff in the MEC M is at most the value of the 2P GM from v, that is V f`DirWMP

v (GM ).
Now, consider a strategy in the MEC M that consists in reaching v and then playing

according to an optimal deterministic strategy of Player 1 in the two-player game GM
from v. Then, every path in M consistent with that strategy has a window mean-payoff
of at least V f`DirWMP

v (GM ). Thus the expected value of the window mean-payoff is at least
V

f`DirWMP
v (GM ). J

To solve the two-player game, we rely on the following result from [9]:

I Theorem 7. Given a 2P with maximum weight W , a window length `, and a threshold
λ ∈ Q, in a two-player window mean-payoff game, for both the fixed window and the direct
fixed window mean-payoff objectives, it can be decided in O(poly(|G|, `, log2W )) time if
Player 1 has a winning strategy. For both players, an optimal strategy may need memory that
is linear in |G| and ` and such strategies can be constructed in time O(poly(|G|, `, log2W )),
and deterministic strategies suffice to play optimally.

I Example 8. Consider again the example of Figure 1. Lemma 6 tells us that we need
to compute the two-player game value of the direct fixed window objective for ` = 3 at
each state of the MEC. We can check that this value is equal to 2 for all states but s0 and
s2 in which the game values are equal to 1 and 2/3 respectively. Now, to obtain the best
expected value for f`WMP with ` = 3 from s0, we must play a strategy that first reaches almost
surely any state s /∈ {s0, s2} and then switches to an optimal strategy for the two-player
game from s.

As we know how to deal with an MEC, we now consider the general case.

Proof sketch of Theorem 5. Our algorithm for solving the general case proceeds as follows:
(i) it decomposes Γ into MECs, (ii) for each MEC M , it computes the value λ`M as described
in Lemma 6, (iii) it constructs a new MDP ΓMEC that is identical to Γ except that every
MEC M ∈ MEC(Γ) is now compacted into a single state sM , the transition relation is defined
accordingly to mimic the transition relation of Γ over its MECs, the value of each transition
that self-loops on sM is assigned the value λ`M , as computed in point (ii), and the other
transitions have the same value as in Γ, (iv) it computes the optimal expected (classical)
mean-payoff value for the new MDP ΓMEC. It should be clear that the optimal expected
mean-payoff of ΓMEC is equal to the optimal expected window mean-payoff value in Γ.

Now we analyze the complexity of this algorithm. The MEC decomposition of Γ of step
(i) can be done in quadratic time [10] in the size of Γ yielding at most |S| MECs. By Theorem
7, given a threshold λ, for every MEC M and for each state s in M , it can be decided in
time O(poly(|M | · ` · log2W )) whether Player 1 has a winning strategy for the direct fixed
window mean-payoff game from s. To find the maximal expected window mean-payoff in
M , we do a binary search over a set Λ = {pq | q ∈ [`], p ∈ [q ·W ]0} with |Λ| = O(W · `2)
different possible values of λ and decide the two-player game starting from each state in
M for each such λ. Furthermore, the construction of ΓMEC can be done in time O(|Γ|).
Finally, the maximal expected value of the (classical) mean-payoff in ΓMEC can be computed
in polynomial time (see e.g. [16]) using linear programming. Thus all the steps can be done
in time O(poly(|Γ|, `, log2W )).
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We construct the optimal strategy σ from steps (i) − (iii) by combining them with
a deterministic memoryless strategy that optimizes the expected value of the (classical)
mean-payoff in ΓMEC (step (iv)). When this memoryless strategy prescribes to stay in an
MEC M , we apply inside M the strategy defined in the proof of Lemma 6. The memory
used by the strategy σ is polynomial in |Γ| and ` as announced. J

The algorithm above relies on solving two-player games for the direct fixed window
mean-payoff objective. We next show that this step cannot be improved without improving
the algorithms for those games. Indeed, the following relative hardness result holds: solving
the two-player game for the direct fixed window mean-payoff objective can be reduced in
log-space to computing the expected value of the fixed window mean-payoff function.

I Theorem 9. Given a 2P G with an initial state sinit and a window length `, we can construct
in log-space an MDP ΓG with an initial state s′init such that EΓG

s′
init

(f`WMP) = V
f`DirWMP
sinit (G).

Proof sketch. Consider a weighted two-player game G = 〈S,E,Act, sinit, w〉. We construct
an MDP Γ from G such that EΓ

sinit(f
`
WMP) = V

f`DirWMP
sinit (G).

We first construct another game Greset = 〈S,E′, Act, sinit, w′〉 from G where E′ =
E ∪ {(s, a, sinit) | (s, a, sinit) /∈ E, s ∈ S \ {sinit} and a ∈ Act(s)} and w′(e) = w(e) for e ∈ E
and w′(e) = (W + 1) · ` for e ∈ E′ \ E. Note that the game graph of Greset is strongly
connected. In the game Greset, since Player 2 may “reset” the game at any time by taking
an edge to sinit, the maximum of the value over all starting states of the two-player game is
achieved at the state sinit. Moreover, the weight on these new edges being high enough, it is
not in the interest of Player 2 to take one of them more than once. It follows that the values
of the two-player game, starting from sinit, for the direct fixed window objective are the same
in G and Greset.

Now considering Greset as an MDP Γ = 〈S,E′, Act, sinit, w′,P〉, such that for all e ∈ E′,
we have P(e) > 0, we note that Γ is actually an MEC. The result follows from Lemma 6. J

We now consider the prefix-independent version of the bounded window mean-payoff
objective. For that case, we provide a UP ∩ coUP solution.

I Theorem 10. Given an MDP Γ and a threshold λ ∈ Q, deciding whether EΓ
sinit

(fBWMP) ≥ λ
is in UP ∩ coUP and deterministic memoryless strategies suffice to play optimally.

Since fBWMP is prefix-independent, similar to the fixed case, we first consider a single
MEC M . All the states in the MEC M have the same value λM , and surprisingly, this value
is the maximum over all states s of M of the optimal adversarial value from s (i.e. when
the stochastic behavior is replaced by an adversary), for the classical mean-payoff value
V fMean
s (GM ):

I Lemma 11. Let M = (T,A) be an MEC that is also an MDP. Then λM = max
s∈T

V fMean
s (GM ).

Proof sketch. Let v be a state such that V fMean
v (GM ) = maxs∈T V fMean

s (GM ).
Consider an optimal strategy σ2 for Player 2 (that can be chosen among deterministic

memoryless strategies). Now, let σ ∈ strat(M) (note that σ may be a randomised strategy),
` ≥ 1 and s be a state in the Markov chain M [σ]. Any path π compatible with strategies
σ and σ2 must ensure V fMean

v (GM ) ≥ fMean(π) ≥ f`WMP(π) (the last inequality is given by
Proposition 3). Hence, in the MC M [σ], there is a non-zero probability to reach a sequence of
states whose window mean-payoff is below V fMean

v (GM ) from s. This is true for every state s in
M [σ]. It follows that for every path π ∈ PathsM

[σ]
, almost surely a sequence of states whose
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window mean-payoff is at most V fMean
v (GM ) is visited infinitely often. Therefore, the fixed

window mean-payoff for length ` of a path inM [σ] is almost surely at most V fMean
v (GM ). This is

true for every ` ≥ 1. Hence, by Proposition 3, we have that the bounded window mean-payoff
of a path in M [σ] is at most V fMean

v (GM ) almost surely. Thus, EM [σ](fBWMP) ≤ V fMean
v (GM ).

This holds for every strategy σ ∈ strat(M). Therefore, λM ≤ V fMean
v (GM ).

Now, consider an optimal strategy σ1 ∈ strat1(GM ) for Player 1 in GM . Let ρ be a
cycle of mean-payoff m that is minimal among all the cycles compatible with σ1. Note that
V fMean
v (GM ) equals m. Every path π ∈ PathsM

[σ1]
has a bounded window mean-payoff of at

least m since every cycle appearing in π has a mean-payoff of at least m, and for every ε, there
exists ` > 0 such that a direct fixed window mean-payoff of m− ε can be ensured for every
window of length ` along π. Thus λM ≥ m = maxs∈T V fMean

s (GM ) and hence the result. J

I Example 12. Consider again the example of Figure 1. Lemma 11 tells us that we need to
compute the two-player game value of the classical mean-payoff objective fMean at each state
of the MEC. We can check that this value is equal to 2.5 for all states (by taking the brown
action from s1) but s0 and s2 at which the game value is equal to 1 . Now, to obtain the
best expected value for fBWMP, we must play a strategy that first reaches almost surely, from
s0, any other state s /∈ {s0, s2}, (e.g. always play brown) and then switches to the optimal
strategy for the two-player game from s for the classical mean-payoff objective.

We can now prove our main theorem for the bounded window mean-payoff objective.

Proof sketch for Theorem 10. The algorithm for this case follows exactly the algorithm
in four steps (i), (ii), (iii), and (iv) of the algorithm for the proof of Theorem 5, with the
difference, that step (ii) computes λM instead of λ`M , and we use Lemma 11 to this end.
The complexity of the algorithm is no more polynomial but in UP ∩ coUP because step (ii)
requires solving a mean-payoff game [18, 14]. To construct an optimal strategy, we follow the
same recipe as in the proof of Theorem 5. In this case, the strategies are deterministic and
memoryless (mean-payoff games can be played optimally with memoryless strategies) and so
deterministic memoryless strategies are sufficient to obtain the optimal expected value of the
function fBWMP. J

The following theorem shows that a polynomial time solution to our problem would lead
to a polynomial time algorithm to solve mean-payoff games. The proof uses a reduction
similar to the one used in the proof of Theorem 9.

I Theorem 13. Given a two-player game G with an initial state sinit, we can construct in
log-space an MDP ΓG with an initial state s′init such that EΓG

s′
init

(fBWMP) = V fMean
sinit

(G).

Finally, we show that in an MDP, the expected bounded window mean-payoff equals the
supremum of the fixed window mean-payoff over all window lengths and over all strategies,
which match the intuition behind these definitions.

I Theorem 14. For every MDP Γ, we have sup
σ∈strat(Γ)

EΓ[σ](fBWMP) = sup
`

sup
σ∈strat(Γ)

EΓ[σ](f`WMP).

5 Algorithms and Hardness for Direct Variants

We start with the direct fixed window objective. Surprisingly the complexity of solving
this objective is substantially higher than its prefix-independent conterpart. Our algorithm
is exponential in ` and in the number of bits to encode W . As shown later, the higher
complexity is explained by the fact that the problem is PSpace-Hard.
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I Theorem 15. Given an MDP Γ with an initial state sinit, a window length ` and a
threshold λ ∈ Q, whether EΓ

sinit
(f`DirWMP) ≥ λ can be decided in time O(poly(|S| ·W ` · `2)) and

deterministic exponential memory strategies suffice to play optimally.

Proof sketch. As f`DirWMP is prefix-dependent, it is not sufficient to know the expected value
of this function in the MECs of Γ. Instead, we construct a new MDP Γ` which is a finite
state structure that maps each infinite path π of Γ to the minimal mean-payoff encountered
in a window of size ` along this path. The state space of Γ` is S′ = S × ([W ]0)`−1 ×Λ where
Λ = {pq | q ∈ [`], p ∈ [q ·W ]0} and the initial state s′init = (sinit, [W, . . . ,W ],W ). Informally,
a state t = (s, [w1, . . . , w`−1], λt) ∈ S′ summarizes all finite paths ρ = s0 . . . s in Γ where the
last `− 1 weights encountered are w1, . . . , w`−1, and λt keeps track of the minimum window
mean-payoff seen so far in π for window size `. Moreover, in MDP Γ` every edge exiting t
has a weight equal to λt. In this way, for each π′ ∈ PathsΓ` , the sequence of weights seen
along π′ is a non-increasing series of values belonging to the finite set Λ. Thus, eventually
the sequence reaches a value λ which never changes again, this λ is the direct fixed window
mean-payoff of the corresponding path in Γ and because every edge exiting t has a weight
equal to λt, we see that λ is also the mean-payoff of π′ in Γ`. Now, it remains to compute
the optimal expected mean-payoff in Γ` which can be done in polynomial time in the size of
Γ` using linear programming, see e.g.[16]. This optimal expected mean-payoff in Γ` is equal
to the optimal expected direct fixed window mean-payoff for window size ` in Γ. Note that
although the algorithm is exponential in ` and in the number of bits used to represent W , it
is fixed parameter tractable, if we consider W and ` as parameters.

Since optimal expected mean-payoff in an MDP can be achieved using memoryless
deterministic strategies and the size of Γ` is exponential in the size of the original MDP Γ,
an optimal strategy with memory exponential in the size of Γ exists. J

We now provide the following hardness result:

I Theorem 16. Given an MDP Γ with an initial state sinit, a window length ` and a λ ∈ Q,
deciding whether EΓ

sinit
(f`DirWMP) ≥ λ is PSpace-Hard.

Proof. We show a reduction from the threshold probability problem for shortest path
objectives [12]. An instance of the threshold probability problem is given by an MDP
Γ = (S,E,Act, sinit, w,P) where w.l.o.g., we have that w assigns positive weights on the edges,
T ⊆ S is a set of target states, and for a strategy σ, the truncated sum TST : Paths(Γ[σ]) −→
N ∪∞ up to T from the initial state sinit is defined as

TST (ρ) =
{ ∑n−1

i=0 w(ei) if ∃n such that ρ(n) ∈ T and ∀i ≤ n− 1, we have ρ(i) 6∈ T
∞ if ∀i ≥ 0, ρ(i) 6∈ T,

where ei = (ρ(i), a, ρ(i+ 1)), a ∈ Act; for a threshold L ∈ N, and a probability threshold p,
the problem asks to decide if there exists a strategy σ such that PΓ[σ],sinit [{ρ ∈ Paths(Γ

[σ]) |
TST (ρ) ≤ L}] ≥ p. The problem is known to be PSpace-Complete, even for acyclic MDPs
[12]. The target set T is assumed to be made of absorbing states (i.e., with self-loops); the
acyclicity is to be interpreted over the rest of the underlying graph.

Let Γ = (S,E,Act, sinit, w,P), where S = T ] V , and T is a set of target vertices. The
acyclicity of that MDP implies that, from the initial state sinit 6∈ T , it takes at most |S| − 1
steps to reach a vertex in T . Let W be the maximum weight appearing in Γ. We assume
that L ≤W · (|S| − 1), otherwise the problem is trivial.
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We construct a new MDP Γ′ = (S′, E,Act′, sinit, w′,P′) where S′ = S ∪ {sfinal1 , sfinal2},
Act′ = Act ∪ {loop, α, β}. The set of edges E′ = {(v, a, s) | (v, a, s) ∈ E, v ∈ V , s ∈ S} ∪
{(t, α, sfinal1) | t ∈ T} ∪ {(t, β, sfinal2) | t ∈ T} ∪ {(sfinal1 , loop, sfinal1)} ∪ {(sfinal2 , loop, sfinal2)}
∪ {(v, β, sfinal2) | v ∈ V and there is no outgoing edge from v in Γ}. The probability function
P′ is defined as:

P′(v, a, s) = P(v, a, s) such that (v, a, s) ∈ E, v ∈ V , s ∈ S;
P′(t, α, sfinal1) = 1 for t ∈ T ;
P′(t, β, sfinal2) = 1 for t ∈ T ;
P′(sfinalj , loop, sfinalj ) = 1 for j ∈ {1, 2};
P′(v, β, sfinal2) = 1 for (v, β, sfinal2) ∈ E′ and v ∈ V ;

The weight function w′ is defined as follows.
w′(v, a, s) = −w(v, a, s) such that (v, a, s) ∈ E, v ∈ V , s ∈ S;
w′(t, α, sfinal1) = L, for t ∈ T ;
w′(t, β, sfinal2) = W · (|S| − 1), for t ∈ T ;
w′(sfinal1 , loop, sfinal1) = 0;
w′(sfinal2 , loop, sfinal2) = − 1

|S| , and
w′(v, β, sfinal2) = W · (|S| − 1) for (v, β, sfinal2) ∈ E′ and v ∈ V .

Let ` = |S|. Starting from sinit, since the weights on all the edges on the paths leading to a
state in t ∈ T are negative, the direct fixed window mean-payoff will consider paths until they
reach sfinalj for j ∈ {1, 2} given that the weights on the edges outgoing from t are positive.

We now call a path to be good if t appears in the path for some t ∈ T , and the sum of
the edges from sinit to t is at least −L, otherwise the path is bad. Note that for a good path,
choosing α leads to a direct fixed window mean-payoff of 0, while choosing β leads to direct
fixed window mean-payoff of − 1

|S| . On the other hand, for a bad path, choosing α gives
a direct fixed window mean-payoff of at most − 1

|S| , while choosing β gives a direct fixed
window mean-payoff of − 1

|S| . Therefore, for an optimal strategy, the direct fixed window
mean-payoff for a good path is 0, and for a bad path, it is − 1

|S| .
We have |Γ′| = O(poly(|Γ|)). Furthermore, the expected value of the direct fixed window

mean-payoff, EΓ
sinit(f

`
DirWMP) ≥ p · 0 + (1− p) · − 1

|S| = −(1− p) · 1
|S| iff there is a solution to

the threshold probability problem.
Note that since ` = |S|, deciding whether the expected value of the direct fixed window

mean-payoff for an MDP is greater than or equal to some threshold is PSpace-hard even
when ` is given in unary. Thus, we cannot expect to have an algorithm that is polynomial in
the value of ` unless P=PSpace5. J

We now consider the bounded case. In fact, the function fDirBWMP is equivalent to fBWMP:

I Lemma 17. For every path π in an MDP, we have that fDirBWMP(π) = fBWMP(π).

Proof sketch. It is easy to see that fDirBWMP(π) ≤ fBWMP(π). Now for every ε > 0, a window
mean-payoff value of fBWMP(π)−ε can be ensured from the beginning of the path π by
considering appropriately large window length. Since fDirBWMP(π) is the supremum of the
window mean-payoff values that can be ensured with arbitrarily large window lengths, the
result follows. J

5 The reduction does not work for Markov chains since we cannot get a threshold for the window mean-
payoff that separates the cases when there is a solution to the threshold probability problem for shortest
path objective and when a solution to the problem does not exist. That is, if the sum of path from s′

init
to t is below L and the edge corresponding to action α is taken in t, we do not know how much below 0
will the window mean-payoff be.



B. Bordais, S. Guha, and J.-F. Raskin 32:13

As a direct corollary of Lemma 17, Theorem 10 and Theorem 13, we obtain:

I Theorem 18. Given an MDP Γ and a λ ∈ Q, we have EΓ
sinit

(fDirBWMP) = EΓ
sinit

(fBWMP),
and whether EΓ

sinit
(fDirBWMP) ≥ λ can be decided in UP ∩ coUP, and it is as hard as solving

two-player mean-payoff games.

6 Solving Window Mean-Payoff Objectives for Markov Chain

We focus on the bounded window objective and the direct fixed window objective for MCs,
as MCs are special cases of MDPs, and for these two objectives, we show strict improvement
in the complexity of the algorithms compared to MDPs. We start with the bounded window
mean-payoff function, for which we provide a polynomial time solution while the case of
MDPs is at least as hard as mean-payoff games (Theorem 13).

I Theorem 19. Given an MCM and a threshold λ ∈ Q, whether EMsinit
(fBWMP) ≥ λ can be

decided in polynomial time.

We first outline the case of a BSCC B since by Proposition 1, each path in an MC almost
surely ends up in a BSCC. Let λB be the expected value of fBWMP in B :

I Lemma 20. For an MC that is a BSCC B, we have λB = min
ρ∈ElemCycles(B)

MP(ρ).

Proof sketch. For every `, a path π in B will almost surely have infinitely many infixes
of length ` going around a minimum mean-cycle, leading to f`WMP(π) ≤ cB where cB =

min
ρ∈ElemCycles(B)

MP(ρ). Moreover, for each path π in B and for every ε > 0, by choosing an

appropriate window length `, we have f`WMP(π) ≥ cB − ε. By definition of fBWMP, we have
fBWMP(π) = cB almost surely. J

Proof sketch of Theorem 19. Note that EMsinit(fBWMP) =
∑

B∈BSCC(M)

Pr(♦B) · λB. Since for

each BSCC B, both mean of the minimum mean-cycle in B and the probability of reaching
B can be computed in polynomial time [15, 16], we obtain the result. J

We now consider the direct fixed window mean-payoff function. We show the following.

I Theorem 21. Given an MCM, with set S of states, a window length ` and a threshold
λ ∈ Q, whether EMsinit

(f`DirWMP) ≥ λ can be decided in O(poly(|S| · ` ·W )) time.

We first consider the inductive property of windows (see [8]). For an infinite path
π = s0 . . ., a threshold λ ∈ Q, a window length `, a position i ∈ N and l ∈ [`], we say that the
window starting at position i is closed at position i+l with respect to λ if WMP`(π(i,∞)) ≥ λ.
Otherwise, the window is open.

Inductive property of windows. Let π = s0 . . . ∈ PathsM, ` be a window length, and λ be
a threshold. Assume that a window starting at a position j is open at j′ < j + ` but closed
at j′ + 1. Then, any window starting at a position between j and j′ is closed at j′ + 1.

Note that we cannot focus only on the BSCCs here. Let f = f`DirWMP. Then, for
every path π ∈ PathsM, we have f(π) ∈ Λ with Λ = {pq | q ∈ [`], p ∈ [q · W ]0}. Let
Λ = {λ0, . . . , λn}. For every λi ∈ Λ, we construct a new Markov chain Mλi

` so that the
probability Pr(f−1(M, sinit, [λi,∞[)) is equal to the probability of not reaching a trap state in
Mλi

` . Thanks to the inductive property of windows, we only need to remember the location of
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the largest window that is still open, as well as the “amount of payoff” that is required to close
it. Hence, in the Markov chainMλi

` , the state space S′ = (S× [`−1]0× [W ·(`−1)]0)∪{trap}.
If the window cannot be closed within ` steps, then the state trap is reached. For λi ∈ Λ, we
have the following lemma.

I Lemma 22. Pr(f−1(M, sinit, [λi,∞[)) = Pr(π ∈ PathsM
λi
` | π |= ¬♦{trap})

We can now prove Theorem 21.

Proof sketch of Theorem 21. Assume w.l.o.g. that, in Λ, we have λ0 < . . . < λn. Now for
all i ≤ n − 1, we have Pr(f−1(M, sinit, λi)) = Pr(f−1(M, sinit, [λi,∞[)) −
Pr(f−1(M, sinit, [λi+1,∞[)), and EMsinit(f) =

n∑
i=0

Pr(f−1(M, sinit, λi))·λi. Note that |Λ| ≤ `·W ·`

and for each λi ∈ Λ, we have that |Mλi
` | ≤ |M| · ` ·W · `+ 1. Since reachability in Markov

chain (here to the trap state) can be decided in polynomial time and W is given in binary,
the result follows. J

If W is a parameter, we get a fixed parameter tractable algorithm.
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Abstract
In this paper, we introduce and investigate an extension of Halpern and Shoham’s interval temporal
logic HS for the specification and verification of branching-time context-free requirements of pushdown
systems under a state-based semantics over Kripke structures. Both homogeneity and visibility
are assumed. The proposed logic, called nested BHS, supports branching-time both in the past
and in the future, and is able to express non-regular properties of linear and branching behaviours
of procedural contexts in a natural way. It strictly subsumes well-known linear time context-free
extensions of LTL such as CaRet [4] and NWTL [2]. The main result is the decidability of the
visibly pushdown model-checking problem against nested BHS. The proof exploits a non-trivial
automata-theoretic construction.
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1 Introduction

Model checking in the framework of interval temporal logics. Point-based temporal logics
(PTLs), such as, for instance, the linear-time temporal logic LTL [25] and the branching-time
temporal logics CTL and CTL∗ [16], provide a standard framework for the specification and
verification (model checking) of the behavior of reactive systems. In this framework, the
evolution of a system over time is described state-by-state (“point-wise” view). Interval
temporal logics (ITLs) have been proposed as an alternative setting for reasoning about
time [17, 24, 28]. Unlike standard PTLs, they assume intervals, instead of points, as their
primitive entities. ITLs allow one to specify relevant temporal properties that involve, e.g.,
actions with duration, accomplishments, and temporal aggregations, which are inherently
“interval-based”, and thus cannot be naturally expressed by PTLs. They have been applied
in various areas of computer science, including formal verification, computational linguistics,
planning, and multi-agent systems (e.g. see [18, 24, 26]). Among ITLs, the landmark is
Halpern and Shoham’s modal logic of time intervals HS [17], which features one modality for
each of the 13 ordering relations between pairs of intervals (the so-called Allen’s relations),
apart from equality. The satisfiability problem for HS and most of its fragments is undecidable
over all relevant classes of linear orders, with some meaningful exceptions (see [23, 12, 13]).

In the last years, the model checking problem for HS over finite Kripke structures (finite
MC problem) has been extensively studied [8, 9, 10, 18, 19, 20, 21, 22]. Each finite path
of a Kripke structure is interpreted as an interval, whose labelling is defined on the basis
of the labelling of the component states. In particular, the finite MC problem under the
homogeneity assumption (a proposition letter holds over an interval if and only if it holds over
each component state) and the state-based semantics (time branches both in the future and
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in the past) has been investigated in [9, 21, 22]. In this setting, it turns out to be decidable
and the complexity of the problem for full HS and its syntactical fragments has been almost
completely settled (the only intriguing open question is the complexity of the problem for
full HS currently located in between an Expspace lower bound and a non-elementary upper
bound). In [10] the authors study the expressiveness of the state-based semantics of HS and
of two variants: the computation-tree-based semantics, that allows time to branch only in
the future, and the trace-based semantics, that disallows time branching. The computation-
tree-based variant of HS is expressively equivalent to finitary CTL∗ (the variant of CTL∗
with quantification over finite paths), while the trace-based variant is equivalent to LTL (but
at least exponentially more succinct). The state-based variant is more expressive than the
computation-tree-based variant and expressively incomparable with both LTL and CTL∗.

Model checking of pushdown systems. In the last two decades, model checking of push-
down automata (PDA) against non-regular properties has received a lot of attention [2, 4,
5, 11, 14]. PDA are an infinite-state formalism suitable to model the control flow of typical
sequential programs with recursive procedure calls. PDA have a decidable model-checking
problem against regular specifications (e.g. see [29, 15]) but the general problem of checking
context-free properties is undecidable. The latter problem has been positively solved, however,
for interesting subclasses of context-free requirements such as those expressed by the linear
temporal logic CaRet [4], a context-free extension of LTL. CaRet formulas are interpreted on
words over a pushdown alphabet which is partitioned into three disjoint sets of call, return, and
internal symbols respectively denoting a procedure invocation (i.e., a push stack operation), a
return from a procedure call (a pop stack operation), and an internal operation (not affecting
the stack). CaRet allows one to specify non-regular context-free properties which require
matching of calls and returns such as correctness of procedures with respect to pre and post
conditions, and security properties that require the inspection of the call-stack.
An automata-theoretic generalization of CaRet is the class of Nondeterministic Visibly
Pushdown Automata (NVPA) [5], a subclass of PDA where the operations on the stack are
determined by the input symbols over a pushdown alphabet. The accepted class of visibly
pushdown languages (or VPL) is closed under Boolean operations, and the problem of lan-
guage inclusion, which is undecidable for context-free languages, is instead decidable for
VPL. This implies that under the visibility requirement (call and returns are made visible)
the model-checking problem of pushdown systems (VPMC problem) against linear-time
pushdown properties is decidable. To the best of our knowledge, the only branching-time
context-free logic introduced in the literature with a decidable VPMC problem (in particular,
the problem is Exptime-complete) is the visibly pushdown µ-calculus (VP-µ) [3], an extension
of the modal µ-calculus with future modalities which allow one to specify requirements on
the branching behavior of procedural contexts.

Paper contributions. First of all, we unify the linear time (trace-based) and branching
time (computation-based and state-based) semantic variants of HS in a common framework.
To this end, we extend HS with a novel binding operator, which restricts the evaluation of
a formula to the interval sub-structure induced by the current interval. The extension is
denoted by BHS. By additionally generalizing the interval mapping also to infinite paths, the
logic BHS gives one the ability to force a linear-time semantics of the temporal modalities
along a (finite or infinite) path, so that the trace-based semantics can be subsumed.

As a second contribution, BHS, with the state-based semantics, is further extended
for specifying branching-time context-free requirements of pushdown systems under the
homogeneity and visibility assumptions. It is the very first time (as far as we know) that
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HS is studied in the context of model checking of pushdown systems (in general, of infinite
state systems) where only PTL approaches have been investigated, and it is interesting
to notice that the most distinctive feature of pushdown systems, namely, the matching of
a call with the corresponding return, has a natural interval nature (it bounds meaningful
computation intervals where local properties can be checked). This suggests that an interval
temporal logic (instead of point-based one) could be a natural choice. The extension of
BHS we propose, called nested BHS, is powerful despite its simplicity: we just add to BHS a
special proposition pwm that captures finite intervals corresponding to computations with
well-matched pairs of calls and returns. We investigate the expressiveness of nested BHS
showing that it strictly subsumes well-known linear time context-free extensions of LTL
such as CaRet [4] and NWTL [2]. Nested BHS is a formalism which supports past and
future branching-time besides linear time: future branching time allows to express context-
free versions of standard CTL∗-like properties (for instance, multiple return conditions for
procedure calls); past branching time allows to check properties (regular and context-free) of
multiple histories leading to a common fixed state. An expressiveness comparison between
VP-µ and BHS is out of the scopes of this paper. Here, we just observe that while VP-µ is
bisimulation-closed [3], HS, and thus BHS, with the state-based semantics, is not (this is due
to branching past [10]). Whether the future fragment of BHS is subsumed or not by VP-µ is
an intriguing open issue.

As a third and main result, we prove that the VPMC problem against nested BHS is
decidable, although with a non-elementary complexity. For the upper bound, we exploit
a non-trivial automata-theoretic approach consisting in translating a nested BHS formula
ψ into an NVPA accepting suitable encodings of the computations of the given pushdown
system which satisfy formula ψ. Actually, we conjecture that the non-elementary complexity
of nested BHS only depends on the nesting depth of the binding modality.

2 Interval temporal logic HS with binding contexts

In this section, we introduce the temporal logic HS with binding contexts (BHS for short)
and the model-checking framework for verifying BHS formulas.

We fix the following notation. Let N be the set of natural numbers. For all i, j ∈ N, with
i ≤ j, [i, j] denotes the set of natural numbers h such that i ≤ h ≤ j. Let w be a finite or
infinite word over some alphabet. We denote by |w| the length of w (we set |w| =∞ if w is
infinite). For all i, j ∈ N, with i ≤ j, w(i) is the i-th letter of w, wi = w(i)w(i+ 1) . . . is the
suffix of w from position i on, while w[i, j] denotes the infix of w given by w(i) · · ·w(j). The
set Pref(w) of proper prefixes of w is the set of non-empty finite words u such that w = u · v
for some non-empty word v. The set Suff(w) of proper suffixes of w is the set of non-empty
words u such that w = v · u for some non-empty finite word v. We fix a finite set AP of
atomic propositions which represent predicates over the states of the given system.

A Kripke structure over AP is a tuple K = (AP , S, E,Lab, s0), where S is a set of states,
E ⊆ S × S is a transition relation, Lab : S 7→ 2AP is a labelling function assigning to each
state s the set of propositions that hold over it, and s0 ∈ S is the initial state. We say that K
is finite if S is finite. A path π of K is a non-empty word over S such that, for all 0 ≤ i < |π|,
(π(i), π(i+ 1)) ∈ E. A path is initial if it starts from the initial state of K . A path π induces
the word Lab(π) over 2AP having the same length as |π| given by Lab(π(0))Lab(π(1)) . . .. We
also say that Lab(π) is the trace induced by π.

An interval algebra to reason about intervals and their relative orders was proposed by
Allen in [1], while a systematic logical study of interval representation and reasoning was
done a few years later by Halpern and Shoham, who introduced the interval temporal logic
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Table 1 Allen’s relations and corresponding HS modalities.

Allen relation HS Definition w.r.t. interval structures Example

x y
v z
v z

v z
v z
v z

v z

meets 〈A〉 [x, y]RA[v, z] ⇐⇒ y = v

before 〈L〉 [x, y]RL[v, z] ⇐⇒ y < v

started-by 〈B〉 [x, y]RB [v, z] ⇐⇒ x = v ∧ z < y

finished-by 〈E〉 [x, y]RE [v, z] ⇐⇒ y = z ∧ x < v

contains 〈D〉 [x, y]RD[v, z] ⇐⇒ x < v ∧ z < y

overlaps 〈O〉 [x, y]RO[v, z] ⇐⇒ x < v < y < z

HS featuring one modality for each Allen relation, but equality [17]. Table 1 depicts 6 of the
13 Allen’s relations, together with the corresponding HS (existential) modalities. The other
7 relations are the 6 inverse relations (given a binary relation R , the inverse relation R is
such that bR a iff aR b) and equality. Here, we introduce an extension of the logic HS, called
binding HS (BHS for short), obtained by adding a novel binding modality which allows one
to restrict the valuation of a formula to the interval sub-model induced by a given interval.

Let APu be a finite set of uninterpreted interval properties. BHS formulas ψ over APu
are defined by the grammar:

ψ ::= true | false | pu | ¬ψ | ψ ∧ ψ | 〈X〉ψ | Bψ

where pu ∈ APu, 〈X〉 is the existential temporal modality for the (non-trivial) Allen’s relation
X ∈ {A,L,B,E,D,O,A,L,B,E,D,O}, and B is the unary binding modality. The size |ψ| of
a formula ψ is the number of distinct subformulas of ψ. We also exploit the standard logical
connectives ∨ (disjunction) and → (implication) as abbreviations, and for any temporal
modality 〈X〉, the dual universal modality [X] defined as: [X]ψ := ¬〈X〉¬ψ. The standard
logic HS is obtained from BHS by disallowing the binding modality.

W.l.o.g. we assume the non-strict semantics, which admits intervals consisting of a single
point. Under such an assumption, all HS-temporal modalities can be expressed in terms of
〈B〉, 〈E〉, 〈B〉, and 〈E〉 [28]. As an example, 〈A〉 can be expressed in terms of 〈E〉 and 〈B〉 as:
〈A〉ϕ := (¬ 〈E〉 true ∧ (ϕ ∨ 〈B〉ϕ)) ∨ 〈E〉(¬ 〈E〉 true ∧ (ϕ ∨ 〈B〉ϕ)). BHS can be viewed as
an extension, by means of the binding modality B, of a multi-modal logic where 〈B〉, 〈E〉, 〈B〉,
and 〈E〉 are the primitive temporal modalities. BHS formulas can thus be interpreted over a
multi-modal Kripke structure, called abstract interval model (AIM for short), where intervals
are treated as atomic objects and Allen’s relations as binary relations over intervals. As we
will see, in model-checking against BHS, a Kripke structure is suitably mapped to an AIM.

Formally, an abstract interval model (AIM) [21] over APu is a tuple A = (APu, I, BI, EI,

LabI), where I is a possibly infinite set of worlds (abstract intervals), BI and EI are two
binary relations over I, and LabI : I 7→ 2AP u is a labeling function, which assigns a set of
proposition letters from APu to each abstract interval. In the interval setting, I is interpreted
as a set of intervals and BI and EI as Allen’s relations B (started-by) and E (finished-by),
respectively; LabI assigns to each interval in I the set of atomic propositions that hold over
it. The semantics of the B modality is based on the notion of abstract interval sub-model
induced by a given abstract interval.

I Definition 1. Let A = (APu, I, BI, EI,LabI) be an AIM. The sub-interval relation GI
induced by BI and EI is defined as follows: (I, J) ∈ GI iff (I, J) ∈ (BI ∪ EI)∗ (i.e., (I, J)
is in the reflexive and transitive closure of the relation BI ∪ EI). For I ∈ I, the abstract
interval sub-model induced by I is the AIM AI = (APu, II , BII , EII ,LabII ), where II is the set
of abstract sub-intervals of I, i.e., the set of J ∈ I such that (I, J) ∈ GI and BII (resp., EII ,
LabII ) is the restriction of BI (resp., EI, LabI) to II .
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Semantics of BHS. Let A = (APu, I, BI, EI,LabI) be an AIM. A context C is either ε (the
empty context) or an abstract interval J ∈ I. We write Aε for A (the meaning of Iε, BεI , EεI ,
and LabεI is analogous). For an interval I ∈ IC and a BHS formula ψ, the satisfaction relation
AC, I |= ψ is inductively defined as follows (the Boolean connectives are treated as usual):

AC, I |= pu iff pu ∈ LabC
I (I), for any pu ∈ APu;

AC, I |= 〈X〉ψ, for X ∈ {B,E}, iff I XC
I J and AC, J |= ψ for some J ∈ IC;

AC, I |= 〈X〉ψ, for X ∈ {B,E}, iff J XC
I I and AC, J |= ψ for some J ∈ IC;

AC, I |= Bψ iff AI , I |= ψ.

Following [21], we propose a state-based approach for model-checking Kripke structures
against BHS which consists in defining a mapping from Kripke structures to AIMs, where
the abstract intervals correspond to the paths of the Kripke structure and the following two
assumptions are adopted: (i) the set APu of HS-propositions coincides with the set AP of
proposition letters for the given Kripke structure, and (ii) a proposition holds over an interval
if and only if it holds over all its subintervals (homogeneity principle). Differently from [21],
where only finite paths are considered, here we consider both finite and infinite paths.

I Definition 2. Let K = (AP , S, E,Lab, s0) be a Kripke structure. The AIM induced by K is
AK = (AP , I, BI, EI,LabI), where I is the set of finite and infinite paths of K , and:

BI = {(π, π′) ∈ I× I | π′ ∈ Pref(π)}, EI = {(π, π′) ∈ I× I | π′ ∈ Suff(π)}, and
for all p ∈ AP , Lab−1

I (p) = {π ∈ I | p ∈
⋂i<|π|
i=0 Lab(π(i))}.

A Kripke structure K over AP is a model of a BHS formula ψ over AP , written K |= ψ,
if for all initial paths π of K , AK , π |= ψ. The finite model-checking problem consists in
checking whether K |= ψ, for a given BHS formula ψ and a finite Kripke structure K .

We observe that in the considered model-checking setting, the semantics of temporal
modalities 〈B〉 and 〈E〉 is “linear-time” both in HS and in BHS, i.e., 〈B〉 and 〈E〉 allow one
to select only subpaths (proper prefixes and suffixes) of the current timeline (computation).
As for the temporal modalities 〈B〉 and 〈E〉, while in HS the semantics of these modalities
is always “branching-time” (i.e., 〈B〉 and 〈E〉 allow one to non-deterministically extend the
current timeline in the future and in the past, respectively), in BHS the semantics of 〈B〉
and 〈E〉 can be either “linear-time” or “branching-time”, depending on the current context.

Forcing linear time. We now show how the binding modality can be used to force a linear
time semantics for a formula. By exploiting the notion of abstract interval sub-model, the
linear-time model-checking setting for HS formulas introduced in [10] can be reformulated as
follows: K is a model of an HS formula ψ under the linear-time (or trace-based) semantics,
written K |=lin ψ, if for all initial infinite paths π of K and positions i ≥ 0, AπK , π[0, i] |= ψ.
It is easy to check that K |=lin ψ iff K |= B((¬ 〈A〉 true) → [B]ψ) where the subformula
¬ 〈A〉 true captures the infinite paths π and the binding modality B forces the occurrences
of 〈B〉 and 〈E〉 in ψ to refer only to sub-paths of π.

3 Model Checking Visibly Pushdown Systems against nested BHS

In this section we introduce and address expressiveness issues of a context-free extension of
BHS, called nested BHS, for model checking (infinite-state) Kripke structures generated by
Visibly Pushdown Systems (VPS).

We first recall the standard notions of pushdown alphabet and VPS. A pushdown alphabet
is a finite alphabet Σ = Σcall ∪ Σret ∪ Σint which is partitioned into a set Σcall of calls, a set
Σret of returns, and a set Σint of internal actions. This partition induces a nested hierarchical
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structure in a word over Σ obtained by associating to each call the corresponding matching
return (if any) in a well-nested manner. Formally, the set of well-matched finite words wm
over Σ is inductively defined by the following abstract syntax: wm := ε

∣∣ a ·wm ∣∣ c ·wm ·r ·wm,
where ε is the empty word, a ∈ Σint, c ∈ Σcall , and r ∈ Σret. Let w be a non-empty word
over Σ. For a call position 0 ≤ i < |w|, if there is j > i such that j is a return position of
w and w[i + 1, j − 1] is a well-matched finite word (note that j is uniquely determined if
it exists), we say that j is the matching return of i along w and i is the matching call of
j. An infinite word is well-matched if each call (resp., return) has a matching return (resp.,
matching call). For instance, consider the finite word w depicted below where Σcall = {c},
Σret = {r}, and Σint = {ı}. Note that 0 is the unique unmatched call position of w.

w = 0
c

1
c

2
ı

3
c

4
ı

5
r

6
r

7
c

8
ı

9
r

10
ı

To verify recursive programs, we assume that the set AP of atomic propositions (which
represent predicates over the states of the system) contains three special propositions, namely,
call, ret, and int: call denotes the invocation of a procedure, ret denotes the return from a
procedure, and int denotes internal actions of the current procedure. Under this assumption,
the set AP induces a pushdown alphabet ΣAP = Σcall∪Σret∪Σint , where for t ∈ {call, ret, int},
Σt = {P ⊆ AP | P ∩ {call, ret, int} = {t}}.

A Visibly Pushdown System (VPS) over AP is a tuple PS = (AP , Q = Qcall ∪ Qret ∪
Qint , q0,Γ∪{⊥},Trans,Lab), where: (i)Q is a finite set of (control) states, which is partitioned
into a set of call states Qcall , a set of return states Qret , and a set of internal states Qint , (ii)
q0 ∈ Q is the initial state, (iii) Γ∪ {⊥} is a finite stack alphabet, (where ⊥ /∈ Γ is the special
stack bottom symbol), (iv) Trans ⊆ (Qcall ×Q× Γ) ∪ (Qret × (Γ ∪ {⊥})×Q) ∪ (Qint ×Q) is
a transition relation, and (v) Lab : Q 7→ 2AP is a labelling function assigning to each control
state q ∈ Q the set Lab(q) of propositions that hold over it such that for all t ∈ {call, ret, int}
and q ∈ Qt, Lab(q) ∩ {call, ret, int} = {t}.

Intuitively, from a call state q ∈ Qcall , PS chooses a push transition of the form (q, q′, γ) ∈
Trans, pushes the symbol γ 6= ⊥ onto the stack, and the control changes from q to q′. From
a return state q ∈ Qret , PS chooses a pop transition of the form (q, γ, q′), where γ is popped
from the stack (if γ = ⊥, then γ is read but not popped). Finally, from an internal state
q ∈ Qint , PS can choose only transitions of the form (q, q′) which do not use the stack.

A configuration of PS is a pair (q, β), where q ∈ Q and β ∈ Γ∗ · {⊥} is a stack content.
The initial configuration is (q0,⊥) (the stack is initially empty). The VPS PS induces an
infinite-state Kripke structure KPS = (AP , S, E,Lab′, s0), where S is the set of configurations
of PS , s0 is the initial configuration, and for all configurations s = (q, β), Lab′((q, β)) = Lab(q)
and the set E(s) of configurations s′ such that (s, s′) ∈ E (s-successors) is defined as follows:

Push If q ∈ Qcall , then E(s) = {(q′, γ · β) | (q, q′, γ) ∈ Trans}.

Pop If q ∈ Qret, then either β = ⊥ and E(s) = {(q′,⊥) | (q,⊥, q′) ∈ Trans}, or β = γ · β′,
with γ ∈ Γ, and E(s) = {(q′, β′) | (q, γ, q′) ∈ Trans}.

Internal If q ∈ Qint , then E(s) = {(q′, β) | (q, q′) ∈ Trans}.
Note that the traces of KPS are words over the pushdown alphabet ΣAP . An (initial)
computation of PS is an (initial) path in KPS .
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Nested BHS. We now focus on model-checking VPS against BHS formulas over a set of
propositions AP ⊇ {call, ret, int}. To that purpose, we extend the state-based branching-time
approach presented in Section 2 by augmenting the set of atomic propositions AP with the
special well-matching proposition, denoted by pwm, which is fulfilled by a path of a Kripke
structure over AP iff the associated trace is a well-matched finite word over ΣAP .

I Definition 3. Let K = (AP , S, E,Lab, s0) be a Kripke structure over AP . The generalized
AIM induced by K is the AIM over AP ∪ {pwm} given by NK = (AP ∪ {pwm}, I, BI, EI,LabI),
where I, BI, EI, Lab−1

I (p) for p ∈ AP are defined as in Definition 2, and Lab−1
I (pwm) is the

set of finite paths π of K such that Lab(π) is well-matched. For a BHS formula ψ over
AP ∪ {pwm} and a path π of K , we write K , π |=n ψ to mean that NK , π |= ψ. K is a nested
model of ψ, denoted K |=n ψ, if K , π |=n ψ for all initial paths of K .

A nested BHS formula over AP is a BHS formula over AP ∪ {pwm}. The visibly pushdown
model checking (VPMC ) problem against nested BHS is the problem of checking, given a
visibly pushdown system PS and a nested BHS formula ψ (both over AP ), if KPS |=n ψ holds.

We also consider the so-called linear-time fragment of nested BHS (nested BHSlin for
short) obtained by imposing that modalities 〈B〉 and 〈E〉 occur in the scope of the binding
modality B. In nested BHSlin formulas ψ, the valuation of ψ depends only on the trace of
the given path and is independent of the underlying Kripke structure. Formally, for all paths
π and π′ of (possibly distinct) Kripke structures K and K ′ having the same trace, it holds
that K , π |=n ψ iff K ′, π′ |=n ψ. Thus, given a nested BHSlin formula ψ and a non-empty
word w over ΣAP , we write w |=n ψ to mean that K , π |=n ψ for any Kripke structure K with
labeling Lab and path π such that Lab(π) = w.

In the following, we give some examples of how to use nested BHS as a specification
language. For this, we introduce some auxiliary formulas which will be used as macro to specify
more complex requirements. The formula len1 := [E] false captures the singular intervals
(i.e. paths of length 1), and for a nested BHS formula ψ, the formulas left(ψ) := 〈A〉(len1∧ψ)
and right(ψ) := 〈A〉(len1 ∧ ψ) assert that ψ holds at the singular intervals corresponding
to the left and right endpoints, respectively, of the current finite interval. The formula
θmwm := left(call) ∧ right(ret) ∧ pwm ∧ [B]¬pwm characterizes the finite intervals whose first
position is a matched call and the last position is the associated matching return, while the
formula θpc := ξret ∧ [B]ξret , where ξret := right(ret)→ (len1 ∨ θmwm ∨ 〈E〉 θmwm), captures
intervals such that each non-first return position has a matched-call, i.e., fragments of
computations π starting at a configuration s which precede the end (if any) of the procedural
context associated with s. Finally, the formula θloc := right(true) ∧ θpc ∧ ξcall ∧ [E]ξcall ,
where ξcall := left(call) → (len1 ∨ θmwm ∨ 〈B〉 θmwm), characterizes the finite intervals π
satisfying θpc such that each non-last call position has a matching-return, i.e., the finite
intervals π s.t. the first and last positions of π belong to the same local procedural path (alias
abstract path). An abstract path captures the local computation within a procedure with the
removal of subcomputations corresponding to nested procedure calls.

Specifying requirements. As we will show in Theorem 4, nested BHS strictly subsumes
well-known context-free linear-time extensions of standard LTL, such as the logic CaRet [4]. In
the analysis of recursive programs, an important feature of CaRet is that it allows to express
in a natural way LTL requirements over two kinds of non-regular patterns on words over a
pushdown alphabet: abstract paths and caller paths (a caller path represents the call-stack
content at a given position). We show that CaRet formulas can be translated in polynomial
time into nested BHS formulas of the form Bψ such that ψ is a nested HS formula (see
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Theorem 4). It is worth noting that while CaRet provides ad hoc modalities for expressing
abstract and caller properties, in nested BHS, we just use the special proposition pwm and
the regular modalities in BHS for expressing such non-regular context-free requirements.
Additionally, nested BHS supports branching-time both in the past and in the future.
In particular, the novel logic allows to specify in a natural way procedural-context (resp.
abstract, resp. caller) versions of standard CTL and CTL∗ requirements which cannot
be expressed in CaRet. As a first example, the procedural-context version of the CTL
formula E(p1Up2), requiring that there is a computation π from the current configuration
s such that the LTL formula p1Up2 holds along a prefix of π which precedes the end
(if any) of the procedural context associated with s, can be expressed in nested HS by
〈A〉(θpc ∧ [B]p1 ∧ right(p2)), where 〈A〉 plays the role of the existential path quantifier E of
CTL∗. Similarly, the abstract version of E(p1Up2), requiring that there is an abstract path
from the current configuration s such that the LTL formula p1Up2 holds, can be expressed
by 〈A〉{θloc ∧ right(p2) ∧ [B](θloc → (left(p1) ∧ right(p1)))}.

As another example, we consider a generalized version of the total correctness requirement
for a procedure A (popular in formalisms like Hoare logic), requiring that if a precondition pre
is satisfied when A is called and an additional condition p eventually holds at a configuration
s preceding the return (if any) of procedure A, then there is a computation from s such
that A terminates and the post condition post holds upon return. This requirement can be
expressed by the following nested HS formula, where cA denotes invocation of procedure A:
[E]{(left(call∧cA∧pre)∧right(p)∧θpc)→ 〈B〉(θmwm∧right(post))}. Note that for expressing
the previous branching-time requirement, we cannot simply use the existential path quantifier
of CTL∗ corresponding to 〈A〉, but we need to keep track of the current interval satisfying
θpc, and we exploit modality 〈B〉 to nondeterministically extend this interval in the future.

We now consider the ability of expressing past branching-time modalities. Assume
that the initial state q0 is characterized by proposition init, q0 is not a return state, and
q0 is not strictly reachable by any state. Then, the requirement that for every reachable
configuration s where procedure A is called, s can be also reached in such a way that procedure
B is on the call-stack can be expressed in nested HS by the formula right(call ∧ cA) →
〈E〉{left(call ∧ cB) ∧ θpc ∧ (left(init) ∨ 〈E〉(left(init) ∧ θpc))}.

As a last example, we consider the ability of specifying different properties at different
returns of a procedural call depending on the behavior of the different branches in the called
procedural context. For instance, let us consider the requirement that whenever a procedure
is invoked, there are at least two branches in the called procedural context which return and:
in one of them, condition p eventually holds and condition q holds upon the return, while in
the other one, p never holds and q does not hold upon the return. This can be expressed by
right(call)→ {〈A〉(θmwm ∧ right(q) ∧ 〈B〉 〈E〉 p) ∧ 〈A〉(θmwm ∧ right(¬q) ∧ ¬ 〈B〉 〈E〉 p)}.

Expressiveness issues for nested BHS. Given two logics F1 and F2 interpreted over Kripke
structures on AP ⊇ {call, ret, int}, and two formulas ϕ1 ∈ F1 and ϕ2 ∈ F2, we say that ϕ1
and ϕ2 are equivalent if ϕ1 and ϕ2 have the same Kripke structure models. We say that F2
is subsumed by F1, written F1 ≥ F2, if for each formula ϕ2 ∈ F2, there is a formula ϕ1 ∈ F1
such that ϕ1 and ϕ2 are equivalent. Moreover, F1 is as expressive as (resp., strictly more
expressive than) F2 if both F1≥F2 and F2≥F1 (resp., F1≥F2 and F2 6≥F1).

We compare nested BHSlin with known context-free linear-time extensions of LTL, namely
CaRet [4], NWTL [2], and the extension of CaRet with the within modality W (see [2]). Recall
that NWTL and CaRet + W are expressively complete for the known context-free extension
FOµ of standard first-order logic (FO) over words (on a pushdown alphabet) by a binary
call/matching return predicate [2], while it is an open question whether the same holds for
CaRet [2]. Our expressiveness results can be summarized as follows.
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I Theorem 4.
1. Nested BHSlin has the same expressiveness as FOµ, and NWTL (resp., CaRet + W) can be

translated in polynomial time into equivalent nested BHSlin formulas ψ, where for CaRet
formulas, ψ is of the form Bψ′ for some nested HS formula ψ′.

2. Nested BHS is strictly more expressive than FOµ.
3. HS (hence, BHS as well) is strictly more expressive than standard CTL∗.

Sketched proof. Due to lack of space, the proof of Statement 1 is omitted. Statement 2
easily follows from Statement 1 and the fact that nested BHS supports branching-time. For
example, let us consider the classical branching-time requirement asserting that from each
state reachable from the initial one, it is possible to reach a state where proposition p holds.
It is well-known that this formula is not FO-definable (see [7], Theorem 6.21). Hence, it is
not FOµ-definable as well (on Kripke structures having labeling Lab such that int ∈ Lab(s)
for each state, FO and FOµ are equivalent). On the other hand, the previous requirement
can be easily expressed in HS. Now, let us consider Statement 3. In [10], it is shown that
in the state-based setting and under the homogeneity principle adopted in this paper, but
assuming that intervals are associated with only finite paths of the Kripke structure, it holds
that HS is strictly more expressive than finitary CTL∗ (a variant of standard CTL∗ where
path quantification ranges over finite paths). By allowing also infinite paths and trivially
adapting the results in [10], we deduce that HS (as considered in this paper) is strictly more
expressive than standard CTL∗. J

4 Decision procedures

In this section, we show that the VPMC problem against nested BHS is decidable. The
proof is based on a non-trivial automata-theoretic approach consisting in translating a given
nested BHS formula ψ into a Non-deterministic Visibly Pushdown Automaton (NVPA) [5]
accepting encodings of the computations of the given VPS PS which satisfy the formula ψ.

Details about the syntax and semantics of NVPA can be found in [5]. Here, we consider
NVPA equipped with two sets F and Fω of accepting states: F is used for acceptance of
finite words, and Fω for acceptance of infinite words. For an NVPA A, we denote by L(A)
the language of finite and infinite words over Σ accepted by A (Visibly Pushdown Language).

We fix a visibly pushdown system PS = (AP , QPS , q
0
PS ,ΓPS ∪ {⊥},TransPS ,LabPS ) over AP ,

where QPS = Qcall ∪Qret ∪Qint . For encoding computations of PS , we adopt the pushdown
alphabet ΣPS = Σcall ∪ Σret ∪ Σint defined as follows: Σcall := Qcall ∪ ΓPS ∪ (Qcall × ΓPS ),
Σret := Qret, and Σint := Qint. Thus, the return (resp., internal) symbols in ΣPS are the
return (resp., internal) states of PS , while the set of calls consists of the call states of PS
together with the stack symbols, and the pairs call state/stack symbol. Given a finite word w
over ΣPS \Qcall , the unmatched call part umc(w) of w is the word over ΓPS defined as follows:
let h0 < . . . < hn−1 be the (possibly empty) sequence of unmatched call positions of w, then
umc(w) = γ0 . . . γn−1, where for each 0 ≤ i ≤ n− 1, γi is the ΓPS -component of w(hi).

We encode the computations π of PS by words over ΣPS consisting of a prefix (the head)
over ΓPS encoding the stack content of the first configuration of π, followed by a word over
ΣPS \ ΓPS (the body) which keeps track of the states visited by π together with the stack-top
symbols pushed from the non-last configurations of π associated with the call states.

I Definition 5 (Computation-codes). A computation-code (of PS) is a word w over the
pushdown alphabet ΣPS of the form w = wh · wb such that the prefix wh (the head) is a word
in Γ∗PS and the suffix wb (the body) is either a non-empty finite word in ((Qcall×ΓPS )∪Qret∪
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Qint)∗ · (Qcall ∪Qret ∪Qint), or an infinite word over (Qcall × ΓPS ) ∪Qret ∪Qint. Moreover,
the body wb satisfies the following conditions for each 0 ≤ i < |wb| − 1 (∞− 1 is for ∞),
where for a symbol σ ∈ ΣPS \ ΓPS , we denote by q(σ) the QPS -component of σ:

if wb(i) is a call, then wb(i) = (q, γ) and (q, q(wb(i+ 1)), γ) ∈ TransPS .
if wb(i) is an internal action then (wb(i), q(wb(i+ 1))) ∈ TransPS .
if wb(i) is a return, then (wb(i), γ, q(wb(i + 1))) ∈ TransPS , where γ = ⊥ if the return
position i+ |wh| has no matched-call in w = wh · wb; otherwise, γ is the ΓPS -component
of w(ic), where ic is the matched-call position of i+ |wh|.

We denote by ΠPS the set of computation-codes. Clearly, there is a bijection between ΠPS

and the set of computations of PS . In particular, a computation code w = wh · wb encodes
the computation πw of PS of length |wb| given by πw := (q(wb(0)), β0 ·⊥)(q(wb(1)), β1 ·⊥) . . .,
where for each 0 ≤ i < |wb|, βi is the reverse of the unmatched call part of the prefix of
w until position i+ |wh| − 1. Note that the head wh encodes the stack content of the first
configuration, i.e., β0 = (wh)R · ⊥, where (wh)R is the reverse of wh.

We now illustrate the translation of nested BHS formulas over AP into a subclass of
NVPA over ΣPS , we call PS-NVPA. A PS-NVPA is simply an NVPA over ΣPS accepting only
computation-codes. The following result is straightforward.

I Proposition 6. One can construct a PS-NVPA APS with O(|ΣPS |) states and O(|ΓPS |) stack
symbols accepting the set ΠPS of computation-codes.

For the Boolean connectives in nested BHS formulas, we exploit the well-known closure
of NVPA under language Boolean operations [5]. In particular the following holds.

I Proposition 7 (Closure under intersection and complementation [5]). Given two PS-NVPA
A and A′ with n and n′ states, and m and m′ stack symbols, respectively, one can construct
(i) a PS-NVPA with n · n′ states and m ·m′ stack symbols accepting L(A) ∩ L(A′), and (ii) a
PS-NVPA with O(|ΣPS | · 2n

2) states and O(|ΣPS |2 · 2n
2) stack symbols accepting ΠPS \ L(A).

We now extend in a natural way the semantics of the HS modalities 〈B〉, 〈B〉, 〈E〉, 〈E〉 to
languages L of words over the pushdown alphabet ΣPS , i.e. we interpret the 〈B〉, 〈B〉, 〈E〉,
〈E〉 modalities as operators over languages on ΣPS . The translation of nested BHS formulas
into PS-NVPA is crucially based on the closure of PS-NVPA under such language operations.

For a computation-code w ∈ ΠPS encoding a PS -computation πw, we denote by PrefPS (w)
the set of computation-codes encoding the computations in Pref(πw), and by SuffPS (w) the
set of computation-codes encoding the computations in Suff(πw). Given a language L over
ΣPS , let 〈B〉PS (L), 〈E〉PS (L), 〈B〉PS (L), 〈E〉PS (L) be the languages over ΣPS defined as follows:

〈B〉PS (L) = {w ∈ ΠPS | PrefPS (w) ∩ L 6= ∅};
〈E〉PS (L) = {w ∈ ΠPS | SuffPS (w) ∩ L 6= ∅};
〈B〉PS (L) = {w ∈ ΠPS | ∃w′ ∈ ΠPS ∩ L such that w ∈ PrefPS (w′)};
〈E〉PS (L) = {w ∈ ΠPS | ∃w′ ∈ ΠPS ∩ L such that w ∈ SuffPS (w′)}.

We show that PS-NVPA are closed under the above language operations. We start with
the prefix operator 〈B〉PS and the suffix operator 〈E〉PS .

I Proposition 8 (Closure under 〈B〉PS and 〈E〉PS ). Given a PS-NVPA A with n states and m
stack symbols, one can construct in polynomial time a PS-NVPA with O(n · |ΣPS |) states and
O(m · |ΓPS |) stack symbols accepting 〈B〉PS (L(A)) (resp., 〈E〉PS (L(A))).
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Proof. Let us consider the suffix operator 〈E〉PS (the closure under 〈B〉PS is straightforward).
Let A be a PS -NVPA with set of states Q and stack alphabet Γ. We first construct an NVPA
A′ with O(|Q|) states and O(|Γ|) stack symbols accepting the set of words w over ΣPS such
that there is a non-empty proper prefix w′ of w over ΣPS \Qcall so that the last symbol of
w′ is in ΣPS \ ΓPS and umc(w′) · w′′ is accepted by A, where w′′ is the remaining portion
of w, i.e. w = w′ · w′′. Since A accepts only words in ΠPS , our encoding ensures that the
PS -NVPA accepting 〈E〉PS (L(A)) and satisfying the statement of the theorem is given by the
synchronous product of A′ with the PS-NVPA APS accepting ΠPS of Proposition 6.

We now illustrate the construction of the NVPA A′. Intuitively, A′ guesses a non-empty
proper prefix w′ of the given input w such that the last symbol of w′ is in ΣPS \ΓPS and checks
that there is an accepting run of A over umc(w′) · w′′, where w = w′ · w′′. The behaviour of
A′ is split in two phases. In the first phase, starting from an initial state of A, A′ simulates
the behaviour of A over the unmatched call part umc(w′) of the guessed prefix w′ of the
input. In the second phase, A′ simply simulates the behaviour of A over w′′ and accepts
if and only if A accepts. A′ keeps track in its (control) state of the current state of the
simulated run of A over umc(w′) · w′′. Whenever a call position ic is read along the guessed
prefix w′, A′ guesses that one of the following two conditions holds:

ic is a matched-call position in the guessed prefix w′: A′ pushes a special symbol # on
the stack, and the Q-component of the state remains unchanged. Moreover, in order to
ensure that the guess is correct, A′ exploits a flag mc. Intuitively, the flag mc marks the
current state iff the current input position has a caller whose matching return exists in
the guessed prefix w′. The transition function of A′ ensures that the flag is propagated
consistently with the guesses. In particular, on reading a call of w′ in a state marked
by mc, the flag mc is pushed onto the stack in order to be recovered on reading the
matching-return. The guesses are ensured to be correct by requiring that the second
phase can start only if the flag mc does not appear in the current state.
ic is an unmatched-call position in the guessed prefix w′: from the current state with
Q-component q, A′ guesses a push-transition q

c,push(γ)−→ q′ of A such that c is the
ΓPS -component of w′(ic), pushes γ on the stack and moves to a state whose Q-component
is q′. A′ ensures that in the first phase no symbol in Γ can be popped from the stack.

Note that in the first phase, on reading a non-call position, the Q-component of the state of
A′ remains unchanged. J

Next, we consider the prefix-converse operator 〈B〉PS and the suffix-converse operator
〈E〉PS . For an NVPA A and state q, Aq denotes the NVPA defined as A but with set of initial
states given by {q}. Given states q and p of A, a summary of A from q to p is a run of Aq
over some finite well-matched word leading to a configuration whose associated state is p. A
minimally well-matched word is a non-empty finite well-matched word w whose first position
is a call having as matching-return the last position of w. We denote by MR(ΣPS ) the set of
words over ΣPS such that each return position has a matching call.

I Proposition 9 (Closure under 〈B〉PS and 〈E〉PS ). Given a PS-NVPA A with n states and m
stack symbols, one can construct in polynomial time
1. a PS-NVPA with O(n2) states and O(n ·m) stack symbols accepting 〈B〉PS (L(A)), and
2. a PS-NVPA with 3n states and m stack symbols accepting 〈E〉PS (L(A)).

Proof. We focus on Property 1 (i.e. closure under 〈B〉PS). Let A be a PS-NVPA with set
of states Q and stack alphabet Γ. We first construct an NVPA A′ over ΣPS with O(|Q|2)
states and O(|Q||Γ|) stack symbols accepting the language 〈B〉(L(A)) := {w ∈ Σ∗PS | ∃w′′ ∈
L(A) such that w ∈ (Pref(w′′) ∪ {ε})}.
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Starting from A′, one can trivially construct in linear time an NVPA A′′ over ΣPS accepting
the set of non-empty finite words v such that the last symbol of v is not in ΓPS and the word
obtained from v by replacing the last symbol of v with its QPS -component is accepted by A′.
Since A accepts only words in ΠPS , our encoding ensures that A′′ is a PS-NVPA accepting
〈B〉PS (L(A)), and the result follows. We describe now the construction of the NVPA A′
accepting 〈B〉(L(A)). Intuitively, given an input w ∈ Σ∗PS , A′ guesses a right-extension w ·w′
of w with w′ 6= ε and checks that there is an accepting run of A over w · w′. A′ simulates
the behaviour of A on the given input w. Additionally, whenever a call position ic occurs,
A′ guesses that one of the following conditions holds:

ic is a matched-call position of the input w: in order to ensure that the guess is correct, as
in the proof of Proposition 8, A′ carries in its state a flag mc that marks the current state
if the current input position has a caller whose matching return exists. The transition
function of A′ ensures that the flag is propagated consistently with the guesses and the
acceptance condition on finite words ensures that the guesses are correct.
ic is an unmatched call position both in the input w and in the guessed right-extension
w ·w′: in this case, A′ pushes the special symbol bad on the stack (the transition function
ensures that bad is never popped from the stack), and carries in the control state, by
means of an additional flag uc, the information that in the guessed right-extension w ·w′,
there are no unmatched return positions in w′.
ic is an unmatched call position in the input w but has matching return ir in the guessed
right-extension w · w′: in this case, A′ simulates the behavior of A by choosing from
the current state q a push transition q w(ic),push(γ)−→ q′ of A, and, additionally, guesses a
matching pop-transition p r,push(γ)−→ p′ of A associated with the guessed return position
ir. Then, A′ pushes the special symbol bad on the stack and moves to a state which keeps
track both of the next state q′ in the simulated run of A over w ·w′ and the state p (we call
summary state) associated with the guessed matching return position ir. Additionally, if
ic is the first guessed unmatched call position with matched return in w ·w′ (i.e., the infix
from ic to ir is the maximal minimally well-matched word containing the last position of
the input w), A′ chooses the matching pop-transition p r,push(γ)−→ p′ in such a way that
for the target state p′, (L(Ap′) \ {ε}) 6= ∅ if the flag uc does not mark the current state
(i.e., every call in w has a matching return in w · w′), and (L(Ap′) \ {ε}) ∩MR(ΣPS ) 6= ∅
otherwise (w′ has no unmatched return positions). By using the stack, the summary state
p is propagated along the maximal abstract path of w from position ic + 1. Whenever
a new call îc occurs, then either îc has a matched return in the input w, or a matching
return îr in the guessed right-extension w · w′. In the first case, A′ pushes the summary
state p onto the stack to recover it on reading the matching return. In the second case, A′

chooses from the current state q̂ a push transition q̂ w(̂ic),push(γ)−→ q̂′ of A and a matching
pop-transition p̂ r,push(γ)−→ p̂′ of A associated with the return position îr such that there
exists a summary of A from state p̂′ to the summary state p (such a summary corresponds
to the portion of the guessed run of A over w · w′ associated with the infix from position
îr + 1 to position ir − 1). Then, A′ pushes the special symbol bad on the stack and moves
to a state which keeps track both of the next state q̂′ (main state) in the simulated run
of A and the new summary state p̂. When the input w is read, A′ accepts only if there is
summary of A from the current main state to the current summary state.

In case A′ guesses that every call in the input w is either matched in w, or unmatched
in the guessed right-extension w · w′, then A′ accepts only if for the final main state q,
(L(Aq) \ {ε}) 6= ∅ if no call has been guessed unmatched, and (L(Aq) \ {ε}) ∩MR(Σ) 6= ∅
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otherwise. By standard results, given states p and q of A, checking whether there is a
summary from p to q (resp., (L(Aq) \ {ε}) 6= ∅, resp., (L(Aq) \ {ε}) ∩MR(ΣPS ) 6= ∅) can be
done in polynomial time. Hence, A′ can be constructed in polynomial time. J

We can now establish the main result of this paper.

I Theorem 10. Given a VPS PS and a nested BHS formula ψ, one can construct a PS-NVPA
accepting the words encoding the computations π of PS s.t. KPS , π |= ψ. Moreover, the VPMC
problem for nested BHS (resp., nested BHSlin) is decidable with a non-elementary complexity.

Sketch of proof. We can easily show that nested BHSlin can be translated in linear-time into
FOµ. Hence, by [6], given a nested BHSlin formula θ, one can construct an NVPA A of size
non-elementary in the size of θ accepting the words v over ΣAP such that v |=n θ. Starting
from A, one can easily construct a PS -NVPA A′ accepting the set of words over ΣPS encoding
the computations π of PS such that KPS , π |=n θ. Hence, the first part of the theorem holds
for nested BHSlin. Thus, since an arbitrary nested BHS formula can be seen as a nested
HS formula whose atomic formulas are nested BHSlin formulas, and being non-emptiness
of NVPA solvable in polynomial time, the first part of the theorem and non-elementary
decidability of the considered problem easily follow from the result for nested BHSlin and
Propositions 7–9. For the non-elementary lower-bound, we show that the result already holds
for finite model-checking against BHSlin. The proof is by a polynomial-time reduction from
the universality problem for star-free regular expressions built from union, concatenation,
and negation. This problem is known to have a non-elementary complexity [27]. J

5 Concluding remarks

We have introduced and proved decidable a branching-time context-free logical framework for
visibly pushdown model-checking, based on an extension of standard HS under the state-based
semantics over Kripke structures and the homogeneity assumption. Future work will focus
on the problem of determining the exact complexity of the VPMC problem for nested HS
and its relevant fragments, and the complexity for nested BHS in terms of the nesting depth
of the binding modality. Another intriguing problem concerns the expressiveness of the
binding modality: in particular, is (nested) BHS more expressive than (nested) HS? We
are also motivated to study suitable generalizations of the homogeneity assumption about
the behavior of proposition letters over intervals. Finally, an interesting issue concerns the
expressiveness comparison of nested BHS and VP-µ [3].
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Abstract
The problem of timeline-based planning (TP) over dense temporal domains is known to be undecidable.
In this paper, we introduce two semantic variants of TP, called strong minimal and weak minimal
semantics, which allow to express meaningful properties. Both semantics are based on the minimality
in the time distances of the existentially-quantified time events from the universally-quantified
reference event, but the weak minimal variant distinguishes minimality in the past from minimality
in the future. Surprisingly, we show that, despite the (apparently) small difference in the two
semantics, for the strong minimal one, the TP problem is still undecidable, while for the weak
minimal one, the TP problem is just PSPACE-complete. Membership in PSPACE is determined
by exploiting a strictly more expressive extension (ECA+) of the well-known robust class of Event-
Clock Automata (ECA) that allows to encode the weak minimal TP problem and to reduce it to
non-emptiness of Timed Automata (TA). Finally, an extension of ECA+(ECA++) is considered,
proving that its non-emptiness problem is undecidable. We believe that the two extensions of ECA
(ECA+ and ECA++), introduced for technical reasons, are actually valuable per sé in the field of TA.
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1 Introduction

Timeline-based planning (TP for short) is a promising approach to real-time temporal planning
and reasoning about executions under uncertainty [10, 11, 13, 14, 15, 16]. Compared to
classical action-based temporal planning [17, 28], TP adopts a more declarative paradigm
which focuses on the constraints that sequences of actions have to fulfil to reach a given goal.
In TP, the planning domain is modeled as a set of independent, but interacting, components,
each one identified by a state variable. The temporal behaviour of a single state variable
(component) is described by a sequence of tokens (timeline) where each token specifies a
value of the variable (state) and the period of time during which it takes that value. The
overall temporal behaviour (set of timelines) is constrained by a set of synchronization rules
that specify quantitative temporal requirements between the time events (start-time and
end-time) of distinct tokens. Synchronization rules have a very simple format: either trigger
rules, expressing invariants and response properties (for each token with a fixed state, called
trigger, there exist some tokens satisfying some mutual temporal relations), or trigger-less
ones, expressing goals (there exist some tokens satisfying some mutual temporal relations).
Notice that the way in which requirements are specified by synchronization rules corresponds
to the “freeze” mechanism in the well-known timed temporal logic TPTL [1], which uses the
freeze quantifier to bind a variable to a specific temporal context (a token in the TP setting).
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TP has been successfully exploited in a number of application domains, including space
missions, constraint solving, and activity scheduling (see, e.g., [4, 9, 12, 18, 23, 25]). A
systematic study of expressiveness and complexity of TP has been undertaken only very
recently in both the discrete-time and the dense-time settings [5, 6, 20, 21].

In the discrete-time case, the TP problem is EXPSPACE-complete, and expressive
enough to capture action-based temporal planning (see [20, 21]). Despite the simple format of
synchronization rules, the shift to a dense-time domain dramatically increases expressiveness
and complexity, depicting a scenario which resembles that of the well-known timed linear
temporal logics MTL and TPTL, under a pointwise semantics, which are undecidable in
the general setting [1, 26]. The TP problem in its full generality is indeed undecidable [6],
and undecidability is caused by the high expressiveness of trigger rules (if only trigger-less
rules are used, the TP problem is just NP-complete [8]). Decidability can be recovered by
imposing suitable syntactic/semantic restrictions on the trigger rules. In particular, two
restrictions are considered in [5]: (i) the first one limits the comparison to tokens whose start
times follow the start time of the trigger (future semantics of trigger rules); (ii) the second
one imposes that a non-trigger token can be referenced at most once in the timed constraints
of a trigger rule (simple trigger rules). Under these two restrictions, the TP problem is
decidable with a non-primitive recursive complexity [5] and can be solved by a reduction
to model checking of Timed Automata (TA) [2] against MTL over finite timed words, the
latter being a known decidable problem [27]. By removing either the future semantics or
the simple trigger rule restrictions, the TP problem turns out to be undecidable [6, 7].

Our Contribution. In this paper, without imposing any syntactic restriction to the format
of synchronization rules, we investigate an alternative semantics for the trigger rules in the
dense-time setting, which turns out to be still quite expressive and relevant for practical
applications, and has the main advantage of guaranteeing a reasonable computational
complexity. In the standard semantics of trigger rules, if there are many occurrences of
non-trigger tokens carrying the same specified value, say v, nothing forces the choice of a
specific occurrence. For instance, if the trigger token represents a prompt and the v-valued
token is a reaction to it, the chosen v-valued token is not guaranteed to be the first one
after issuing the prompt. In a reactive context, one is in general interested in relating an
issued prompt to the first response to it and not to an arbitrarily delayed one. A similar idea
is exploited by Event-Clock Automata (ECA) [3], a well-known robust subclass of Timed
Automata(TA) [2]. In ECA, each symbol a of the alphabet is associated with a recorder or
past clock, recording (at the current time) the time elapsed since the last occurrence of a,
and a predicting or future clock, measuring the time required for the next occurrence of a.

The alternative semantics of trigger rules is based on the minimality in the time distances
of the start times of existentially quantified tokens in a trigger rule from the start time of
the trigger token. In fact, the minimality constraint can be used to express two alternative
semantics: the weak minimal semantics, which distinguishes minimality in the past, with
respect to the trigger token, from minimality in the future, and the strong minimal semantics,
which considers minimality over all the start times (both in the past and in the future).
Surprisingly, this apparently small difference in the definitions of weak and strong minimal
semantics leads to a dramatic difference in the complexity-theoretic characterization of the TP
problem: while the TP problem under the strong minimal semantics is still undecidable, the
TP problem under the weak minimal semantics turns out to be PSPACE-complete (which
is the complexity of the emptiness problem for TA and ECA [2, 3]). PSPACE membership
of the weak minimal TP problem is shown by a non-trivial exponential-time reduction to
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non-emptiness of TA. To handle the trigger rules under the weak minimal semantics, we
exploit, as an intermediate step in the reduction, a strictly more expressive extension of
ECA, called ECA+. This novel extension of ECA is obtained by allowing a larger class of
atomic event-clock constraints, namely, diagonal constraints between clocks of the same
polarity (past or future) and sum constraints between clocks of opposite polarity. In [19],
these atomic constraints are used in event-zones to obtain symbolic forward and backward
analysis semi-algorithms for ECA, which are not guaranteed to terminate. We show that,
similar to ECA, ECA+ are closed under language Boolean operations and can be translated
in exponential time into equivalent TA with an exponential number of control states, but a
linear number of clocks. We also investigate an extension of ECA+, called ECA++, where the
polarity requirements in the diagonal and sum constraints are relaxed, and we show that the
nonemptiness problem for such a class of automata is undecidable. We believe that these
two original extensions of ECA, namely, ECA+ and ECA++, are interesting per sé, as they
shed new light on the landscape of event-clock and timed automata.

The paper is organized as follows. In Section 2, we recall the TP framework and we
introduce the strong and weak minimal semantics. In Section 3, we prove that the TP problem
under the strong minimal semantics is still undecidable. In Section 4, we introduce and
address complexity and expressiveness issues for ECA+ and ECA++. Moreover, by exploiting
the results for ECA+, we prove PSPACE-completeness of the weak minimal TP problem.
Conclusions provide an assessment of the work done and outline future research themes.

2 The TP Problem

In this section, we recall the TP framework as presented in [15, 20] and we introduce the
strong and weak minimal semantics. In TP, domain knowledge is encoded by a set of state
variables, whose behaviour over time is described by transition functions and constrained by
synchronization rules. We fix the following notation. Let N be the set of natural numbers,
R+ the set of non-negative real numbers, and Intv the set of intervals in R+ whose endpoints
are in N∪ {∞}. Given a finite word w over some alphabet (or, equivalently, a finite sequence
of symbols), |w| denotes the length of w and for all 0 ≤ i < |w|, w(i) is the i-th letter of w.

I Definition 1. A state variable x is a triple x = (Vx, Tx, Dx), where Vx is the finite domain
of the variable x, Tx : Vx → 2Vx is the value transition function, which maps each v ∈ Vx to
the (possibly empty) set of successor values, and Dx : Vx → Intv is the constraint function
that maps each v ∈ Vx to an interval.

A token for a variable x is a pair (v, d) consisting of a value v ∈ Vx and a duration d ∈ R+
such that d ∈ Dx(v). For a token t = (v, d), value(t) denotes the first component v of t.
Intuitively, a token for x represents an interval of time where the state variable x takes
value v. The behavior of the state variable x is specified by means of timelines which are
non-empty sequences of tokens π = (v0, d0) . . . (vn, dn) consistent with the value transition
function Tx, that is, such that vi+1 ∈ Tx(vi) for all 0 ≤ i < n. We associate to the i-th token
(0 ≤ i ≤ n) of the timeline π two punctual events: (i) the start point whose timestamp (start
time), denoted by s(π, i), is 0 if i = 0, and is given by

∑i−1
h=0dh otherwise, and (ii) the end

point whose timestamp (end time), denoted by e(π, i), is given by e(π, i) := s(π, i) + di.
Given a finite set SV of state variables, a multi-timeline of SV is a mapping Π assigning

to each state variable x ∈ SV a timeline for x.

I Example 2. Assume to have transactions (e.g database transactions) accessing a common
shared resource A for read/write operations. The resource A can be unlocked (unA),
read_locked (r_lA) or write_locked (w_lA). A state variable xA = (VA, TA, DA) with
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unA

(0,∞)
r_lA

(m,M)
w_lA

(m,M)

iK

(0,∞)
rlK

(0, Tout)
wlK

(0, Tout)

ruK

(m,M)
wuK

(m,M)

Figure 1 State variables xA and xK .

VA = {unA, r_lA, w_lA} is used to describe the availability/locking of the resource during
time. The value transition function TA is represented as a graph in Figure 1 (left). Each
node is labelled by a value v and by the constraint DA(v). The constants m and M are
lower and upper bound, respectively, for the durations of read/write locking.
A state variable xK = (VK , TK , DK), with K ranging over transaction names, describes
the read/write locking requests issued by transaction K for the use of the resource A. A
transaction can be idle (iK), issuing a read or write lock for accessing the resource (rlK
or wlK , resp.), or reading or writing the resource (ruK or wuK , resp.). Therefore we have
VK = {iK , rlK , wlK , ruK , wuK}. An issued lock request can be accepted allowing the use of
the resource or refused. There is a timeout Tout for waiting the availability of the resource.
The value transition and constraint functions TK and DK are depicted in Figure 1 (right).

Synchronization rules. Fix a finite set SV of state variables. Multi-timelines of SV can
be constrained by a set of synchronization rules, which relate tokens, possibly belonging to
different timelines, through temporal constraints on the start/end-times of tokens (point
constraints) and on the difference between start/end-times of tokens (difference constraints).
The synchronization rules exploit an alphabet Σ of token names to refer to the tokens along
a multi-timeline, and are based on the notions of atom and existential statement.

An atom is either a clause of the form ev(o) ∈ I (point atom), or of the form ev(o) −
ev′(o′) ∈ I (difference atom), where o, o′ ∈ Σ, I ∈ Intv, and ev, ev′ ∈ {s, e}. Intuitively, an
atom ev(o) ∈ I asserts that the ev-time (i.e., the start-time if ev = s, and the end-time
otherwise) of the token referenced by o is in the interval I, while an atom ev(o)− ev′(o′) ∈ I
requires that the difference between the ev-time and the ev′-time of the tokens referenced by o
and o′, respectively, is in I. Formally, an atom is evaluated with respect to a Σ-assignment λΠ
for a given multi-timeline Π of SV which is a mapping assigning to each token name o ∈ Σ a
pair λΠ(o) = (π, i) such that π is a timeline of Π and 0 ≤ i < |π| (intuitively, (π, i) represents
the token of Π referenced by the name o). An atom ev(o) ∈ I (resp., ev(o)− ev′(o′) ∈ I) is
satisfied by λΠ if ev(λΠ(o)) ∈ I (resp., ev(λΠ(o))− ev′(λΠ(o′)) ∈ I).

An existential statement E is a statement of the form E := ∃o1[x1 = v1] · · · ∃on[xn = vn].C,
where C is a conjunction of atoms, oi ∈ Σ, xi ∈ SV , and vi ∈ Vxi for each i = 1, . . . , n. The
elements oi[xi = vi] are called quantifiers. A token name used in C, but not occurring in any
quantifier, is said to be free. Intuitively, the quantifier oi[xi = vi] binds the name oi to some
token in the timeline for variable xi having value vi. A Σ-assignment λΠ for a multi-timeline
Π of SV satisfies E if each atom in C is satisfied by λΠ, and for each quantified token name
oi, λΠ(oi) = (π, h) where π = Π(xi) and the h-th token of π has value vi. A multi-timeline
Π of SV satisfies E if there exists a Σ-assignment λΠ for Π which satisfies E .
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I Definition 3. A synchronization rule R for the set SV of state variables has the forms
(trigger rule) o0[x0 = v0]→ E1 ∨ E2 ∨ . . . ∨ Ek, (trigger-less rule) > → E1 ∨ E2 ∨ . . . ∨ Ek,
where o0 ∈ Σ, x0 ∈ SV , v0 ∈ Vx0 , and E1, . . . , Ek are existential statements. In trigger rules,
the quantifier o0[x0 = v0] is called trigger, and it is required that only o0 may appear free in
Ei (for i = 1, . . . , k). For trigger-less rules, it is required that no token name appears free.

Intuitively, a trigger o0[x0 = v0] acts as a universal quantifier, which states that for
all the tokens of the timeline for the state variable x0 having value v0, at least one of the
existential statements Ei must be true. Trigger-less rules simply assert the satisfaction of
some existential statement. Formally, the standard semantics of the synchronization rules is
defined as follows. A multi-timeline Π of SV satisfies a trigger-less rule R of SV if Π satisfies
some existential statement of R. Π satisfies a trigger rule R of SV with trigger o0[x0 = v0]
if for every position i of the timeline Π(x0) for x0 such that Π(x0)(i) = (v0, d), there is an
existential statement E of R and a Σ-assignment λΠ for Π such that λΠ(o0) = (Π(x0), i) and
λΠ satisfies E . Trigger-less are usually exploited to express initial conditions or the goals of
the problem. Trigger rules are useful to specify invariants and response requirements.

I Example 4. With reference to Example 2, we introduce synchronization rules to guarantee
that the shared resource A is accessed in mutual exclusion during writing. We first define
some shorthand for expressing conjunctions of atoms where o and o are token names:

during(o, o) := s(o) − s(o) ∈ [0,∞) ∧ e(o) − e(o) ∈ [0,∞) requires that the token
referenced by o occurs during the token referenced by o;
overlap(o, o) := e(o)− s(o) ∈ (0,∞) ∧

∧
ev∈{s,e} ev(o)− ev(o) ∈ (0,∞) asserts that the

o’s token does not start before the o’s token and crosses the end point of the o’s token.

The following first pair of trigger-less rules fix the initial conditions: the resource A is
initially unlocked and each transaction K is idle. The next trigger rule ensures that when a
transaction K reads the resource A, the resource is locked for reading. The last trigger rule
requires that when K writes A, there is a write locking token of A having the same temporal
window as the K-token.
> → ∃o[xA = unA]. s(o) ∈ [0, 0] and > → ∃o[xK = iK ]. s(o) ∈ [0, 0];
o0[xK = ruK ]→ ∃o[xA = r_lA].during(o, o0);
o0[xK = wuK ]→ ∃o[xA = w_lA].during(o, o0) ∧ during(o0, o).

The two trigger rules above ensure the mutual exclusion among reads and writes of the
resource A by the same transaction K. The following rules are added to guarantee mutual
exclusion when distinct transactions K and H write A, i.e. we have to ensure that K and H
do not feature tokens of value wuK and wuH , respectively, with the same temporal window.

o0[xK = wuK ]→
∨
s∈{iH ,wlH ,rlH}

(
∃o[xH = s].during(o, o0) ∨ ∃o[xH = s].during(o0, o)∨

∃o[xH = s].overlap(o0, o) ∨ ∃o[xH = s].overlap(o, o0)
)
.

Minimal semantics of trigger rules. In the following we define the variant of the semantics
for trigger rules newly proposed and investigated in this paper. It is obtained from the
standard semantics by additionally requiring that the given Σ-assignment λΠ selects for
each (existential) quantifier o[x = v] a token for variable x with value v whose start point
has a minimal time distance from the start point of the trigger. Actually, the constraint of
minimality can be used to express two alternative semantics: the weak minimal semantics
which distinguishes minimality in the past (w.r.t. the trigger token) from the minimality in
the future, and the strong minimal semantics which considers minimality over all the start
times (both in the past and in the future) of the tokens for a variable x and x-value v.
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I Definition 5. Let o0 ∈ Σ. A Σ-assignment λΠ for a multi-timeline Π of SV is weakly
minimal w.r.t. o0 if for each o ∈ Σ with λΠ(o) = (π, i), the following holds:

minimality in the past: if s(π, i) ≤ s(λΠ(o0)) then there is no position ` along the timeline
π such that value(π(i)) = value(π(`)) and s(π, i) < s(π, `) ≤ s(λΠ(o0)).
minimality in the future: if s(π, i) ≥ s(λΠ(o0)) then there is no position ` along the
timeline π such that value(π(i)) = value(π(`)) and s(π, i) > s(π, `) ≥ s(λΠ(o0)).

A Σ-assignment λΠ for Π is strongly minimal w.r.t. o0 if for each o ∈ Σ with λΠ(o) =
(π, i), there is no position ` along the timeline π such that value(π(i)) = value(π(`)) and
|s(π, `)− s(λΠ(o0))| < |s(π, i)− s(λΠ(o0))|.

The weak minimal (resp., strong minimal) semantics of the trigger rules is obtained from
the standard one by imposing that the considered Σ-assignment λΠ is weakly minimal (resp.,
strongly minimal) w.r.t. the trigger token o0.

Note that we consider start points of tokens for expressing minimality. Equivalent
semantics can be obtained by considering end points of tokens instead.

With reference to Example 4, we observe that, due to the constraints during and overlap,
the weak minimal semantics for the considered trigger rules corresponds to the standard one.

Domains and plans. A TP domain D = (SV,R) is specified by a finite set SV of state
variables and a finite set R of synchronization rules modeling their admissible behaviors. A
weak (resp., strong) minimal plan of D is a multi-timeline of SV satisfying all the rules in R
under the weak (resp., strong) minimal semantics of trigger rules. The weak (resp. strong)
minimal TP problem is checking given a domain D, whether there is a weak (resp. strong)
minimal plan of D. We also consider the discrete-time versions of the previous problems,
where the durations of the tokens in a plan are restricted to be natural numbers.
I Assumption 6 (Strict time monotonicity). In the following, for simplifying the technical
presentation of some results, without loss of generality, we assume that given a state variable
x = (Vx, Tx, Dx), the duration of a token for x is never zero, i.e., for each v ∈ Vx, 0 /∈ Dx(v).

3 Undecidability of the strong minimal TP problem

In this section, we establish the negative result for the strong minimal semantics by a
polynomial-time reduction from the halting problem for Minsky 2-counter machines [24].
The key feature in the reduction is the possibility to express for a given value v, a temporal
equidistance requirement w.r.t. the start point of the trigger token for the start points of the
last token before the trigger with value v and the first token after the trigger with value v.

I Theorem 7. The strong minimal TP problem is undecidable even in the discrete-time
setting.

Proof. A nondeterministic Minsky 2-counter machine is a tuple M = (Q, qinit, qhalt,∆),
where Q is a finite set of (control) locations, qinit ∈ Q is the initial location, qhalt ∈ Q is
the halting location, and ∆ ⊆ Q × L × Q is a transition relation over the instruction set
L = {inc, dec, zero_test} × {1, 2}. For a transition δ = (q, op, q′) ∈ ∆, we define from(δ) := q,
op(δ) := op, and to(δ) := q′. Without loss of generality we assume that:

for each transition δ ∈ ∆, from(δ) 6= qhalt and to(δ) 6= qinit, and
there is exactly one transition in ∆, denoted δinit, having as source location qinit.

An M -configuration is a pair (q, ν) consisting of a location q ∈ Q and a counter valuation
ν : {1, 2} → N. A computation of M is a non-empty finite sequence (q1, ν1), . . . , (qk, νk) of
configurations such that for all 1 ≤ i < k, there is some instruction opi = (tagi, ci) ∈ L, so
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that (qi, opi, qi+1) ∈ ∆ and: (i) νi+1(c) = νi(c) if c 6= ci; (ii) νi+1(ci) = νi(ci) + 1 if tagi = inc;
(iii) νi+1(ci) = νi(ci) − 1 and νi(ci) > 0 if tagi = dec; and (iv) νi+1(ci) = νi(ci) = 0 if
tagi = zero_test. The halting problem is to decide whether for a machine M , there is a
computation starting at the initial configuration (qinit, νinit), where νinit(1) = νinit(2) = 0,
and leading to some halting configuration (qhalt, ν) (it was proved to be undecidable in [24]).
To prove Theorem 7 we construct a TP instance DM = (SVM , RM ) such that M halts iff
there exists a strong minimal discrete-time plan for DM .

We exploit a state variable xM for encoding the evolution of the machine M and
additional state variables for checking that the values of counters in the timeline for xM
are correctly updated. The domain VM of the state variable xM is given by VM := V∆ ×
{1L, 1R, 2L, 2R, [L, ]L, [R, ]R} where V∆ is the set of pairs (δ′⊥, δ), where δ′⊥ ∈ ∆∪{⊥}, δ ∈ ∆,
and to(δ′⊥) = from(δ) if δ′⊥ 6= ⊥, and δ = δinit otherwise. Intuitively, in the pair (δ′⊥, δ), δ
represents the transition currently taken by M from the current non-halting configuration C,
while δ′⊥ is ⊥ if C is the initial configuration, and δ′ represents the transition exploited by
M in the previous computational step otherwise.

A configuration C = (q, ν) of M is encoded by the timelines πC (configuration codes) of
length 9 for the state variable xM illustrated in the following figure, where v ∈ V∆ (called
V∆-value of πC) is of the form (δ′⊥, δ) such that from(δ) = q. Note that the configuration

(v, 1L) (v, [L)

ν(1) + 1

(v, 2L)

1

(v, ]L)

ν(2) + 1

(v, [R)

1

(v, 2R)

1

(v, ]R)

ν(2) + 1

(v, 1R)

1

(vnew, 1L)

ν(1) + 1

Left Part Right Part

code πC is subdivided in two parts. In the left part (resp., right part), the encoding of
counter 1 (resp., 2) precedes the encoding of counter 2 (resp., 1). The value ν(1) of counter 1
is encoded by the duration, which is ν(1) + 1, of the counter token with value marked by
1L in the left part, and the counter token with value marked by 1R in the right part, and
similarly for counter 2. The four tokens with values marked by [L, ]L, [R, and ]R, respectively,
are called tagged tokens and their duration is always 1: they are used to check by trigger
rules (under the strong minimal semantics) that increment and decrement M -instructions
are correctly encoded. Moreover, we require that the configuration code πC satisfies the
following additional requirement (V∆-requirement), with v = (δ′⊥, δ) and δ = (q, op, q′):

vnew = v if to(δ) = qhalt, and vnew is of the form (δ, δ′′) otherwise (consecution);
if δ = δinit then the counter tokens have duration 1;
if op = (dec, c) (resp., op = (zero_test, c)), then the durations of the counter tokens with
values (v, cL) and (v, cR) are greater than 1 (resp., are equal to 1).

A pseudo-configuration code is defined as a configuration code but the durations of the
counter tokens are arbitrary with the restriction that the V∆-requirement is fulfilled.

By construction and the assumption onM , we can easily define a trigger-less rule Rinit,halt
and define the transition and constraint function of xM in such a way that the timelines
of xM satisfying Rinit,halt (called pseudo-computation codes) are the sequences of the form
π0 · · ·πn such that: (i) πi · πi+1(0) and πn are pseudo-configuration codes for all 0 ≤ i < n,
(ii) if n > 0 (resp., n = 0), the V∆-value of π0 · π1(0) (resp., π0) is (⊥, δinit) (initialization),
and (iii) the V∆-value of πn is of the form (δ′⊥, δ) such that to(δ) = qhalt (halting).

We now consider the crucial part of the reduction which has to guarantee that along a
pseudo-computation code the counters are correctly encoded (i.e., the durations of the left
and right tokens for each counter in a pseudo-configuration code coincide) and are updated
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accordingly to the M -instructions. Here, we focus on the increment instruction (inc, 1) for
counter 1. For this, we exploit trigger rules in conjunction with an additional state variable
x(inc,1) having domain Vcheck := {check1, check2, trigger ,⊥} and capturing the timelines π
such that the duration of each token is at least 1 and the untimed part of π is an arbitrary
non-empty word over Vcheck . Let πM be a pseudo-computation code, πC a non-initial pseudo-
configuration code of πM with V∆-value (δ′⊥, δ) such that δ′⊥ 6= ⊥ and op(δ′⊥) = (inc, 1)
(we denote by V(inc,1) the set of such V∆-values), and πCp

the pseudo-configuration code
preceding πC along πM . We need to ensure that the duration of the token for counter 1
(resp., 2) in the left part of πC is one plus the duration (resp., is the duration) of the token for
counter 1 (resp., 2) in the right part of πCp

. The proposed encoding ensures that the previous
requirement holds iff for each token tk1L

of πM with value in V(inc,1) × {1L}, the following
holds ((inc, 1)-requirement): for the last token marked by ]R (resp., [R) preceding tk1L

and
the first token marked by [L (resp., ]L) following tk1L

, their start points have the same time
distance from the start point of tk1L

. Then, in order to enforce the (inc, 1)-requirement, we
first require that:

(*) the timelines πM and π(inc,1) of variables xM and x(inc,1), respectively, are synchronized,
i.e., they have the same length and for each position i, the start-times of the ith tokens
of πM and π(inc,1) coincide;

(**) for the timeline π(inc,1) for variable x(inc,1) (synchronized with πM ), it holds that a token
has value trigger (resp., has value check1, resp., has value check2) iff the associated token
along πM has a value in V(inc,1) × {1L} (resp., in V∆ × {]R, [L}, resp., in V∆ × {[R, ]L}).

Since the duration of a token is not zero, the previous two requirements (*)–(**) can be
easily expressed by trigger rules under the strong minimal semantics. Finally, we require that
for each trigger-token tktrigger along the timeline π(inc,1) for x(inc,1) and for each ` = 1, 2, the
start points of the last check`-token of π(inc,1) preceding tktrigger and the first check`-token
following tktrigger have the same time distance from the start point of tktrigger . By the strong
minimal semantics, this requirement can be expressed by the following two trigger rules,
where op = (inc, 1), which ensure that for the check`-tokens (` = 1, 2) whose start points
have the smallest time distance from the start point of the trigger, there is one preceding the
trigger and one following the trigger:

o[xop = trigger ]→ ∃o1[xop = check1]∃o2[xop = check2].
∧
`=1,2 s(o)− s(o`) ∈ [0,∞)

o[xop = trigger ]→ ∃o1[xop = check1]∃o2[xop = check2].
∧
`=1,2 s(o`)− s(o) ∈ [0,∞). J

4 Decidability of the weak minimal TP problem

In this section, we show that the weak minimal TP problem is decidable and PSPACE-
complete. The upper bound is obtained by an exponential-time reduction to nonemptiness
of Timed Automata (TA) [2]. In order to handle the trigger rules under the weak minimal
semantics, we exploit as an intermediate step an extension, denoted by ECA+, of the known
class of Event Clock Automata (ECA) [3]. The rest of the section is organized is follows.
We first shortly recall the class of Timed Automata (TA) [2]. Then, in Subsection 4.1, we
introduce and address complexity and expressiveness issues for the newly introduced class of
ECA+. Finally, in Subsection 4.2, we solve the weak minimal TP problem.

Let Σ be a finite alphabet. A timed word w over Σ is a finite word w = (a0, τ0) · · · (an, τn)
over Σ × R+ (τi is the time at which ai occurs) such that τi ≤ τi+1 for all 0 ≤ i < n

(monotonicity). The timed word w is also denoted by (σ, τ), where σ is the untimed word
a0 · · · an and τ = τ0 · · · τn. A timed language over Σ is a set of timed words over Σ.
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A TA over Σ is a tuple A = (Σ, Q,Q0, C,∆, F ), where Q is a finite set of (control)
states, Q0 ⊆ Q is the set of initial states, C is a finite set of clocks, F ⊆ Q is the set of
accepting states, and ∆ is the finite set of transitions (q, a, θ,Res, q′) such that q, q′ ∈ Q,
a ∈ Σ, Res ⊆ C is a clock reset set, and θ is a clock constraint over C, that is a conjunction
of atomic formulas of the form c ∼ n (simple constraints) with c ∈ C, ∼∈ {<,≤,≥, >},
and n ∈ N. We denote by KA the maximal constant used in the clock constraints of A.
Intuitively, in a TA A, while transitions are instantaneous, time can elapse in a control state.
The clocks progress at the same speed and can be reset independently of each other when a
transition is executed, in such a way that each clock keeps track of the time elapsed since
the last reset. Moreover, clock constraints are used as guards of transitions to restrict the
behavior of the automaton. Formally, a configuration of A is a pair (q, val), where q ∈ Q and
val : C → R+ is a clock valuation for C assigning to each clock a non-negative real number.
For t ∈ R+ and a reset set Res ⊆ C, the valuations (val + t) and val[Res] are defined as: for
all c ∈ C, (val + t)(c) = val(c) + t, and val[Res](c) = 0 if c ∈ Res and val[Res](c) = val(c)
otherwise. For a clock constraint θ, val satisfies θ, written val |= θ, if for each conjunct c ∼ n
of θ, val(c) ∼ n.

A run r of A on a timed word w=(a0, τ0) · · · (an, τn) over Σ is a sequence of configurations
r = (q0, val0) · · · (qn+1, valn+1) starting at an initial configuration (q0, val0), with q0 ∈
Q0 and val0(c) = 0 for all c ∈ C, and such that for all 0 ≤ i ≤ n (we let τ−1 = 0):
(qi, ai, θ,Res, qi+1) ∈ ∆ for some constraint θ and reset set Res, (vali + τi − τi−1) |= θ and
vali+1 = (vali + τi − τi−1)[Res]. The run r is accepting if qn+1 ∈ F . The timed language
LT (A) of A is the set of timed words w over Σ s.t. there is an accepting run of A over w.

4.1 Extended Event-clock Automata

In this section, we introduce an extension, denoted by ECA+, of Event Clock Automata
(ECA) [3]. In ECA, clocks have a predefined association with the input alphabet symbols
and their values refer to the time distances from previous and next occurrences of input
symbols. ECA+ extend ECA by allowing a larger class of atomic event-clock constraints,
namely diagonal constraints (alias difference constraints) between clocks of the same polarity
and sum constraints between clocks of opposite polarity. Additionally, we consider the
extension of ECA+, denoted by ECA++, where the polarity requirements in the diagonal
and sum constraints are relaxed. We show that ECA+ are more expressive than ECA and
that they can be translated in exponential time into equivalent TA. Differently from ECA+,
ECA++ are a very powerful formalism having an undecidable nonemptiness problem.

Here, we adopt a propositional-based approach where the input alphabet is given by 2P
for a given set of atomic propositions. The set CP of event clocks associated with P is given
by CP :=

⋃
p∈P{

←−cp,−→cp}. Thus, for each proposition p ∈ P, there are two event clocks: the
event-recording or past clock ←−cp which records the time elapsed since the last occurrence of p
in the input word (if any), and the event-predicting or future clock −→cp which provides the
time required to the next occurrence of p (if any). A special value ⊥ is exploited to denote
the absence of a past (resp., future) occurrence of proposition p. Formally, the values of the
event clocks at a position i of a timed word w can be deterministically determined as follows.

I Definition 8 (Determinisitic clock valuations). An event-clock valuation is a mapping
val : CP 7→ R+ ∪ {⊥}, assigning to each event clock a value in R+ ∪ {⊥}. For a timed word
w = (σ, τ) over 2P and a position 0 ≤ i < |w|, the event-clock valuation valwi , specifying the
values of the event clocks at position i along w, is defined as follows for each p ∈ P:
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valwi (←−cp) =


τi − τ` if there exists the unique 0 ≤ ` < i : p ∈ σ(`) and

∀k : ` < k < i⇒ p /∈ σ(k)
⊥ otherwise

valwi (−→cp) =


τ` − τi if there exists the unique i < ` < |σ| : p ∈ σ(`) and

∀k : i < k < `⇒ p /∈ σ(k)
⊥ otherwise

An ECA+ over 2P is a tuple A = (2P , Q,Q0, CP ,∆, F ), where Q is a finite set of states,
Q0 ⊆ Q is a set of initial states, F ⊆ Q is a set of accepting states, and ∆ is a finite set of
transitions (q, a, θ, q′), where q, q′ ∈ Q, a ∈ 2P , and θ is an ECA+ event-clock constraint that
is a conjunction of atomic formulas of the following forms, where p, p′ ∈ P , ∼∈ {<,≤,≥, >},
and n⊥ ∈ N ∪ {⊥}: (i) ←−cp ∼ n⊥ or −→cp ∼ n⊥ (simple constraints); or (ii) ←−cp −←−cp′ ∼ n⊥
or −→cp −−→cp′ ∼ n⊥ (diagonal constraints between event clocks of the same polarity); or (iii)
←−cp +−→cp′ ∼ n⊥ (sum constraints between event clocks of opposite polarity). We denote by
KA the maximal constant used in the event-clock constraints of A. An ECA [3] is an ECA+

which does not use diagonal and sum constraints. We also consider the extension of ECA+,
denoted by ECA++, where the transition guards also exploit as conjuncts diagonal (resp.,
sum) constraints over event clocks of opposite polarity (resp., of the same polarity).

Let us fix an event-clock valuation val. We extend in the natural way the valuation val to
differences (resp., sums) of event clocks: for all c, c′ ∈ CP , val(c− c′) = val(c)− val(c′) and
val(c+ c′) = val(c) + val(c′) where each sum or difference involving ⊥ evaluates to ⊥. Given
an event-clock constraint θ, val satisfies θ, written val |= θ, if for each conjunct t ∼ n⊥ of θ,
either (i) val(t) 6= ⊥, n⊥ 6= ⊥, and val(t) ∼ n⊥, or (ii) val(t) = ⊥, n⊥ = ⊥, and ∼∈ {≤,≥}.

A run π of an ECA+ (resp., ECA++) A over a timed word w = (σ, τ) is a sequence of
states π = q0, . . . , q|w| such that q0 ∈ Q0 and for all 0 ≤ i < |w|, (qi, σ(i), θ, qi+1) ∈ ∆ for
some constraint θ such that valwi |= θ. The run π is accepting if q|w| ∈ F . The timed language
LT (A) of A is the set of timed words w over 2P s.t. there is an accepting run of A on w.

As an example, let us consider the ECA+ Ap, depicted below, whose set P of atomic
propositions consists of a unique proposition p. Evidently, Ap accepts the set of timed words

q0 q1
{p}

q2
{p}, ←−cp +−→cp = 1

q3
{p}

w of length 3 of the form ({p}, τ0), ({p}, τ1), ({p}, τ2) such that the time difference between
the first and last symbol is 1, i.e. τ2 − τ0 = 1. One can easily show that there is no ECA
accepting LT (Ap). Hence, we obtain the following result.

I Theorem 9. For a proposition p, there is a timed language over 2{p} which is definable by
ECA+ but is not definable by ECA. Hence, ECA+ are strictly more expressive than ECA.

Like ECA [3], we show that the class of timed languages accepted by ECA+ (resp., ECA++)
is closed under Boolean operations. The closure under complementation is crucially based
on the fact that event-clock values are determined solely by the input word.

I Theorem 10 (Closure properties). Given two ECA+ (resp., ECA++) A and A′ over 2P with
n and n′ states, respectively, one can construct ECA+ (resp., ECA++) A∪, A∩, and Ac such
that: (i) A∪ (resp., A∩) accepts LT (A) ∪ LT (A′) (resp., LT (A) ∩ LT (A′)) and has n+ n′

(resp., nn′) states and greatest constant max(KA,KA′); and (ii) Ac accepts the complement
of LT (A) and has 2O(n) states and greatest constant KA.

It is known that ECA can be translated in singly exponential time into equivalent TA [3].
We generalize this result to the class of ECA+.
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I Theorem 11 (From ECA+ to TA). Given an ECA+ A over 2P , one can construct in
exponential time a TA A′ over 2P such that LT (A′) = LT (A) and KA′ = KA. Moreover, A′
has n · 2O(p) states and O(p) clocks, where n is the number of A-states and p is the number
of event-clock atomic constraints used by A.

Sketched proof. Let A = (2P , Q,Q0, CP ,∆, F ) be an ECA+ over 2P . The TA A′ accepting
LT (A) is essentially obtained from A by replacing each atomic event-clock constraint of A
with a set of standard clocks together with associated reset operations and clock constraints.
To remove simple event-clock constraints of A, we proceed as in [3]. Here, we focus on the
removal of diagonal constraints over event-predicting clocks. Let us consider a diagonal
predicting clock constraint η : −→cp−−→cp′ ∼ n⊥ of A where n⊥ ∈ N∪{⊥}. We consider the case
n⊥ 6= ⊥ (the other case being simpler). For handling the constraint η, the TA A′ exploits the
fresh standard clock cη and in case n⊥ = 0 and ∼ is ≥, the additional fresh standard clock ĉη.
The first (resp., second) clock is reset only if proposition p′ (resp., p) occurs in the current
input symbol. Assume that the prediction η is done by A at position i of the input word
for the first time. Then, the simulating TA A′ carries the obligation η in its control state in
order to check that there are next positions where p and p′ occur and τp − τp′ ∼ n⊥ holds,
where τp (resp., τp′) is the timestamp associated with the first next position ip > i (resp.,
ip′ > i) where p (resp., p′) occurs. Note that all the predictions η done by A before positions
ip and ip′ correspond to the same obligation. First, assume that the first next position ip′ > i

where p′ occurs strictly precedes position ip. In this case, on reading position ip′ , A′ resets
the clock cη and replaces the old obligation η with the updated obligation (η, p′) in order to
check that the constraint cη ∼ n⊥ holds when the next p occurs (i.e., at position ip). If a
new prediction η is done at a position jnew ≥ ip′ strictly preceding ip, the fresh obligation η
is carried in the control state together with the obligation (η, p′). We distinguish two cases:

p′ occurs in some position strictly following jnew and strictly preceding ip. Let j′ be
the smallest of such positions. On reading position j′, A′ replaces the old obligations
η and (η, p′) with (η, p′) and resets the clock cη iff η is a lower bound constraint, i.e.,
∼∈ {>,≥}. This is safe since if η is a lower bound, then the fulfillment of prediction η at
jnew guarantees the fulfillment of prediction η at position i. Vice versa, if η is an upper
bound, then the fulfillment of prediction η at i guarantees the fulfillment of prediction η′
at position jnew. Thus, when η is a lower bound, new obligations (η, p′) rewrite the old
ones, while when η is an upper bound, new obligations (η, p′) are ignored.
there is no position strictly following jnew and strictly preceding ip, where p′ occurs. In
this case, when ip is read, the old obligation η is replaced with the obligation (η, p) unless
p′ occurs at position ip (in the latter case, A′ simply checks that 0 ∼ n⊥).

In both the cases on reading position ip, the constraint cη ∼ n⊥ is checked and the
obligation (η, p′) is discarded. The case where ip′ = ip is trivial (on reading position i, A′
checks that 0 ∼ n⊥ holds). Finally, assume that ip strictly precedes i′p. The cases where
either c 6= 0 or ∼ is distinct from ≥ are easy to handle, since in these cases if η is a lower
bound (resp., upper bound), then the prediction η done at position i is not satisfied (resp., is
satisfied). Thus, we focus on the case where c = 0 and ∼ is ≥. On reading position ip, the
clock ĉη is reset and the old obligation η is replaced with the updated obligation (η, p) in
order to check that the constraint ĉη = 0 holds when the next p′ occurs (i.e., at position ip′).
In this case, new obligations (η, p) occurring before position ip′ are ignored, i.e., the clock ĉη
is not reset at such positions. Finally, in order to ensure that raised obligations about η are
eventually checked, the accepting states of A′ do not contain such obligations. J
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Theorem 11 cannot be extended to the class of ECA++. In fact we show that for these
automata, the nonemptiness problem is undecidable. The undecidability proof is similar to
the one for the strong minimal TP problem.

I Theorem 12. The nonemptiness problem of ECA++ is undecidable even for the subclass
of ECA++ which use only simple atomic event-clock constraints and diagonal constraints over
event clocks of opposite polarity of the form ←−cp −−→cp′ = 0.

4.2 Solving the weak minimal TP problem

In this section, by exploiting the results of Section 4.1, we establish the following result,
where for a TP domain D = (SV,R), the maximal constant KD of D is the greatest integer
occurring in the atoms of R and in the constraint functions of the variables in SV .

I Theorem 13. Given a TP domain D = (SV,R), one can build in exponential time a TA AD
with 2O(N+

∑
x∈SV

|Vx|) states, O(N+ |SV |) clocks, and maximal constant O(KD), where N is
the overall number of quantifiers and atoms in the rules of R, such that LT (AD) 6= ∅ iff there
is a weak minimal plan of D. Moreover, the weak minimal TP problem is PSPACE-complete.

Sketched proof. For each x ∈ SV , let x = (Vx, Tx, Dx). In order to prove the first part of
Theorem 13, we first define an encoding of the multi-timelines of SV by means of timed
words over 2P for the set P of propositions given by {init}∪

⋃
x∈SV Px where for each x ∈ SV ,

Px = {x}× Vx×{s, e}× {0, 1}. We use the propositions in Px to encode the tokens tk along
a timeline for x: the start point and end point of tk are specified by propositions (x, v, s, b)
and (x, v, e, b), respectively, where b ∈ {0, 1} and v is the value of tk. The meaning of the
bit b ∈ {0, 1} is explained below. The additional proposition init ∈ P is used to mark the
first point of a multi-timeline code in order to check point atoms of trigger rules by ECA+

event-clock constraints. A code for a timeline for x is a timed word w over 2Px of the form
w = ({(x, v0, s, b0)}, τ0), ({(x, v0, e, b0)}, τ1) · · · ({(x, vn, s, bn)}, τn), ({(x, vn, e, bn)}, τn+1)

such that for all 0 ≤ i ≤ n: (i) vi+1 ∈ Tx(vi) if i < n; (ii) τ0 = 0 and τi+1 − τi ∈ Dx(vi);
(iii) let `i be the greatest index 0 ≤ j < i such that vj = vi if such an index exists, and let
`i := ⊥ otherwise. Then, bi = (b`i

+ 1) mod 2 if `i 6= ⊥, and bi = 0 otherwise. Intuitively,
for each value v ∈ Vx occurring along w, the associated bit acts as a modulo 2 counter which
is incremented at each visit of v along w (in the handling of the trigger rules under the weak
minimal semantics, it is used by ECA+ event-clock constraints to reference the end-event of a
token whose start-event (x, v, s) is the first occurrence of (x, v, s, b) for some b ∈ {0, 1} after
the current input position). The timed word w encodes the timeline for x of length n+ 1
given by π = (v0, τ1 − τ0) . . . (vn, τn+1 − τn). Note that since the duration of a token is not
zero, we have that τi+1 > τi for all 0 ≤ i ≤ n. A code for a multi-timeline for SV is obtained
by merging different timelines (one for each variable x ∈ SV ), i.e., it is a non-empty timed
word w over 2P of the form w = (P0, τ0) · · · (Pn, τn) such that: (i) for all x ∈ SV , the timed
word obtained from (P0 ∩ Px, τ0) · · · (Pn ∩ Px, τn) by removing the pairs (∅, τi) is a code of a
timeline for x; (ii) init ∈ P0, init /∈ Pi for all 1 ≤ i ≤ n, and P0 ∩ Px 6= ∅ for all x ∈ SV .

The trigger rules in R under the weak minimal semantics can be handled by ECA+ over
2P : the start and end points of the chosen non-trigger tokens are mapped to last and next
occurrences of propositions in P w.r.t. the current input position (trigger) of a multi-timeline
encoding, while the atoms in the rules are mapped to ECA+ event-clock constraints. Note
that ECA+ cannot express trigger-less rules since the semantics of these rules does not
constraint the chosen punctual events to be closest as possible to a reference event.
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B Claim 1. One can construct in exponential time an ECA+ A∀ over 2P such that for each
multi-timeline Π of SV and encoding wΠ of Π, wΠ is accepted by LT (A∀) iff Π satisfies
the trigger rules in R under the weak minimal semantics. Moreover, A∀ has a unique state,
O(Na) atomic event-clock constraints, and maximal constant O(KD), where Na is the overall
number of atoms in the trigger rules in R.

For the trigger-less rules in R, the following result (Claim 2) has been established in [5]
for a slightly different encoding of the multi-timelines. The result can be easily adapted to
the encoding proposed here.

B Claim 2. One can construct in exponential time a TA A∃ over 2P accepting the codes
of the multi-timelines of SV which satisfy the trigger-less rules in R. Moreover, A∃ has
2O(Nq+

∑
x∈SV

|Vx|) states, O(|SV |+Nq) clocks, and maximal constant O(KD), where Nq is
the overall number of quantifiers in the trigger-less rules of R.

By Theorem 11 and Claim 1–2, the first part of Theorem 13 concerning the construction of
the TA AD for the TP domain D, directly follows. For the second part of Theorem 13, we
recall that non-emptiness of a TA A can be solved by an NPSPACE search algorithm in the
region graph of A which uses space logarithmic in the number of states of A and polynomial
in the number of clocks and in the length of the encoding of the maximal constant of A [2].
Thus, since AD can be built on the fly, and the search in the region graph of AD can be
done without explicitly constructing AD, membership in PSPACE of the weak minimal
TP problem follows. PSPACE-hardness is proved by a polynomial time reduction from a
domino-tiling problem for grids with rows of linear length [22]. J

5 Conclusions

We have addressed the TP problem in the dense-time setting under two novel semantics
of the trigger rules: the weak and strong minimal ones. Surprisingly, we have shown that,
despite the apparently small difference in the two semantics, the strong minimal one leads to
an undecidable TP problem, while the weak minimal one leads to a PSPACE-complete TP
problem. In order to solve the weak minimal TP problem, we have investigated two novel
and strictly more expressive extensions of ECA which we believe to be interesting per sé in
the field of TA. As for future work, we shall study the strong minimal TP problem when
just one or two state variables are used, whose decidability remains an open issue. Moreover,
we aim at investigating the TP problem in the controllability setting, where the values of
some variables are not under the system control, but depend on the environment.
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Abstract
We consider multi-player games played on graphs, in which the players aim at fulfilling their own
(not necessarily antagonistic) objectives. In the spirit of evolutionary game theory, we suppose that
the players have the right to repeatedly update their respective strategies (for instance, to improve
the outcome w.r.t. the current strategy profile). This generates a dynamics in the game which may
eventually stabilise to an equilibrium. The objective of the present paper is twofold. First, we aim
at drawing a general framework to reason about the termination of such dynamics. In particular, we
identify preorders on games (inspired from the classical notion of simulation between transitions
systems, and from the notion of graph minor) which preserve termination of dynamics. Second, we
show the applicability of the previously developed framework to interdomain routing problems.
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1 Introduction

Games are nowadays a well-established model to reason about several problems in computer
science. In the game paradigm, several agents (called players) are assumed to be rational, and
interact in order to reach a fixed objective. As such, games have found numerous applications,
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such as controller synthesis [14, 17] or network protocols [12]. In this paper, we are mainly
concerned about multi-player games played on graphs, in which n ≥ 2 players interact trying
to fulfil their own objectives (which are not necessarily antagonistic to the others); and where
the arena (defining the possible actions of the players) is given as a finite graph.

An example of such game is given in Figure 1, modelling an instance of an interdomain
routing problem which is typical of the Internet. In this case, two service providers v1 and
v2 want to route packets to a target node v⊥ through the links that are represented by
the graph edges. For economical reasons, v1 prefers to route the traffic to v⊥ through v2
(using path c1s2) instead of sending them directly to v⊥, and symmetrically for v2. (Assume
for instance that both v1 and v2 are located in Europe, and that v⊥ is in America. Then,
s1 and s2 are transatlantic links that incur a huge cost of operation for the origin nodes.)
Then, assume that, initially, v1 and v2 route the packets through s1 and s2 respectively, and
broadcast this information through the network. When v1 becomes aware of the choice of
v2, he could decide to rely on the c1 link instead, trying to route his packets through v2.
However, due to the asynchronous nature of the network, v2 could decide to route through
c2 before the new choice of v1 reaches it. Hence, the packets get blocked in a cycle c1c2c1 · · ·
and do not reach v⊥ anymore. Then, v1 and v2 could decide simultaneously to reverse to s1
and s2 respectively which brings the network to its initial state, where the same behaviour
can start again. Clearly, such oscillations in the routing policies must be avoided.

This simple example illustrates the main notions we will consider in the paper. We
study the notion of dynamics in games, which model the behaviour of the players when
they repeatedly update their strategy (i.e. their choices of actions) in order to achieve a
better outcome. Then, the main objectives of the paper are to draw a general framework to
reason about the termination of such dynamics and to show its applicability to interdomain
routing problems (as sketched above). We say that a dynamics terminates when the players
converge to an equilibrium, i.e. a state in which they have no incentive to further update their
respective strategies. Our framework is introduced in Section 3 and 4. It relies on notions
of preorders, in particular the simulation preorder [11]. Simulations are usually defined on
transition systems: intuitively, a system A simulates a system B if each step of B can be
mimicked in A. We consider two kinds of preorders: preorders defined on game graphs, i.e.
on the structure of the games; and simulation defined on the dynamics, which are useful
to reason about termination (indeed, if a dynamics D1 simulates a dynamics D2, and if D1
terminates, then D2 terminates as well). We show how the existence of a relation between
game graphs implies the existence of a simulation between the induced dynamics of those
games (Theorem 8, Theorem 9). This technique allows us to check the termination of the
dynamics using structural criteria about the game graph.

The motivation of this framework comes from several examples of problems in the
literature [7, 15, 9, 2] that are (sometimes implicitly) reduced to checking the termination
of a dynamics in a multi-player game, and where sufficient criteria are proposed that can
be expressed as the existence of a preorder between game graphs. We thus seek to unify
these results, hoping that our framework will foster new applications of the game model.
For instance, several sufficient conditions for termination in the network problem sketched
above consist in checking that the game graph does not contain a forbidden pattern [7]. This
containment can naturally be expressed as a preorder.

To this aim, we introduce, in Section 4 a preorder relation on game graphs, which is
inspired from the classical notion of graph minor [10]. Intuitively, a game graph G′ is a
minor of G if G′ can be obtained by deleting edges and vertices from G (under well-chosen
conditions that are compatible with the game setting). Then, the relation “is a minor of”
forms a preorder relation on game graphs and allows one to reason on the termination of
dynamics (see Theorem 8 and Theorem 9).
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Finally, in Section 5, we achieve our second objective, by casting questions about Interdo-
main Routing into our framework. Interdomain Routing is the process of constructing routes
across the networks that compose the Internet. The Border Gateway Protocol (BGP), is the
de facto standard interdomain routing protocol. As sketched in the example above, it grows
a routing tree towards every destination network in a distributed manner. The example also
shows that the behaviour of the BGP is naturally modelled as a game, as already pointed out
before (see [5, 15] for example). In particular, checking for so-called safety (does the protocol
always converge to a stable state?) amounts to checking termination of some dynamics. In
Section 5, we formally express BGP in our game model; revisit a classical result of Sami et
al. that we re-prove within our framework; and finally obtain a new result regarding BGP:
we provide a novel necessary and sufficient condition for convergence in the restricted (yet
realistic) setting where the preferences of the nodes range on the next-hop in the route only.

Due to space constraints, full proofs and some examples can be found in [1].

2 Preliminaries

Graphs. A (directed) graph is a pair G = (V,E) where V is a set of states (or nodes),
E ⊆ V × V is the set of edges. A labelled graph is a tuple G = (V,E, L) where (V,E) is a
graph, and L : E → S is a function associating, to each edge e, a label L(e) from a set S of
labels. A (labelled) graph G is finite iff V is finite. A path in a (labelled) graph G is a finite
sequence v1v2 · · · vk or an infinite sequence v1v2 · · · vi · · · of states such that (vi, vi+1) ∈ E
for all i. We denote v1, the first state of a path π, by first(π). When π = v1v2 · · · vk is finite,
we let last(π) = vk. We let V⊥ = {v ∈ V | there is no v′ : (v, v′) ∈ E} be the set of terminal
states. We say that a path π is maximal iff: either π is infinite, or π is finite and last(π) ∈ V⊥.
Let π1 = v1 · · · vk and π2 = u1u2 · · · be two paths such that (vk, u1) ∈ E. Then, we write
π1π2 to denote the new path v1 · · · vku1u2 · · · , obtained by the concatenation of π1 and π2.

Following automata terminologies, a labelled graph G is said to be complete deterministic
if for every state v and label `, there is exactly one edge (v, v′) s.t. L(v, v′) = `.

Games played on graphs. An n-player game is a tuple G = (V,E, (Vi)1≤i≤n, (�i)1≤i≤n)
where players are denoted by 1, . . . , n and: (V,E) is a finite graph which forms the arena of
the game, with V⊥ the terminal states; (Vi)1≤i≤n is a partition of V \ V⊥ indicating which
player owns each (non-terminal) state of the game (v belongs to player i iff v ∈ Vi); and
�i describes the preference of player i as a reflexive, transitive and total (i.e. for all π, π′,
π �i π

′ or π′ �i π) binary relation defined on maximal paths which we call plays (the set of
all plays being denoted by Play). Intuitively, player i prefers play π to play π′ iff π′ �i π. We
can extract from �i a strict partial order relation by letting π ≺i π

′ if player i strictly prefers
play π′ to play π, i.e. if π �i π

′ and π′ 6�i π. We also write π ∼i π
′ if π �i π

′ and π′ �i π,
and say that π and π′ are equivalent for player i. From now on, we describe preferences by
mentioning plays of interest only (implicitly, all unmentioned plays are equivalent, and below
in the preference order). We also abuse notations and identify a game with its arena: so, we
can write, for instance, about the “paths of G”, meaning the paths of the underlying arena.

I Example 1. Consider the example of [7]. In our context, it is modelled with the 2-player
game GDIS = (V,E, (V1, V2), (�1,�2)) depicted on the left of Figure 1. The state v⊥ is
terminal. Player 1 owns V1 = {v1}, and player 2 owns V2 = {v2}. Let E = {c1, s1, c2, s2} be
such that si = (vi, v⊥) and c1 = (v1, v2), c2 = (v2, v1). Edges ci stand for “continue”, and
edges si stand for “stop”. For player 1, we let the preferences be (v1v2)ω ≺1 v1v⊥ ≺1 v1v2v⊥,
where πω denotes an infinite number of iterations of the cycle π. Symmetrically, player 2
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v1 v2

v⊥

c1

c2
s1 s2

c1c2 s1c2

c1s2 s1s2

c1c2 s1c2

c1s2 s1s2

Figure 1 Left: a 2-player game GDIS . Middle: GDIS〈 P1−→〉. Right: GDIS〈 PC−→〉.

has preferences (v2v1)ω ≺2 v2v⊥ ≺2 v2v1v⊥. In this case, all unmentioned plays are equally
worse for both players, in particular the plays that do not start in the state owned by the
player (this will always be the case in the routing application of Section 5).

Strategies and strategy profiles. The game is played by letting players move a token along
the edges of the arena. Note that, in our games, there is no designated initial state, so the
play can start in any state v. The choice of the initial state is not under the control of any
player. Then, the player who owns v picks an edge (v, w) and moves the token to w. It is
then the turn of the player who owns w to choose an edge (w, u) and so forth. The game
continues ad infinitum or until a terminal node has been reached, thereby forming a play. Of
course, each player will act in order to yield a play that is best according to his preference
order ≺i. Since no player controls the choice of the initial vertex, the players will seek to
obtain the best path considering any possible initial vertex (see the formal definitions below).
This will be important for the application of Interdomain Routing in Section 5, where the
games are networks and each state corresponds to a network node that wants to send a
packet to one of the terminal states.

Formally, a non-maximal path is called a history in the following, and the set of all
histories is denoted by Hist. We let Histi be the set of histories h such that last(h) ∈ Vi,
i.e. h ends in a state that belongs to player i. We further let player(h) = i iff h ∈ Histi.
The way players behave in the game is captured by the central notion of strategy, which
is a mapping from a history h to a successor state in the graph, indicating how the player
will play from h. A player i strategy is thus a function σi : Histi → V such that, for all
h ∈ Histi, (last(h), σi(h)) ∈ E. A strategy profile σ is a tuple (σi)1≤i≤n of strategies, one for
each player i. In the following, when we consider a strategy profile σ, we always assume
that σi is the corresponding strategy of player i. We also abuse notations, and write σ(h) to
denote the node obtained by playing the relevant strategy of σ from h, i.e. σ(h) = σi(h) with
i = player(h). We denote by Σi(G) and Σ(G) the sets of player i strategies and of strategy
profiles respectively (if the game G is clear from the context, we may drop it and write Σ and
Σi). As usual, given a strategy profile σ = (σi)1≤i≤n and a strategy σ′j for some player j, we
denote by (σ−j , σ

′
j) the strategy profile obtained from σ by replacing the player j strategy

σj with σ′j . Fixing a history h (or, in particular, an initial node) and a profile of strategies σ
is sufficient to determine a unique play that is called the outcome: we let Outcome (σ, h) be
the (unique) play hv1v2 · · · such that for all i ≥ 1: vi = σ(hv1 · · · vi−1).

Of particular interest are the positional strategies (sometimes called memoryless), i.e. the
set of strategies such that the action of the player depends on the last state of the history only.
That is, σi is positional iff for all pairs of histories h1 and h2 in Histi: last(h1) = last(h2)
implies σi(h1) = σi(h2). For a positional strategy profile σ, and a state v ∈ V , we write
σ(v) to denote the (unique) state σ(h) returned by σ for all h with last(h) = v. We denote
by ΣP(G) the set of strategy profiles composed of positional strategies only, and by ΣP

i (G)
the set of player i positional strategies. From all states v, applying a positional strategy
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profile builds a play such that the very same decision is always taken at a particular state:
therefore, it either creates a finite path without cycles, or a lasso (infinite path that starts
with a finite path without cycle and continues with an infinite simple cycle, disjoint from the
finite path). We let PlayP be the set of all positional plays thus generated. In a game where
we are only interested in positional strategies (as this will be the case in the application to
routing, for instance), the preferences need only be defined on positional plays. Indeed, all
other plays will never be obtained as an outcome, and can be assumed to be worse than any
other positional play.

Game Dynamics. Let us now turn our attention to the central notion of dynamics. Intuit-
ively, a dynamics consists in letting players update their strategies according to some criteria.
For example, a player will want to update his strategy in order to yield a better outcome
according to his preferences. Therefore, a dynamics can be understood as a graph whose
states are the strategy profiles and whose edges correspond to possible updates.

I Definition 2. Let G be a game. A dynamics for G is a binary relation → ⊆ Σ× Σ over
the strategy profiles of G. Its associated graph is G〈→〉 = (Σ,→), where Σ is the set of states.
The terminal profiles σ of G〈→〉 (without outgoing edges) are called the equilibria of →.

We will focus on five dynamics, modelling certain rational behaviours of the players:
The one-step dynamics 1−→. It corresponds to the minimal update that can occur, where
only one player changes a single decision in order to improve the outcome from his point
of view: σ 1−→ σ′ iff there is a player i ∈ {1, . . . , n} and a history h ∈ Histi such that
(i) σ(h) 6= σ′(h); (ii) Outcome (σ, h) ≺i Outcome (σ′, h); and (iii) σ(h′) = σ′(h′) for all
h′ 6= h. Note that the equilibria of the one-step dynamics are exactly the so-called
subgame perfect equilibria (SPE) introduced in [16] (see also [13]).
The positional one-step dynamics P1−→. It ranges over positional strategy profiles only,
and corresponds to a single player updating his strategy from a single state. Formally,
σ

P1−→ σ′ (with σ, σ′ ∈ ΣP) iff there are a player i ∈ {1, . . . , n} and a state v ∈ Vi s.t. (i)
σ(v) 6= σ′(v); (ii) Outcome (σ, v) ≺i Outcome (σ′, v); and (iii) σ(v′) = σ′(v′) for all v′ 6= v.
The best reply positional one-step dynamics bP1−−→. We let σ bP1−−→ σ′ iff there exists a player
i ∈ {1, . . . , n} and a state v ∈ Vi such that the three properties of the positional one-step
dynamics are satisfied, and, in addition, the following best-reply condition is satisfied:
(iv) for all σ′′ 6= σ′ such that σ P1−→ σ′′ if player i is the one that has changed its strategy
between σ and σ′′, then: Outcome (σ′′, v) �i Outcome (σ′, v).
The positional concurrent dynamics PC−−→ and its best reply version bPC−−→. Several players
can update their strategies at the same time (in a “one step” fashion), but each individual
update would yield a better play when performed independently (in some sense, each
player performing an update “believes” he will improve). Formally, for σ, σ′ ∈ ΣP, we
let σ PC−−→ σ′ (respectively, σ bPC−−→ σ′) iff for all i ∈ P (σ, σ′), σ P1−→ (σ′i, σ−i) (respectively,
σ

bP1−−→ (σ′i, σ−i)).

Observe that other dynamics can be defined, corresponding to other behaviours of the
players. We focus on these five dynamics as they fit the applications we target in Section 5.
We have already said that the equilibria of 1−→ are SPEs, and we can also see from the
definitions that the equilibria of the four other dynamics coincide.

I Example 3. Let GDIS be the game from Example 1. The graphs GDIS〈 P1−→〉 and GDIS〈 PC−−→〉
are given in the middle and the right of Figure 1, where each strategy profile is represented
by the choices of the players from v1 and v2. For example, c1c2 is the strategy profile s.t.
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σ1(v1) = v2 and σ2(v2) = v1. Note that, in this example, P1−→ = bP1−−→ and PC−−→ = bPC−−→.
Moreover, we can see that GDIS〈 P1−→〉 has no infinite paths, contrary to GDIS〈 PC−−→〉. We then
say that the dynamics P1−→ terminates on GDIS, while PC−−→ does not terminate on GDIS.

The main problem we study is whether a given dynamics terminates on a certain game:
we say that a dynamics → terminates on the game G if there is no infinite path in the graph
G〈→〉 of the dynamics. As illustrated in the introduction (Example 1), such infinite paths
may be problematic in certain applications, like in the Interdomain Routing problem, where
an infinite path in the dynamics means that the routing protocol does not stabilise. We are
thus interested in techniques to check whether a dynamics terminates on a given game.

Sometimes, a dynamics does not terminate in general, but does when we restrict ourselves
to fair executions where all players will eventually have the opportunity to update their
strategies if they want to. Formally, given a dynamics →, an infinite path σ1 → σ2 → · · ·
of the graph G〈→〉 is not fair if there exists a player i, and a position k such that for all
` ≥ k, player i can switch his strategy in σ` (i.e. there is σ` → σ′ where σ`

i 6= σ′i), but for all
` ≥ k, player i keeps the same strategy forever (i.e. σ`

i = σk
i ). We say that the dynamics →

fairly terminates for the game G if there are no infinite fair paths in the graph G〈→〉: this is
a weakening of the notion of termination seen before (see [1] for an example of a dynamics
that does not terminate but terminates fairly).

3 Simulations: preorders on the dynamics graphs

At this point of the paper, it is important to understand that a game is characterised by two
graphs: the game graph which gives its structure (see for example, Figure 1, left); and the
dynamics graph, which, given a fixed dynamics →, defines the semantics of the game as the
long-term behaviour of the players (Figure 1, middle and right). In the present section, we
study preorder relations on the dynamics graphs, relying on the classical notion of simulation
[11]. They are the key ingredients to reason about the termination of dynamics.

The domain of a binary relation R ⊆ A×B is the set of elements a ∈ A such that there
exists b ∈ B with (a, b) ∈ R. The co-domain or R is the set of elements b ∈ B such that
there exists a ∈ A with (a, b) ∈ R. We denote the domain of R by dom(R). The transitive
closure R+ of relation R is defined as (a, b) ∈ R+ iff there are a0 = a, a1, a2, . . . , an = b such
that for all i ∈ {0, 1, . . . , n− 1}, (ai, ai+1) ∈ R.

Partial simulations and simulations. We start with some weak version of the notion of
simulation, called partial simulation v. Intuitively, we say that a state u partially simulates
a state u′ (noted u′ v u) if for all successor states v′ of u′, the following holds: if v′ is in the
domain of the simulation, then there must be some state v simulating v′ such that v is a
successor of u. Formally, if G = (V,E) and G′ = (V ′, E′) are two graphs, a binary relation v
contained in V ′ × V is a partial simulation of G′ by G if: for all (u′, v′) ∈ E′ ∩ dom(v)2, for
all u ∈ V : u′ v u implies there is v ∈ V such that (u, v) ∈ E and v′ v v. Then, a simulation
v of G′ by G is a partial simulation of G′ by G s.t. dom(v) = V ′, i.e. all states of G′ are
simulated by some state of G. When a (partial) simulation v of G′ by G exists, we say that
G (partially) simulates G′. The following example highlights the difference between partial
simulations and simulations. Assume G with only one edge u → v and G′ with only two
edges u′ → v′1 and u′ → v′2. Then, the relation v s.t. u′ v u and v′1 v v (but v′2 6v v) is a
partial simulation (its domain is {u′, v′1} so it is not a problem that v′2 is not simulated) but
is not a simulation relation.
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Simulations between dynamics graphs help in showing termination properties, as shown
by the following folk result:

I Proposition 4. Let G1 and G2 be two games, →1 and →2 be two dynamics on G1 and G2
respectively. If G1〈→1〉 simulates G2〈→2〉 and the dynamics →1 terminates on G1, then the
dynamics →2 terminates on G2.

Bisimulations and transitive closure. We can define other preorder relations on dynamics
graphs. A bisimulation is a simulation v such that the inverse relation v−1 is also a simulation.
We say that G = (V,E) and G′ = (V ′, E′) are bisimilar when there is a bisimulation between
them. As a corollary of the previous proposition, if G1〈→1〉 and G2〈→2〉 are bisimilar, then
→1 terminates on G1 if and only if →2 terminates on G2.

For termination purposes, it is also perfectly fine to simulate a single step of G′ in several
steps of G for instance. The following proposition stems from Proposition 4 and mixes the
notions of transitive closures and partial simulations.

I Proposition 5. Let G1 and G2 be two games, →1 and →2 be dynamics on G1 and G2 resp.
If G1〈→+

1 〉 simulates G2〈→2〉 and the dynamics →1 terminates on G1, then the dynamics
→2 terminates on G2.
If v is a partial simulation of G2〈→+

2 〉 by G1〈→+
1 〉, and the dynamics →1 terminates

on G1, then there are no paths in G2〈→2〉 that visit a state of dom(v) infinitely often.

4 Minors and domination: preorders on game graphs

Let us now introduce notions of preorders on game graphs. We introduce a new notion of graph
minor which consists in lifting the classical notion of graph minor to the context of n-player
games on graphs. To the best of our knowledge, this has not been done previously. This new
preorder on game graphs enables us to use in a simple context the results of Section 3 to reason
about termination of dynamics. Let us start with the formal definition. For that purpose,
we start by defining two transformations on game graphs. Let G = (V,E, (Vi)i, (�i)i) be an
n-player game. Then we can modify it by applying either of the following transformations
that yields a game G′ = (V ′, E′, (V ′i )i, (�′i)i).

Deletion of an edge (u, v) ∈ E. Then, V ′ = V , E′ = E \ {(u, v)}, (V ′i )i = (Vi)i and �′i is
s.t. π1 �′i π2 iff π1 �i π2 and π1, π2 are both paths of G′.
Deletion of a state v ∈ Vj (for a certain player j). This can happen in two different ways:
1. either when v is isolated, i.e. when (u, v) 6∈ E and (v, u) 6∈ E for all u ∈ V . Then,

V ′ = V \ {v}, E′ = E, V ′i = Vi for all i 6= j, V ′j = Vj \ {v}, and (�′i)i = (�i)i.
2. or when v has a unique outgoing edge (v, v′) and all predecessors u of v (i.e. (u, v) ∈ E)

do not have v′ as a successor (i.e. (u, v′) /∈ E). In this case, we have V ′ = V \ {v},
V ′i = Vi for all i 6= j and V ′j = Vj \ {v}, E′ = (E ∩ (V ′ × V ′)) ∪ {(u, v′) | (u, v) ∈ E},
and π′1 �′i π′2 iff π1 �i π2 where π1 and π2 are the plays of G obtained from π′1 and π′2
respectively, by replacing all occurrences of (u, v′) (for some u) by (u, v), (v, v′).

I Definition 6. Let G and G′ be two n-player games. Then, G′ is a minor of G if G′ can be
obtained from G by applying a sequence of edges and states deletions.

I Example 7. An example of minor is depicted in Figure 2. If the original preferences of the
player owning state v1 are v1v4v5v⊥ ≺ v1v3v⊥ ≺ v1v2v4v⊥ ≺ v1v2v4v5v⊥ (other plays being
equally worse for this player), then after the deletion of the edge (v4, v⊥), his preferences
become v1v4v5v⊥ ≺ v1v3v⊥ ≺ v1v2v4v5v⊥ (the path v1v2v4v⊥ does not exist in the new
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v1 v2

v3 v4

v⊥ v5

v1 v2

v3 v4

v⊥ v5

v1 v2

v3

v⊥ v5

v1 v2

v3

v⊥ v5

Figure 2 Minors obtained by first deleting the edge (v4, v⊥), then the state v4 (that has now a
unique successor v5), and then the edge (v1, v5).

v1 v2

v⊥v3

c1

c2s1 s2d

c1c2 s1c2 dc2

c1s2 s1s2 ds2

c1c2 s1c2 dc2

c1s2 s1s2 ds2

Figure 3 L: a 3-player game G with GDIS (Figure 1) as a minor. M: G〈 PC−→〉. R: G〈 bPC−−→〉.

graph and has simply been removed from the preferences). Next, the deletion of v4 is allowed
because it is a single outgoing edge v5, and neither v1 nor v2 nor v3 have an edge to v5.
After this deletion, the preferences become v1v5v⊥ ≺ v1v3v⊥ ≺ v1v2v5v⊥. Finally, after the
deletion of the edge (v1, v5), the preferences become v1v3v⊥ ≺ v1v2v5v⊥.

The deletion of a state therefore consists in squeezing each path of length 2 around it in
a single edge. In the example, the deletion of the state v4 consists in squeezing the paths
v1v4v5 in the edge v1v5, and the same for v2v4v5 and v3v4v5 in the edges v2v5 and v3v5
respectively. The condition (u, v′) /∈ E makes sure that this squeezing is not perturbed
by the presence of an incident edge (u, v′) that could have contradictory preferences. For
instance, in the previous example, we cannot remove vertex v2 in the minor obtained before
having removed edge (v1, v5): otherwise, we would obtain as preferences for the owner of v1
the chain v1v5v⊥ ≺ v1v3v⊥ ≺ v1v5v⊥ which is not possible.

We can link termination of dynamics on graph games to the presence of minors, in the
various dynamics introduced before: if we manage to find a game minor where the dynamics
does not terminate, then the original game does not terminate either.

I Theorem 8. Let G be a game, and G′ be a minor of G. If → ∈ { 1−→, P1−→, PC−−→}, then G〈→〉
simulates G′〈→〉. In particular, via Proposition 4, if the dynamics → terminates for G, then
it terminates for G′ too.

Sketch of proof. We prove the result for 1−→ ; the two other cases are similar. Since sim-
ulations are transitive relations, it is sufficient to only consider that G′ has been obtained
from G either by deleting a single edge, or by deleting a single node. Let us briefly detail
the case where G′ is obtained by the deletion of a state v. If h ∈ Hist(G) \ {h | last(h) = v},
we can construct a corresponding play f(h) of G′ by replacing a sequence uvv′ of h by
uv′. The conditions over the deletion of v implies that that f is indeed a bijection from
Hist(G) \ {h | last(h) = v} to Hist(G′). We then consider the following relation on strategy
profiles: σ′ v σ if for all histories h ∈ Hist(G)\{h | last(h) = v}, σ′(f(h)) = σ(h) if σ(h) 6= v,
and σ′(f(h)) = v′ otherwise; and show that v is a simulation (indeed a bisimulation). J

Notice that Theorem 8 suffers from three weaknesses. First, it does not hold for the best
reply dynamics bP1−−→ and bPC−−→, as shown by the following example. Consider again the game
GDIS from Example 1. Further, consider the game G in Figure 3 obtained from GDIS by adding
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a third player, who owns a single node v3, such that the only edges to and from v3 are (v1, v3)
and (v3, v⊥), and where the preferences of player 1 are now v1v⊥ ≺1 v1v2v⊥ ≺1 v1v3v⊥
(observe that now, he prefers a path that traverses the new node v3 above all other paths).
Clearly, GDIS is a minor of G. Using Theorem 8, and since we know that GDIS〈 PC−−→〉 does
not terminate, we deduce that G〈 PC−−→〉 does not terminate either. Moreover, in this example,
GDIS〈 PC−−→〉 = GDIS〈 bPC−−→〉, so even with the best-response property, the dynamics does not
terminate in the minor. However, one can check that G〈 bPC−−→〉 terminates thanks to the
best-response property: Player 1 will not try to obtain path v1v2v⊥ (which leads to a cycle
in GDIS〈 PC−−→〉), but will choose a strategy going to v3 (see Figure 3, Right). So, GDIS is a
minor of G, s.t. bPC−−→ terminates for GDIS but not in G. The example can be adapted to bP1−−→.

A second weakness is that Theorem 8 does not apply to fair termination: the dynamics
→ could fairly terminate for the game G, but not for his minor G′. This could be the case if
we remove every choice (except one) for a certain player in the minor G′ creating a fair cycle
in G′ that would not be present in G.

Finally, the reciprocal of Theorem 8 does not hold: all dynamics terminate on the trivial
graph with a single state, but it is also minor of all games, including those where the dynamics
does not terminate.

This motivates the introduction of a stronger notion of graph minor, where it is allowed to
remove only the so-called dominated edges. Formally, let G be a game, let v ∈ Vi be a state,
and let e1 = (v, v1) and e2 = (v, v2) be two outgoing edges of v. We say that e1 is dominated
by e2 if for all positional strategies1 σ ∈ ΣP, Outcome (σ1, v) ≺i Outcome (σ2, v), where σ1
and σ2 coincide with σ except that σ1(v) = v1 and σ2(v) = v2. Intuitively, this means that
the player always prefers e2 to e1. Then, a game G′ is said to be a dominant minor of G if
it can be obtained from G by deleting states as before, but only deleting dominated edges.
Equipped with this notion, we overcome the three limitations of Theorem 8 we had identified:

I Theorem 9. Let G be a game and G′ be a dominant minor of G. If → ∈ { bP1−−→, bPC−−→}, then
we can build a simulation v of G′〈→〉 by G〈→〉 such that: (i) v−1 is a partial simulation of
G〈→〉 by G′〈→〉; and (ii) if there is a fair cycle in G then there is a fair cycle in G′.

In particular, the dynamics → fairly terminates for G if and only if it does for G′.

Now, Theorem 9 has some limitations too. We can show that it does not hold for
the “non-best-reply dynamics” P1−→ and PC−−→. Moreover, even when we consider best-reply
dynamics, the fairness condition remains crucial: we can exhibit (see [1]) a case where there
is a (non-fair) cycle in G but no cycles in G′.

5 Applications to interdomain routing convergence

As explained in the introduction, the Border Gateway Protocol (BGP) is the de facto standard
interdomain routing protocol. Its role is to establish routes to all the networks that compose
the Internet. BGP does this by growing a routing tree towards every destination network
in a distributed manner, as follows. In the initial state, only the router in the destination
network has a route towards itself that it advertises to its neighbours. Each time a router
receives an advertisement, it selects among the neighbour routes the one it considers best
and then advertises it to its neighbours. The process repeats until no router wants to change

1 We restrict our definition to the context of positional strategies, for the sake of brevity, but it can be
extended to the more general setting.
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its best route. To select its best route, a router first filters the received routes to retain only
permitted ones and ranks them according to its preference. Both the filtering and ranking of
routes by a router are decided based on the network’s routing policy. For example, a route
can be preferred over another because it offers better performance or costs less and it can be
filtered out because it is not economically viable.

As shown in the introductory example, the routing approach at the heart of BGP
has known convergence issues. It could fail to reach an equilibrium, entering a persistent
oscillatory behaviour or it could have no equilibrium at all. This is a well-studied problem
that has led to considerable work [7, 6, 5, 15, 3, 4, 8, 12]. In their seminal work [7], Griffin
et al. analysed the BGP convergence properties using a simplified model named the Stable
Path Problem (SPP). The main questions they ask are the following: (1) whether an SPP
instance is Solvable, i.e., whether it admits a stable state; (2) whether the stable state is
Unique; and (3) whether the system is Safe, i.e. it always converges to a stable state.

They also give a sufficient condition for an SPP instance to be safe: the absence of
a substructure named a Dispute Wheel. Later, Sami et al. [15] have shown that the
existence of multiple stable states is a sufficient condition to prevent safety (i.e. Safe =⇒
Unique). These results have later been refined by Cittadini et al. [3]. While the works just
cited focus on the definition of sufficient conditions for safety, another approach by Gao and
Rexford [6] achieves convergence by enforcing only local conditions on route preferences.

In this section, we show how SPP can be expressed in our n-player game model, therefore
Safety reduces to checking for termination of the game dynamics. We revisit the result of
Sami et al. by providing a new proof that relies on our framework. Then, we further exploit
this framework to obtain a new result about SPP: we provide a necessary and sufficient
condition for safety in a setting which is more restricted (yet still realistic) than in [7].

One target games. We first translate the SPP, as a combination of: (1) a reachability game
that models the network topology and routing policies; and (2) the best-reply positional
concurrent dynamics that models the asynchronous behaviour of the routing protocol.

Using this approach, the routing safety problem translates to a dynamics termination
problem.

We rely on a particular class of games, that we call one target games (1TG for short):
they have a unique target, the destination network, that all players want to reach. Each
player corresponds to a network in the Internet and as such owns a single state. The routing
policies of networks are modelled by the preference relations and by the distinction between
permitted and forbidden paths. The preferences are only over positional strategies (paths),
meaning that each network picks its next-hop independently of its predecessors. Permitted
and forbidden paths model the fact that only some paths are allowed by the networks routing
policies. Forbidden paths are also used to take into account additional restrictions that
cannot be directly modelled. In SPP, the paths are simple (no loops); and non-simple paths
are forbidden, for obvious reasons of efficiency. Moreover, in SPP, if at some point a network
reaches a forbidden path, he will inform his neighbours that he is not able to reach the target.
To model this, we impose a requirement that that if a path is permitted, all its suffixes are
also permitted.

Formally, let G = (V,E, (Vi)1≤i≤n, (�i)1≤i≤n) be an n-player game. For all 1 ≤ i ≤ n,
we assume that Pi is the set of permitted paths of player i. All these paths are finite paths of
the form vi · · · v⊥ ∈ Pi. We denote by Pc

i the set of forbidden paths, i.e. all the positional
plays starting in vi that are not in Pi (in particular, all infinite paths are forbidden). We let
P =

⋃
1≤i≤n Pi and Pc =

⋃
1≤i≤n Pc

i . Then, G is a one target game (1TG) if:
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V⊥ = {v⊥}, and, for all players i: Vi = {vi};
for all π1 ∈ Pc

i , for all π2 ∈ Pi: π1 ≺i π2 (permitted is better than forbidden);
for all π1, π2 ∈ Pc

i : π1 ∼i π2 (all forbidden paths are equivalent);
for all π1, π2 ∈ Pi: π1 ∼i π2 implies that then there are v ∈ V and π̃1, π̃2 s.t. π1 = vivπ̃1
and π2 = vivπ̃2 (if two permitted paths are equivalent, they have the same next-hop);
for all π ∈ Pi, for all suffixes π̃ of π: π̃ ∈ P (all suffixes of permitted paths are permitted).

Our running example (Figure 1) is a 1TG. Since, in such a game, each player owns one
and only one state, we will abuse notation by confusing each state v ∈ V with its player. For
example, for v ∈ Vi, we will write ≺v instead of ≺i.

Sami et al: Termination implies a unique terminal node. Equipped with this definition,
we start by revisiting a result of Sami et al. saying that when an instance of SPP is safe, the
solution is unique. In our setting, this translates as follows:

I Theorem 10. Let G be a 1TG. If bPC−−→ fairly terminates for G (i.e. the corresponding
instance of SPP is safe), then it has exactly one equilibrium.

We (re-)prove this result in our setting. We rely on the notion of L-fair path that we
define now. For a labelled graph G = (V,E,L), we write v1 →a v2 iff L(v1, v2) = a (for
v1, v2 ∈ V ). We further write v1 →A v2 with A = a1 · · · an iff v1 →a1 · · · →an

v2. Then, a
path π = v1v2 · · · is L-fair if all labels occur infinitely often in this path, i.e. for all a ∈ L,
for all k ≥ 1, ∃k′ ≥ k such that L(vk′ , vk′+1) = a. A cycle π is called constant if there exists
a state v such that π = vω. Moreover, a node is a sink if its only outgoing edges are self
loops. Then, we can show the following technical lemma:

I Lemma 11. Let G = (V,E, L) be a finite complete deterministic labelled graph satisfying:
for all v ∈ V , for all a, b ∈ L, there are A,B ∈ L∗ and ṽ ∈ V such that v →aA ṽ and
v →baB ṽ. If there exists a state from which we can reach two different sinks, then G has a
non constant L-fair cycle.

Thanks to this result, we can establish Theorem 10. We prove the contrapositive, as
follows. We assume that G〈 bPC−−→〉 has more than one equilibrium. We introduce a new
dynamics (taking into account the beliefs of the players about the other players’ strategies)
and we use Lemma 11, to show that G〈 〉 has an L-fair cycle. Then, we define a partial
simulation v of G〈 〉 by G〈 bPC−−→〉 and use Proposition 5 to conclude that G〈 bPC−−→〉 has a
cycle, which is fair. Hence, bPC−−→ does not fairly terminate.

Griffin et al: Dispute wheels. Another classical notion in the BGP literature is that of a
dispute wheel (DW for short), defined by Griffin et al. [7] as a “circular set of conflicting
rankings between nodes”. They have shown that the absence of a DW is a sufficient condition
for safety, which is of course of major practical interest to prove that BGP will converge in a
given network. Moreover, a DW is an instance of a forbidden pattern in a game, and we will
thus apply the results from Section 4.

We start by formally defining a DW. Let G = (V,E, (Vi)1≤i≤n, (�i)1≤i≤n) be a 1TG with
Pi the set of permitted paths of vi. A triple D = (U,P,H) is a DW of G if:
(i) U = (u1, . . . , uk) ∈ V k is a tuple of states; (ii) P = (π1, . . . , πk) is a tuple of permitted
paths such that for all 1 ≤ i ≤ k: πi ∈ Pui

, i.e., πi is a permitted path starting in ui

; (iii) H = (h1, . . . , hk) is a tuple of non-maximal paths such that for all 1 ≤ i ≤ k:
hiπ(i mod k)+1 ∈ Pui

; and (iv) for all 1 ≤ i ≤ k: πi ≺ui
hiπ(i mod k)+1.
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Intuitively, in a DW, all players ui (for i = 1, . . . , k) can chose between two paths to v⊥:
either a “direct” path πi, or an “indirect” path hiπ(i mod k)+1, which traverses u(i mod k)+1;
and where the latter is always preferred. So u1 prefers to reach through u2, u2 through u3,
and so on until uk who prefers to reach through u1. Such a conflict clearly yields loops where
the target is never reached. The game in Figure 1 is a typical example of game that has a
DW, if we let U = (v1, v2), P = (v1v⊥, v2v⊥) and H = (v1, v2). Indeed, v1v⊥ ≺1 v1v2v⊥ and
v2v⊥ ≺2 v2v1v⊥. Then, in our setting the sufficient condition of Griffin et al. [7] becomes:

I Theorem 12 ([7]). Let G be a 1TG. If G has no DW then bPC−−→ fairly terminates for G.

New result: strong dispute wheels for a necessary condition. It is well-known, however,
that the absence of a DW is not necessary (see for example Figure 3 for a game that has a
DW but where bPC−−→ terminates). As far as we know, finding a unique and necessary condition
for the fair termination of bPC−−→ in 1TGs is still an open problem.

Relying on our framework, we manage to obtain such a necessary and sufficient condition
in a restricted setting. We first strengthen the definition of DW by introducing the notion of
strong dispute wheel (SDW for short). We then obtain two original (as far as we know) results
regarding SDW. First, the absence of SDW is a necessary condition for the termination of
PC−−→ (i.e. we drop the best-reply and the fairness hypothesis). Second, the absence of an SDW
is also a sufficient condition in the restricted setting where the preferences of the players
range only on their next-hop. This means for example that u1 prefers to reach the target
through u2 rather than through u3, but does not mind the route u2 uses (as long as v⊥ is
reached). While this is a restriction, we believe that it is still meaningful in practice, since
networks usually have little control about the routes chosen by their neighbours.

We first define the notion of SDW. Let G be a 1TG and D = (U,P,H) be a DW of G.
Then, D is a strong dispute wheel (SDW) of G if:
1. for all 1 ≤ i ≤ k: all states ui ∈ U occur only in πi, hi and hi−1 (we identify h0 with hk)

and not in the other paths of P and H; and
2. for all πi, πj ∈ P , for all hk, h` ∈ H with k 6= `: πi, hk and h` share no states of V \ U ,

and if πi and πj share a state v of V \ U then πi and πj have the same suffix after v.
An important property of this definition is that, whenever a game G contains an SDW
D = (U,P,H), we can extract a minor G′ which is essentially an SDW restricted to the states
of U (formally, G′ contains an SDW D′ = (U ′, P ′, H ′) where U ′ = U is the set of states of
G′). We do so by first deleting from G all edges that do not occur in P and H; then all
v 6∈ U (which have at most one outgoing edge at this point), using the procedure described
in Section 4. Note that the two extra conditions in the definition of an SDW guarantee that
the deletion of all the states v 6∈ U can occur.

I Theorem 13. Let G be a 1TG. If PC−−→ terminates for G, then G has no SDW.

Proof. By Theorem 8, it is sufficient to prove that the dynamics PC−−→ does not terminate
in the minor game G′ extracted from the SDW (see above). We let, for all 1 ≤ i ≤ k,
σ1(ui) = u(i mod k)+1, and σ2(ui) = v⊥. Since the path resulting from σ1 does not visit v⊥,
by definition of an SDW, we have σ1

PC−−→ σ2
PC−−→ σ1. Hence G′〈 PC−−→〉 contains a cycle. J

Thus, the absence of an SDW is a necessary condition for the termination of PC−−→. We can
further show that this condition is sufficient in the restricted case where any two (permitted)
paths that have the same next-hop are equivalent. Formally, let G be a 1TG. We say that it
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bPC−−→ does not fairly
terminate for G

PC−−→ does not fairly
terminate for G

PC−−→ does not
terminate for G

G has a DW G has a DW+ G has an SDW
Thm 12 [7] [7] Thm 13

Thm 14

Figure 4 Relationship between SDW and prior results: dashed arrow only holds for N1TG.

is a neighbour one target game (N1TG for short) if for all players i, for all permitted paths
π1, π2 ∈ Pi of player i: π1 = vivπ

′
1 and π2 = vivπ

′
2 implies that π1 ∼i π2. Then, we can show

the following, relying on Theorem 13 (and thus, also on Theorem 8):

I Theorem 14. Let G be a N1TG. Then, PC−−→ does not fairly terminate for G if and only if
G has an SDW.

Sketch of proof. In [7], Griffin et al. prove a stronger result than Theorem 12, showing that
if G〈 PC−−→〉 has a fair cycle, then G has a DW satisfying the following additional properties:
(1) for all ui ∈ U : j 6= i implies ui /∈ πj ; (2) for all v /∈ U , for all i, j: v /∈ πi ∩ hj ; and (3) for
all v ∈ πi ∩ πj : πi(v) = πj(v).

We call DW+ such DW. Then, the general schema of our proof is summarised in Figure 4:
first, we show that the existence of a DW+ implies an SDW by showing the required
additional properties. By Theorem 13, this implies G〈 PC−−→〉 has a cycle. Then, we conclude
by showing that this implies the existence of a fair cycle. J

Finding an SDW in practice. Because of the intricate definition of SDW, finding an SDW
in a real network may be challenging in practice. However, we have:

I Proposition 15. Let G be an N1TG. Then PC−−→ does not fairly terminate for G if and only
if GDIS is a minor of G.

6 Perspectives

We envision multiple directions of future work. First, we could consider games with imperfect
information. In the application to interdomain routing for example, this could be used to
model a malicious router that advertises lies to selected neighbours. Advertising a non-
existent or non-feasible path would allow for example an attacker to attract the packets of
an opponent’s network. Second, we could investigate a better way to model asynchronicity
(useful for the routing problem) than the concurrent dynamics we have studied here. Third,
we chose to model fairness via a qualitative property which ensures that all the players will
eventually have the opportunity to update their strategies if they want to. An alternative way
could be the use of probabilities: indeed, there are games for which a dynamics → does not
fairly terminate, but where an equilibrium is reached almost surely when interpreting G〈→〉
as a finite Markov chain (with uniform distributions). Finally, we could apply the dynamics
of graph-based games to other problems than interdomain routing, like load sensitive routing.
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Abstract
Watermarking is a way of embedding information in digital documents. Much research has been
done on techniques for watermarking relational databases and XML documents, where the process
of embedding information shouldn’t distort query outputs too much. Recently, techniques have been
proposed to watermark some classes of relational structures preserving first-order and monadic second
order queries. For relational structures whose Gaifman graphs have bounded degree, watermarking
can be done preserving first-order queries.

We extend this line of work and study watermarking schemes for other classes of structures. We
prove that for relational structures whose Gaifman graphs belong to a class of graphs that have
locally bounded tree-width and is closed under minors, watermarking schemes exist that preserve
first-order queries. We use previously known properties of logical formulas and graphs, and build on
them with some technical work to make them work in our context. This constitutes a part of the
first steps to understand the extent to which techniques from algorithm design and computational
learning theory can be adapted for watermarking.
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1 Introduction

Watermarking of digital content can be used to check intellectual property violations. The
idea is to embed some information, such as a binary string, in the digital content in such a
way that it is not easily apparent to the end user. If the legitimate owner of the digital content
suspects a copy to be stolen, they should be able to retrieve the embedded information, even
with limited access to the stolen copy, even if it has been tampered to remove the embedded
information. Here there are two opposing goals. One is to be able to embed large amount of
information. The other is to ensure that the embedding doesn’t distort the content too much.
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Table 1 EmployeeTable of Ex. 1.

(a) The original EmployeeTable.

FirstName City Salary

John Chennai 10,000
Arjun Coimbatore 20,000
Pooja Chennai 15,000
Neha Vellore 30,000
Padma Coimbatore 20,000

(b) A distorted EmployeeTable.

FirstName City Salary

John Chennai 10,001
Arjun Coimbatore 19,999
Pooja Chennai 14,999
Neha Vellore 30,000
Padma Coimbatore 20,001

There can be many ways to measure how much distortion is acceptable. In [1], embedding
is performed by flipping bits in numerical attributes while preserving the mean and variance
of all numerical attributes. There are other works that focus on the specific use of the digital
content: in [14], the digital content consists of graphs whose vertices represent locations and
weighted edges represent distance between locations. It is shown that information can be
embedded in such a way that the shortest distance between any two locations is not distorted
too much.

We study embedding information in relational databases such that the distortion on
query outputs is bounded.

I Example 1. The table EmployeeTable shown in Table 1(a) is an example of a database
instance of an organization’s record of employees.

Consider the following query parameterized by the variable x.

ψ(x) ≡ select FirstName,Salary from EmployeeTable where City=x

If we substitute the variable x with a particular city c, the above query lists the salaries of
individuals working in that city. Let total(c) be the sum of all salaries listed by the query
ψ(c). We want to hide data in EmployeeTable by distorting the Salary field. Let total′(c)
be the sum of all salaries listed by the query ψ(c) run on the distorted database. We say
that the distortion preserves the query ψ(x) if there is a constant B such that for any city c,
the absolute value of the difference between total(c) and total′(c) is bounded by B.

Assuming that we can distort each employee’s salary by at most 1 unit and we wish to
maintain the bound B to be 0, our options are the following: increase the salary of John
by 1 and decrease the salary of Pooja by 1 or vice-versa. Similarly for Arjun and Padma.
This gives us four different ways distort the data base. These distortions are designed to
preserve only the query ψ(x). If a different query is run on the same distorted databases, the
results may vary widely. Suppose the organization distributes the four distorted databases
among it’s branches. If a stolen copy of the database is found, the organization can run the
query ψ(x) on the stolen copy. By observing the salaries of John, Pooja, Arjun and Padma
and comparing them with the values from the original database, one can narrow down on
the branches where the leakage happened. The organization only needs to run the query
ψ(x) on the suspected stolen copy, just like any normal consumer of the database. This is
important since the entity possessing the stolen copy may not allow full access to its copy of
the database. We say a watermarking scheme is scalable if for larger databases, there are
larger number of ways to distort the database, while still preserving queries of interest.

In [13], meta theorems are proved regarding the existence of watermarking schemes for
classes of databases preserving queries written in classes of query languages. The Gaifman
graph of a database is a graph whose set of vertices is the set of elements in the universe
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of the database. There is an edge between two elements if the two elements participate in
some tuple in the database. For databases with unrestricted structures, even simple queries
can’t be preserved; see [13, Theorem 3.6] and [12, Example 3]. Preserving queries written
in powerful query languages and handling databases with minimum restrictions on their
structure are conflicting goals. For databases whose Gaifman graphs have bounded degree,
first-order queries can be preserved [13]. It is also shown that for databases whose Gaifman
graphs are similar to trees, MSO queries can be preserved. The similarity of a graph to a tree
is measured by tree-width. For example, XML documents are trees and have tree-width 1.

Contributions. We prove that watermarking schemes exist for databases whose Gaifman
graphs belong to a class of graphs that have locally bounded tree-width and is closed under
minors, preserving unary first-order queries. Classes of graphs with bounded degree are
contained in this class. A graph G has locally bounded tree-width if it satisfies the following
property: there exists a function f such that for any vertex v and any number r, the sphere
of radius r around v induces a subgraph on G whose tree-width is at most f(r).

Why first-order logic? The pivotal Codd’s theorem [3] states that first-order logic is
expressively equivalent to relational algebra, and relational algebra is the basis of standard
relational database query languages.

Why locally bounded treewidth? Classes of graphs with locally bounded treewidth are
good starting points to start using techniques from algorithm design and computational
learning theory in other areas. Seese [18] proved that first-order properties can be decided in
linear time for graphs of bounded degree. Baker [2] showed efficient approximation algorithms
for some specific hard problems, when restricted to planar graphs. Eppstein [7] showed
that Baker’s technique continues to work in a bigger class of graphs: it suffices for the class
of graphs to have locally bounded tree-width and additionally, the class should be closed
under minors. Frick and Grohe [9] showed that on any class of graphs with locally bounded
tree-width, any problem definable in first-order logic can be decided efficiently1. For problems
definable in first-order logic, the classes of graphs for which efficient algorithms exist was
then extended to bigger and bigger classes: excluded minors [8], locally excluded minors
[5], bounded expansion, locally bounded expansion [6] and nowhere dense [11]. It is now
known that nowhere dense graphs are the biggest class of graphs for which there are efficient
algorithms for first-order definable problems [6, 15, 11], provided some complexity theoretic
assumption are true. Results related to computational learning theory have been proved in
[12] for classes of graphs with locally bounded treewidth. Recently, similar results have been
proven for nowhere dense classes of graphs [17].

Why unary queries? Some of the techniques we have used are difficult to extend to non-
unary queries. Some technical details about this are discussed in the conclusion.

Related Works. The fundamental definitions of what it means for a watermarking scheme
to be scalable and preserving a query was given in [14]. It was shown in [14] that on weighted
graphs, scalable watermarking schemes exist preserving shortest distance between vertices.
The adversarial model was also introduced in [14], where the person possessing the stolen

1 Here, efficiency means fixed parameter tractability; see [9] for details.
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copy can introduce additional distortion to evade detection. It is shown in [14] that a
watermarking scheme for the non-adversarial model can be transformed to work for the
adversarial model, under some assumption about the quantity of distortion introduced by
the person trying to evade detection, and the amount of knowledge the person possesses.
Gross-Amblard [13] adapted these definitions for relational structures of any vocabulary and
any query written in Monadic Second Order (MSO) logic, and showed results about classes
of structures of bounded degree and tree-width. Gross-Amblard [13] also provided the insight
that existence of scalable watermarking schemes preserving queries from a certain language
is closely related to learnability of queries in the same language. We make use of this insight
in our work. Grohe and Turán [12] proved that MSO-definable families of sets in graphs of
bounded tree-width have bounded Vapnik-Chervonenkis (VC) dimension, which has well
known connections in computational learnability theory. It is also shown in [12] that on
classes of graphs with locally bounded tree-width, first-order definable families of sets have
bounded VC dimension.

2 Preliminaries

Relational databases. A signature (or database schema) τ is a finite set of relation symbols
{R1, . . . , Rt}. We denote by ri the arity of Ri for every i ∈ {1, . . . , t}. A τ -structure
G = (V,RG1 , . . . RGt ) (or database instance) consists of a set V called the universe, and an
interpretation RGi ⊆ V ri for every relation symbol Ri. For a fixed s ∈ N, a weighted structure
(G,W ) is a finite structure G together with a weight function W , which is a partial function
from V s to N, that maps a s-tuple b to its weight W (b).

First Order and Monadic Second Order Queries. An atomic formula is a formula of the
form x = y or R(x1, . . . xr), where x, y, x1 . . . xr are variables and R is an r-ary relational
symbol in τ . First-order (FO) formulas are formulas built from atomic formulas using the
usual boolean connectives and existential and universal quantification over the elements of
the universe of a structure.

Monadic Second Order (MSO) logic extends first-order logic by allowing existential
and universal quantifications over subsets of the universe. Formally, there are two types
of variables. Individual variables, which are interpreted by elements of the universe of a
structure, and set variables, which are interpreted by subsets of the universe of a structure. In
addition to the atomic formulas of first-order logic mentioned in the previous paragraph, MSO
has atomic formulas of the form X(x), saying that the element interpreting the individual
variable x is in the set interpreting the set variable X. Furthermore, MSO has quantification
over both individual and set variables.

The quantifier rank, denoted qr(ψ) of a formula ψ is the maximum number of nested
quantifiers in ψ. A free variable of a formula ψ is a variable x that does not occur in
the scope of a quantifier. The set of free variables of a formula ψ is denoted by free(ψ).
A sentence is a formula without free variables. We write ψ(x1, . . . , xr) to indicate that
free(ψ) ⊆ {x1, . . . , xr}. We denote the size of ψ by ||ψ||. We only work with formulas that
have free individual variables, but not free set variables. Given a vector x = 〈x1, . . . , xs〉 of
variables, a formula ψ(x) and a structure G, we denote by ψ(G) = {a ∈ V s | G |= ψ(a)} the
set of tuples of elements from the universe V of G that can be assigned to the variables x to
satisfy ψ(x).

Suppose ψ(x, y) is a formula with two distinguished vectors of free variables x of length
r and y of length s. We call ψ(x, y) a s-ary query with r parameters. Given a structure
G, we call ψ(a,G) = {b ∈ V s | G |= ψ(a, b)} the output of the query ψ(x, y) with parameter
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a. We refer to r (resp. s), the length of x (resp. y), as the input length (resp. the output
length) of ψ(x, y). Given a weighted structure (G,W ), a parametric query ψ(x, y) and a
parameter a, we extend the weight function W to weights of query outputs by defining
W (ψ(a,G)) = Σb∈ψ(a,G)W (b). For a given structure G and a query ψ(x, y), we define
U =

⋃
a∈V r ψ(a,G) to be the set of active tuples.

Watermarking schemes. Suppose c, d ∈ N. A weighted structure (G,W ′) is a c-local
distortion of another weighted structure (G,W ) if for all b ∈ V s, |W ′(b)−W (b)| ≤ c. The
weighted structure (G,W ′) is a d-global distortion of (G,W ) with respect to a query ψ(x, y)
if and only if, for all a ∈ V r, |W ′(ψ(a,G))−W (ψ(a,G))| ≤ d.

I Definition 2 ([14, 13]). Given a class of weighted structures K and a query ψ(x, y), a
watermarking scheme preserving ψ(x, y) is a pair of algorithmsM (called the marker) and
D (called the detector) along with a function f : N→ N and a constant d ∈ N such that:

The markerM takes as input a weighted structure (G,W ) ∈ K and a mark µ, which is
a bit string of length f(|U |), where U is the set of active tuples. It outputs a weighted
structure (G,Wµ) ∈ K such that (G,Wµ) is a 1-local and d-global distortion of (G,W )
for the query ψ(x, y).
The detector D is given (G,W ), the original structure as input and has access to an
oracle that runs queries of the form ψ(x, y) on (G,Wµ). The output of D is the hidden
mark µ.

Intuitively, the marker takes a bit string and hides it in the database by distorting weights.
The detector detects the hidden mark by observing the weights and comparing it with the
original weights. The term f(|U |) denotes the length of the bit string that is hidden in the
database by the marker. We call a watermarking scheme scalable if the function f grows at
least as fast as some fractional power asymptotically. For example, the scheme is scalable if
f(n) =

√
n for all n, but not scalable if f(n) = logn for all n. We will mention later why

scalability is important in situations where adversaries try to erase watermarks. Note that
the algorithm D interacts with the marked database (G,Wµ) only through ψ(x, y) queries.
Hence, it is not worthwhile distorting the weights of tuples that are not active.

Continuing Example 1, the query ψ(x) given there can be written in First-order as
(ψ(〈city〉, 〈name, salary〉) = EmployeeTable(name, city, salary). The set of active tuples
is U = {〈John, 10000〉, 〈Arjun, 20000〉, 〈Pooja, 15000〉, 〈Neha, 30000〉, 〈Padma,20000〉}. We
can increase the salary of John by 1 and decrease the salary of Pooja by 1 or vice-versa.
Similarly for Arjun and Padma. This gives 4 different distortions that are 1-local and 0-global.
The marker algorithm can take a mark, which is a bit string of length 2, so there are 4 possible
marks. The marker can assign these 4 marks to the 4 possible distortions. The detector can
observe the changes to the salaries by querying the distorted copy and comparing the results
with the original database. The detector can compute the hidden mark by accessing the
assignment of the 4 marks to the 4 possible distortions given by the marker. For any instance
database of this signature, we can pair off an employee of a city with another employee in
the same city and use one such pair to encode one bit of a watermark to be hidden. If there
are n active tuples, we can encode n

2 bits, assuming that there are at least two employees in
each city. For this watermarking scheme, the function f is defined as f(n) = n

2 and this is a
scalable scheme.

Watermarking schemes can also be put in a context where there are adversaries who
know that there is some hidden mark and try to prevent the detector algorithm from working
properly, by distorting the database further. Instead of the oracle running queries on (G,Wµ),
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the queries are run on (G,W ′µ), which is a distortion of (G,Wµ). The detector has to still
detect the hidden mark µ correctly. Under some assumptions about the quantity of distortion
between (G,Wµ) and (G,W ′µ), watermarking schemes that work in non-adversarial models
can be transformed to work in adversarial models; we refer the interested readers to [14, 13].
The correctness of such transformations depend on probabilistic arguments, where scalability
helps. With bigger watermarks that are hidden to begin with, there is more room to play
around with the distortions introduced by the adversaries.

3 Watermarking schemes

In this section, we prove that scalable watermarking schemes exist for some type of structures.
First we prove that if the Gaifman graphs belong to a class of graphs with bounded tree-width,
then scalable water marking schemes exist preserving unary MSO queries. Then we prove
that if the Gaifman graphs belong to a class of graphs that is closed under minors and that
has locally bounded tree-width, then scalable water marking schemes exist preserving unary
FO queries.

3.1 MSO Queries on Structures with Bounded Tree-width

3.1.1 Trees, Tree Automata and Clique-width

We begin by reviewing some concepts and known results that are needed.
A binary tree is a {S1, S2,�}-structure, where S1, S2 and � are binary relation symbols.

A tree T = (T, ST1 , ST2 ,�T ) has a set of nodes T , a left child relation ST1 and a right child
relation ST2 . Relation �T stands for the transitive closure of ST1 ∪ST2 , the tree-order relation.
Given a finite alphabet Σ, let τ(Σ) = {S1, S2,�} ∪ {Pa|a ∈ Σ} where for all a ∈ Σ, Pa is a
unary symbol. A Σ-tree is a structure T = (T, ST1 , ST2 ,�T , (P Ta )a∈Σ), where the restriction
(T, ST1 , ST2 ,�T ) is a binary tree and for each v ∈ T there exists exactly one a ∈ Σ such that
v ∈ P Ta . We denote this unique a by σT (v). Intuitively, this represents the labelling of nodes
by letters from Σ where σT (v) is the label for the node v. We consider trees with a finite
number of pebbles placed on nodes. The pebbles are considered to be distinct: pebble 1
on node v1 and pebble 2 on node v2 is not the same as pebble 1 on node v2 and pebble 2
on node v1. For some k ≥ 1, let Σk = Σ × {0, 1}k. This extended alphabet denotes the
position of the pebbles in the tree. Suppose T is a Σ-tree and k pebbles are placed on the
nodes v = 〈v1, . . . , vk〉. Then Tv is the Σk-tree with the same underlying tree as T and
σTv (u) = (σT (u), α1, . . . , αk) where αi = 1 if and only if u = vi.

A Σ-tree automaton is a tuple A = (Q, δ, F ) where Q is a set of states and F ⊆ Q are the
accepting states. The function δ : ((Q ∪ {∗})2 × Σ)→ Q is the transition function, where ∗
is a special symbol not in Q. A run ρ : T → Q of A on a Σ-tree T is a function satisfying
the following conditions.

If v is a leaf then ρ(v) = δ(∗, ∗, σT (v)).
If v has two children u1 and u2, then ρ(v) = δ(ρ(u1), ρ(u2), σT (v)).
If v has only a left child u then ρ(v) = δ(ρ(u), ∗, σT (v)).
Similarly if v has only a right child.

If v is the root of T , a run ρ of A on T is an accepting run if ρ(v) ∈ F . A Σ(r+s) tree
automaton defines a s-ary query with r parameters. We denote by A(a, T ) = {b ∈ T s |
A has an accepting run on Tab} the output of the query A on T with parameter a. It is well
known that MSO queries and tree automata have the same expressive power.
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Clique-width. A well-known notion of measuring the similarity of a graph to a tree is its
tree-width. Many nice properties of trees carry over to classes of structures of bounded
tree-width. For our purposes, we use clique-width, a related notion. It is well known that a
structure of tree-width at most k has clique-width at most 2k [4].

A k-colored structure is a pair (G, γ) consisting of a structure G and a mapping γ : V →
{1, . . . , k}. A basic k-colored structure is a k-colored structure (G, γ) where |V | = 1 and
RG = ∅ for all R. We let Γk be the smallest class of structures that contain all basic k-colored
structures and is closed under the following operations:

Union: take two k-colored structures on disjoint universes and form their union.
(i → j) recoloring, for 1 ≤ i, j ≤ k: take a k-colored structure and recolor all vertices
colored i to j.
(R, i1, . . . ir)-connecting, for every r ≥ 1, every r-ary relation symbol R and every
1 ≤ i1, . . . ir ≤ k: take a k-colored structure (G, γ) and add all tuples 〈v1, . . . vr〉 ∈ V r
with γ(vj) = ij for 1 ≤ j ≤ r to RG.

The clique-width of a structure G, denoted by cw(G), is the minimum k such that there
exists a k-coloring γ : V → {1, . . . k} such that (G, γ) ∈ Γk.

For every k-colored structure (G, γ) ∈ Γk we can define a binary, labeled parse-tree in a
straightforward way. The leaves of this tree are the elements of G labeled by their color, and
each inner node is labeled by the operation it corresponds to. A parse-tree (also called a
clique decomposition) of a structure G of clique-width k is a parse tree of some (G, γ) ∈ Γk.
For the next lemma, it is important to note that if T is a parse-tree for a structure G, then
V ⊆ T .

I Lemma 3 ([12, Lemma 16]). Let k ≥ 1. For every MSO formula ϕ(x) there is a MSO
formula ϕ̃(x) such that for every structure G of clique-width k and for every parse-tree T of
G we have ϕ(G) = ϕ̃(T ). Furthermore, there are constants c, d (only depending on k and
the signature τ) such that ||ϕ̃|| ≤ c||ϕ|| and qr(ϕ̃) ≤ qr(ϕ) + d.

3.1.2 Watermarking Schemes to Preserve MSO Queries on Structures
With Bounded Tree-width

Now we prove that there are scalable watermarking schemes that work for structures from
classes with bounded tree-width and preserve a given MSO query. At a high level, the idea
is the following: the given MSO query is converted to an equivalent tree automaton. If the
number of active elements is large compared to the number of states in the automaton, we
can select pairs of elements that can’t be distinguished by the automaton. Either both the
elements are in the output of the query or none of them are. Hence, distorting one of them
by a positive amount and the other one by a negative amount will not contribute to the
global distortion.

We begin with the following lemma, which says that if a tree automaton runs on a
large tree, we can find large number of pairs of nodes that are “similar” with respect to the
automaton. Some of the proofs have been skipped here due to space constraints; they can
be found in the full version. A similar result is proved and used in [12] to show that MSO-
definable families of sets in graphs of bounded tree-width have bounded Vapnik-Chervonenkis
(VC) dimension. The similarity of the following result with that of [12] hints at some possible
connections between watermarking schemes and VC dimension.

FSTTCS 2019



36:8 Query Preserving Watermarking Schemes for Locally Treelike Databases

I Lemma 4. Let A be a Σr+1 tree automaton with m states. Let T be a Σ tree. Suppose
Y ⊆ T is a set of nodes of T with at least 2mm+2 elements2. Then, there exists n = b |Y |

4mm+4c
pairwise disjoint sets of nodes V1, V2, . . . , Vn ⊆ T and pairs (bi, b′i) ∈ (Vi∩Y )2 of distinct nodes
for all i ∈ {1, . . . , n} satisfying the following property: for every a = 〈a1, a2, . . . , ar〉 ∈ T r
and every i ∈ {1, . . . , n}, if {a1, a2, . . . , ar}∩Vi = ∅ then the runs of A on Tabi

and Tab′
i
label

the tree roots with the same state.

The following result is proved in [13], but the proof in that paper used a variant of
Lemma 4 whose proof has an error. We give a proof with a different constant factor.

I Theorem 5. Suppose K is a class of structures with bounded clique-width. Suppose ψ(x, y)
is a unary MSO query of input length r, where all the free variables are individual variables.
Then, there exists a scalable watermarking scheme preserving ψ(x, y) on structures in K.

Proof. Suppose G is a structure in K, so it has bounded clique-width. From Lemma 3, we
get an MSO formula ψ̃(x, y), which can be interpreted on clique decompositions of G to
get the same effect as interpreting ψ(x, y) on G. We then get an automaton A equivalent
to ψ̃(x, y). Let U be the set of active tuples of G for the query ψ(x, y). Now we apply
Lemma 4, setting T to be a clique decomposition of G and Y to be the set of active
tuples U . We get n pairs (b1, b′1), (b2, b′2), . . . , (bn, b′n), where n is a constant fraction of
|U |. Given a weight function W for G and a mark µ : {0, 1}n, we define the new weight
function W ′ as follows. We set (W ′(bi),W ′(b′i)) = (W (bi) + 1,W (b′i) − 1) if µ(i) = 0 and
(W ′(bi),W ′(b′i)) = (W (bi)− 1,W (b′i) + 1) if µ(i) = 1. For all other elements, W ′ is same as
W . The modified weight function W ′ has local distortion bounded by 1 by construction. The
detector can recover the bits of the mark µ by querying the original and distorted databases
and noting the differences in weights assigned to active tuples by W and W ′. We will show
that it has global distortion bounded by r, the input length of ψ(x, y).

Suppose a = 〈a1, a2, . . . , ar〉 is used as input parameter to the query ψ(x, y) on G and
(bi, b′i) is a pair selected from a set Vi as in Lemma 4. If {a1, . . . , ar} ∩ Vi = ∅, then the runs
of A on Tabi

and Tab′
i
end in the same state. Hence, bi ∈ ψ(a,G) iff b′i ∈ ψ(a,G). This means

that either both bi and b′i are in ψ(a,G) or both of them are absent. Hence, the distortion on
bi, b

′
i cancel each other, provided {a1, . . . , ar} ∩ Vi = ∅. Hence, a pair (bi, b′i) may contribute

to the global distortion only when {a1, . . . , ar}∩Vi 6= ∅. Since all the Vi are mutually disjoint
and there are at most r elements in {a1, . . . , ar}, the global distortion is at most r. J

Since bounded tree-width implies bounded clique-width, the above result also holds for
classes of structures with bounded tree-width.

3.2 FO Queries on Minor Closed Structures with Locally Bounded
Tree-width

In this section, we consider structures whose Gaifman graphs belong to a class of graphs
that has bounded local tree-width and is closed under minors. We prove that scalable
watermarking schemes exist preserving unary first-order queries. We use concepts and
techniques from [12] where it is proved that in similar classes of graphs, sets definable by
unary first order formulas have bounded VC dimension. It is observed in [12] that this result
extends to non-unary formulas. For this extension, [12] uses a generic result from model

2 A similar result is stated in [13] with 4m elements, but there is an error in the proof; see the full version
for details.
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theory that deals with VC dimension and doesn’t use Gaifman graphs. So far, there are no
such generic results about watermarking schemes yet. We have not yet found ways to extend
our results on watermarking to non-unary queries.

3.2.1 Gaifman’s Locality and Locally Bounded Tree-width
First we review some concepts and known results that we use. Given a structure G =
(V,RG1 , . . . , RGt ), its Gaifman graph is the undirected graph (V,E), where (v1, v2) ∈ E if
there is a relation Ri in G and a tuple v ∈ Ri such that v1 and v2 appear in v. The
distance between two elements, denoted d(., .), in a structure is defined to be the shortest
distance between them in the Gaifman graph. The distance between two tuples of elements
v1, v2 is d(v1, v2) = min{d(v1, v2) | v1 ∈ v1, v2 ∈ v2}. Given v ∈ V , ρ ∈ N, the ρ-sphere
Sρ(v) is the set {v′ | d(v, v′) ≤ ρ}, and for a tuple v, Sρ(v) =

⋃
v∈v Sρ(v). We define the

ρ-neighborhood around a tuple v to be the structure Nρ(v) induced on G by Sρ(a). The
equivalence relation ≈ρ on tuples of elements is defined as a ≈ρ b if Nρ(a) ≈ Nρ(b) (where ≈
denotes isomorphism).

A formula ψ is said to be local if there is a number ρ ∈ N such that for every G and
tuples v1 and v2 of G, Nρ(v1) ≈ Nρ(v2) implies G |= ψ(v1) ⇐⇒ G |= ψ(v2). This value ρ is
then called the locality radius of ψ. Gaifman’s theorem states that every first-order formula
is local. We often annotate a formula ψ with its locality rank r and write it as ψ(r) for the
sake of explicitness. Furthermore, d>r(v1, v2) is a first-order formula enforcing the distance
between v1 and v2 to be at least r + 1.

I Theorem 6 (Gaifman’s locality theorem [10]). Every First Order formula ϕ(x) is equivalent
to a Boolean combination of the following:

local formulas ψ(ρ)(x) around x and
sentences of the form

χ = ∃x1, . . . , xs

 s∧
i=1

α(ρ)(xi) ∧
∧

1≤i<j≤s
d>2ρ(xi, xj)

 .

Furthermore,
The transformation from ϕ to such a Boolean combination is effective;
If qr(ϕ) = q and n is the length of x, then ρ ≤ 7q, s ≤ q + n.

The (q, k)-type of v in G, denoted by tpGq (v), is the set of all first-order formulas
ϕ(x1, . . . , xk) of quantifier rank at most q such that G |= ϕ(v). A (q, k)-type is a maximal
consistent set of first-order formulas ϕ(x1, · · ·xk) of quantifier rank at most q. Equivalently,
a (q, k)-type is the (q, k)-type of some k-tuple v in some structure G. For a specific (q, k),
there are only finitely many (q, k) types. The number of such types is denoted by t(q, k).

We get the following as a corollary of Gaifman’s locality theorem.

I Corollary 7. Let q ∈ N and ρ = 7q. Let G be a structure and a, a′ ∈ V r, b, b′ ∈ V s such
that tpGq (a) = tpGq (a′), tpGq (b) = tpGq (b′), d(a, b) ≥ 2ρ + 1 and d(a′, b′) ≥ 2ρ + 1. Then
tpGq (a, b) = tpGq (a′, b′).

Locally Bounded Tree-width. We say that a class of structures K has locally-bounded
tree-width if there exists a function f : N→ N such that given any G ∈ K, any v ∈ V and
any r ∈ N, the tree-width of Nr(x) is at most f(r).
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Next we recall some properties of class of graphs closed under minors. An edge contraction
is an operation which removes an edge from a graph while simultaneously merging the two
vertices it used to connect. A graph H is a minor of a graph G if a graph isomorphic to H
can be obtained from G by contracting some edges, deleting some edges and deleting some
isolated vertices. A class K of graphs is said to be closed under minors if for every graph G
in K and every minor H of G, H is also in K.

Suppose a class of graphs K is closed under minors and has locally bounded tree-width
(the class of planar graphs is an example). Let G be a graph in K and let v be an arbitrary
vertex in G. For i ≥ 0, let Li be the set of all vertices of G whose shortest distance from v

is i. For any i, r, the subgraph induced by ∪rj=1Li+j on G has tree-width that depends only
on r. See the full version for a proof of this. This idea has been used to design approximation
algorithms for hard problems [2, 7].

3.2.2 Watermarking Schemes to Preserve FO Queries on Minor Closed
Classes with Locally Bounded Tree-width

Now we prove that there exist watermarking schemes that preserve unary FO queries on
classes of structures that are closed under minors and that have locally bounded tree-width.
We use Gaifman’s locality theorem on the FO query and consider the constituent local
queries. Answer to local queries only depend on local neighborhoods of the structure, which
have bounded tree-width. We can run automata on them and proceed as in the previous
section. We have to be careful that queries run on overlapping neighborhoods don’t interfere
with each other.

Let K be a class of structures whose Gaifman graphs belong to a class of graphs with
locally bounded tree-width and that is closed under minors, let G be a structure in K and let
ψ(x, y) be a unary first-order query. Let q be the rank of ψ(x, y) and let ρ be its locality radius.
Suppose U ⊆ V is the set of active elements for the query ψ(x, y). Let c ∈ U be an active
element such that the set Uc = {b ∈ U | tpGq (b) = tpGq (c)} has the maximum cardinality. Due
to our choice of c, we get |Uc| ≥ |U |

t(q,r+1) (recall that r is the length of x and t(q, r+ 1) is the
possible number of (q, r+ 1)-types). We will show that there is a number l that is a constant
fraction of |U | such that we can hide any mark µ ∈ {0, 1}≤l. Given a weight functionW for G
and a mark µ ∈ {0, 1}l, we select l pairs of elements (b1, b′1), (b2, b′2), . . . , (bl, b′l) from Uc and
define the new weight function Wµ as follows: (Wµ(bi),Wµ(b′i)) = (W (bi) + 1,W (bi)− 1) if
µ(i) = 1 and (Wµ(bi),Wµ(b′i)) = (W (bi)−1,W (bi)+1) if µ(i) = 0. For all other elements,Wµ

is same as W . The new weight function is a 1-local distortion of the old one by construction.
The difficulty is to ensure that the global distortion is bounded by a constant. We overcome
this difficulty by ensuring that bi and b′i cannot be distinguished by the query ψ(x, y): for
almost all a ∈ V r, bi ∈ ψ(a,G) iff b′i ∈ ψ(a,G). The following lemma suggests how to select
such pairs.

I Lemma 8. Suppose ψ(x, y) is a query and ψ(ρ)
1 (x, y), ψ(ρ)

2 (x, y), . . . , ψ(ρ)
α (x, y) are the local

formulas given by Theorem 6 (Gaifman’s locality theorem). Suppose G is a structure and
a ∈ V r, b, b′ ∈ V are such that G |= ψ

(ρ)
i (a, b) iff G |= ψ

(ρ)
i (a, b′) for every i ∈ {1, 2, . . . , α}.

Then b ∈ ψ(a,G) iff b′ ∈ ψ(a,G).

Now our goal is to select a large number of pairs (b, b′) from Uc such that they cannot be
distinguished by any local query ψ(ρ)

i (x, y), as assumed in Lemma 8. Let us fix some k ≥ 1
and apply Lemma 3 to every local query ψ(ρ)

i (x, y). We get a MSO formula ψ̃i(x, y) such
that for every structure G′ with a parse tree T of clique-width at most k, ψ(ρ)

i (G′) = ψ̃i(T ).
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L0 L1 Li+2jθ+j Li+2(j+1)θ+j+1

v
θ layers θ layers θ layers θ layers

Bθ(Li+2jθ+j) Bθ(Li+2(j+1)θ+j+1)

Figure 1 Division of Gaifman’s graph of G into Bands and layers.

Our next goal is to identify substructures of G with bounded clique-width. Since we are
considering structures of bounded local tree-width, any neighborhood of G of bounded radius
has bounded tree-width, hence bounded clique-width.

For the MSO formulas ψ̃1(x, y), ψ̃2(x, y), . . . , ψ̃α(x, y), let A1, A2, . . . , Aα be the corres-
ponding tree automata. Let A be the tree automaton obtained by applying the usual product
construction to A1, A2, . . . , Aα and let m be the number of states in A.

We pick some element v ∈ V arbitrarily from the universe of G, let L0 = {v}, and then
define the layer Li to be the elements of G which are at a distance exactly i from v. This
divides the graph into layers L0, L1, L2, . . .. For a layer Lj , define the band B2ρ(Lj) to be the
union of the layers Lj−2ρ, Lj−2ρ+1, . . . , Lj , . . . , Lj+2ρ−1, Lj+2ρ. Intuitively, B2ρ(Lj) consists
of the layer Lj , 2ρ layers to the left of Lj and 2ρ layers to the right. Let θ = (2(r + 1) + 2)ρ
and define the band Bθ(Li) in an analogous way. For 0 ≤ i ≤ 2θ, define Li to be the set of
layers {Li, Li+2θ+1, Li+4θ+2, . . .} = {Li+2jθ+j | j ≥ 0}. Since there are 2θ + 1 such sets, it
must be the case that there is some Li such that |Uc∩ (∪Li)| ≥ |Uc|

2θ+1 . We denote by Y1, Y2 . . .

the layers in this ∪Li in increasing order of their distance from L0. If v is any element in Lj ,
then S2ρ(v) ⊆ B2ρ(Lj). Notice that by construction, B2ρ(Yi)∩B2ρ(Yj) = ∅ = Bθ(Yi)∩Bθ(Yj)
for any i 6= j. Refer to Fig. 1 for a visual representation of the bands. The layer L0 is
represented by the single vertex v. The layers Li+2jθ+j , Li+2(j+1)θ+j+1 are represented by
solid vertical lines. Other layers are represented by vertical lines that are grayed out.

In the sequence of layers that we obtained, let Y ′1 , Y ′2 , . . . Y ′γ be those that contain at
least 2mm + 2 elements from Uc. Let Y ′′1 , Y ′′2 , . . . , Y ′′δ be the layers that contain less than
2mm+2 elements from Uc. Let v′′1 , v′′2 , . . . , v′′δ be arbitrarily chosen elements of Y ′′1 , Y ′′2 , . . . , Y ′′δ
respectively that are in Uc (we may ignore a particular Y ′′i if it does not contain any elements
of Uc in it). We will use the set of pairs M1 = {(v′′1 , v′′2 ), . . . , (v′′δ−1, v

′′
δ )} for watermarking.

Next we select watermarking pairs from the layers Y ′1 , Y ′2 , . . . Y ′γ . For each layer Y ′i , let
Ni be the substructure induced by the band Bθ(Y ′i ). This is a band of width 2θ + 1, so its
tree-width and hence clique-width (say k) depends only on 2θ+1, which in turn depends only
on the locality radius ρ and the input length r. Now we can apply Lemma 4 with the tree
automaton A and the parse tree T of Ni of clique width at most k, setting Y = Y ′i ∩Uc. We
get pairs (b(i,1), b

′
(i,1)), (b(i,2), b

′
(i,2)), . . . , (b(i,n), b

′
(i,n)), where n = b |Y

′
i ∩Uc|

4mm+4 c. We will use the
set of pairs M2 = ∪i ∪j {(b(i,j), b′(i,j))} also for watermarking. Again note that all elements
in the pairs are in Uc.

I Lemma 9. Suppose a watermarking pair (v′′i , v′′(i+1)) ∈ M1 consists of elements from
Y ′′i , Y

′′
(i+1) respectively. If the tuple a = 〈a1, . . . , ar〉 is such that {a1, . . . , ar} ∩ (B2ρ(Y ′′i ) ∪

B2ρ(Y ′′(i+1))) = ∅, then v′′i ∈ ψ(a,G) iff v′′(i+1) ∈ ψ(a,G).

I Lemma 10. Suppose a watermarking pair (b, b′) ∈M2 was selected from some set Vj (as
specified in Lemma 4) of some band Ni. If a = 〈a1, . . . , ar〉 is such that {a1, . . . , ar}∩Vj = ∅,
b ∈ ψ(a,G) iff b′ ∈ ψ(a,G).
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Figure 2 The regions C1, . . . , Cr+1 and a1, a2 used in Case III of the proof of Lemma 10.

Proof.
Case I: {a1, . . . , ar} ∩B2ρ(Y ′

i ) = ∅. In this case, since b, b′ are both on the layer Y ′i , we
have Sρ(a) ∩ (Sρ(b) ∪ Sρ(b′)) = ∅. Hence we can apply Corollary 7 to infer the result.

Case II: Sρ(a) ⊆ B(2(r+1)+2)ρ(Y ′
i ). In this case, Sρ(abb′) ⊆ B(2(r+1)+2)ρ(Y ′i ) = Bθ(Y ′i ).

We selected (b, b′) according to Lemma 4, with the tree automaton A running on a parse
tree of Ni. Since the tree automaton runs all the automata A1, A2, . . . , Aα simultaneously,
we infer that Ni |= ψ

(ρ)
j (a, b) iff Ni |= ψ

(ρ)
j (a, b′) for every j ∈ {1, 2, . . . , α}. Since

Sρ(abb′) ⊆ Bθ(Y ′i ), the substructure induced on Ni by Sρ(abb′) is isomorphic to the
substructure induced on G by Sρ(abb′). Since ψ(ρ)

j (x, y) is a local formula around x, y
with locality radius ρ, we infer that Ni |= ψ

(ρ)
j (a, b) iff G |= ψ

(ρ)
j (a, b) and Ni |= ψ

(ρ)
j (a, b′)

iff G |= ψ
(ρ)
j (a, b′) for every j ∈ {1, 2, . . . , α}. Hence, G |= ψ

(ρ)
j (a, b) iff G |= ψ

(ρ)
j (a, b′) for

every j ∈ {1, 2, . . . , α}. We can now apply Lemma 8 to infer the result.
Case III: {a1, . . . , ar} ∩B2ρ(Y ′

i ) 6= ∅ and {a1, . . . , ar} 6⊆ B(2(r+1)+2)ρ(Y ′
i ). In this

case, some elements of a may be within distance 2ρ from b, b′. Some elements of a
may be quite far and their ρ neighborhoods may not be included in Bθ(Y ′i ). We divide
Bθ(Y ′i )\B2ρ(Y ′i ) into r+1 regions C1, C2, . . . Cr+1. Define C1 = B4ρ(Y ′i )\B2ρ(Y ′i ), C2 =
B6ρ(Y ′i ) \B4ρ(Y ′i ), etc. Since there are r + 1 such regions, and only r parameters in a,
there is a region, say Cj that doesn’t contain any elements of a. Let a1 be the tuple of
elements of a that are in B2ρ(Y ′i ) ∪ C1 ∪ · · · ∪ Cj−1 and let a2 consist of the remaining
elements of a. Note that Sρ(a1bb

′) ∩ Sρ(a2) = ∅ (since the region Cj is of width 2ρ,
a1bb

′ are on the inside of this band and a2 are on the outside). Refer to Fig. 2 for a
visual presentation of a1, a2. The layer Y ′i is represented by a solid vertical line, in which
b, b′ are highlighted. Other layers are represented by vertical lines that are grayed out.
Boundaries of regions are represented by dashed vertical lines. Each region consists of
2ρ layers on the left and 2ρ layers on the right. Since the layer Cj doesn’t contain any
elements of a, it acts as a buffer between Sρ(a1bb

′) and Sρ(a2).
Let the structure H1 be an isomorphic copy of Ni (which is the substructure induced
by Bθ(Y ′i )). Since H1 consists of 2θ + 1 layers, the tree-width and hence clique-width of
H1 depends only on 2θ + 1. Let H2 be a disjoint union of at most r spheres of radius
at most 2rρ, containing an isomorphic copy of Nρ(a2) (details of constructing H2 are
in the full version). The clique-width of H2 also depends only on r and ρ. Let H be
the disjoint union of H1 and H2. For the elements a1bb

′ in Ni, the isomorphism with
H1 will give corresponding elements in H1; let h(a1bb

′) be these corresponding elements.
Similarly, let h(a2) be the elements in H2 corresponding to a2 in Nρ(a2). Let T be a
parse tree of Ni (and so of H1) and T ′ be a parse tree of H2 of minimum clique-widths,
with k being the maximum of these two widths. We obtain a parse tree T ′′ of H of
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clique-width at most k by making T and T ′ as subtrees of a new root labeled by the
union operation. We selected b, b′ according to Lemma 4 with the tree automaton A

and parse tree T . We infer that the automaton A labels the roots of Th(a1b) and Th(a1b′)
with the same state. Hence, the automaton A labels the roots of T ′′h(a1ba2) and T ′′h(a1b′a2)
with the same state (note that h(a1bb

′) are in T while h(a2) are in T ′). Hence, we
infer that H |= ψ

(ρ)
j (h(a), h(b)) iff H |= ψ

(ρ)
j (h(a), h(b′)) for every j ∈ {1, 2, . . . , α}. The

substructure induced on G by Sρ(abb′) is isomorphic to the substructure induced on H by
Sρ(h(abb′)). Since ψ(ρ)

j (x, y) is a local formula around x, y with locality radius ρ, we infer
that H |= ψ

(ρ)
j (h(a), h(b)) iff G |= ψ

(ρ)
j (a, b) and H |= ψ

(ρ)
j (h(a), h(b′)) iff G |= ψ

(ρ)
j (a, b′).

Hence, G |= ψ
(ρ)
j (a, b) iff G |= ψ

(ρ)
j (a, b′) for every j ∈ {1, 2, . . . , α}. We can now apply

Lemma 8 to infer the result. J

The technique of considering a small number of layers to get graphs of bounded tree-width
was known before [2, 7]. Here, we find ways of using it to bound global distortions and
that is the main technical contribution of this paper. Now we state the main result of this
sub-section.

I Theorem 11. Suppose K is a class of structures whose Gaifman graphs belong to a class
of graphs that is closed under minors and have locally bounded tree-width. Suppose ψ(x, y)
is a unary first-order query of input length r. Then, there exists a scalable watermarking
scheme preserving ψ(x, y) on structures in K.

Proof idea. Every pair in M1 ∪M2 can hide one bit in the database and |M1 ∪M2| is a
constant fraction the size of the set of active tuples, as shown in the full version. For a given
parameter a, a pair (b, b′) ∈ M1 ∪M2 contributes to global distortion only if a intersects
with some spheres around (b, b′), as proved in Lemma 9 and Lemma 10. The spheres are
mutually disjoint, so a can intersect with at most r spheres. Hence the global distortion is
bounded by r. J

4 Conclusion

In [14], there is a transformation of watermarking schemes for non-adversarial models into
schemes for adversarial models, under some assumptions. As observed in [13], the same
transformation under similar assumptions also work for MSO and FO queries. Hence, our
result on FO queries can also use a similar transformation to work on adversarial models.

The difficulty with non-unary queries is that Gaifman graphs don’t capture information
about active tuples – even if two elements b1, b2 appear in the same active tuple, the Gaifman
graph may not have an edge between b1 and b2. The results on VC dimension use powerful
results from model theory [19] or versions of finite Ramsey theorem for hyper graphs [16].
It remains to be seen whether similar results are true for watermarking schemes. It also
remains to be seen if the condition on closure under minors can be dropped and watermarking
schemes can still be obtained, as shown for VC dimension in [12].

Beginning with graphs of bounded degree, it is now known that for the much bigger class
of graphs that are nowhere dense, FO properties can be efficiently decided. It remains to be
seen whether results on watermarking schemes can be extended to the class of graphs that
are nowhere dense.

We don’t know if there are deeper connections between bounded VC dimension and
presence of scalable watermarking schemes preserving queries. Some progress is made in [13],
where it is shown that unbounded VC dimension doesn’t necessarily mean absence of scalable
watermarking schemes, but more work is needed in this direction.
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Abstract
We investigate the fine-grained complexity of liveness verification for leader contributor systems.
These consist of a designated leader thread and an arbitrary number of identical contributor threads
communicating via a shared memory. The liveness verification problem asks whether there is an
infinite computation of the system in which the leader reaches a final state infinitely often. Like
its reachability counterpart, the problem is known to be NP-complete. Our results show that, even
from a fine-grained point of view, the complexities differ only by a polynomial factor.

Liveness verification decomposes into reachability and cycle detection. We present a fixed point
iteration solving the latter in polynomial time. For reachability, we reconsider the two standard
parameterizations. When parameterized by the number of states of the leader L and the size of
the data domain D, we show an (L + D)O(L+D)-time algorithm. It improves on a previous algorithm,
thereby settling an open problem. When parameterized by the number of states of the contributor C,
we reuse an O∗(2C)-time algorithm. We show how to connect both algorithms with the cycle detection
to obtain algorithms for liveness verification. The running times of the composed algorithms match
those of reachability, proving that the fine-grained lower bounds for liveness verification are met.
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1 Introduction

We study the fine-grained complexity of liveness verification for parameterized systems
formulated in the leader contributor model. The model [26, 16] assumes a distinguished
leader thread interacting (via a shared memory) with a finite but arbitrary number of
indistinguishable contributor threads. The liveness verification problem [14] asks whether
there is an infinite computation of the system in which the leader visits a set of final states
infinitely often. Fine-grained complexity [13, 10] studies the impact of parameters associated
with an algorithmic problem on the problem’s complexity like the influence of the contributor
size on the complexity of liveness verification. The goal is to develop deterministic algorithms
that are provably optimal. We elaborate on the three ingredients of our study.
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The leader contributor model has attracted considerable attention [26, 16, 14, 31, 17, 23, 7].
From a modeling point of view, a variety of systems can be formulated as anonymous entities
interacting with a central authority, examples being client-server applications, resource-
management systems, and distributed protocols on wireless sensor networks. From an
algorithmic point of view, the model has led to positive surprises. Hague [26] proved
decidability of reachability even in a setting where the system components are pushdown
automata. La Torre et al. [31] generalized the result to any class of components that satisfies
mild assumptions, the most crucial of which being computability of downward closures. As
for the complexity, Esparza et al. [16, 17] proved PSPACE-completeness for Hague’s model
and NP-completeness in the setting where the components are given by finite-state automata.
The liveness problem was first studied in [14]. Interestingly, liveness has the same complexity
as reachability, it is NP-complete for finite-state systems. Fortin et al. [23] generalized the
study to LTL-definable properties and gave conditions for NEXPTIME-completeness.

Fine-grained complexity is a field within parameterized complexity [13, 10]. Parameterized
complexity intends to explain the following gap between theory and practice that is observed
throughout algorithmics. Despite a high worst-case complexity, tools may have an easy
time solving a problem. Parameterized complexity argues that measuring the complexity
of a problem in terms of the size of the input, typically denoted by n, is too rough. One
should consider further parameters k that capture the shape of the input or the solution
sought. Then the gap is due to the fact that tools implement an algorithm running in time
f(k) · poly(n). Here, f may be an exponential, but it only depends on the parameter, and
that parameter is small in practice. Problems solvable by such an algorithm are called
fixed-parameter tractable and belong to the complexity class FPT. Fine-grained complexity
is the study of the precise function f that is needed, via upper and lower bound arguments.

The fine-grained complexity of the reachability problem for the leader contributor model
was studied in our previous work [7]. We assumed that the components are finite state and
considered two parameterizations. When parameterized by the size of the contributors C,
we showed that reachability can be solved in time O∗(2C). The notation O∗ suppresses
polynomial factors in the running time. Interestingly, this is the best one can hope for. An
algorithm with a subexponential dependence on C, to be precise an algorithm running in
time 2o(C), would contradict the so-called exponential time hypothesis (ETH). The ETH [28]
is a standard hardness assumption in parametrized complexity that is used to derive relative
lower bounds. The second parameterization is by the size of the leader L and the size of
the data domain D. We gave an algorithm running in time (LD)O(LD). Interestingly, the
lower bound is only 2o((L+D)·log(L+D)). Being away a quadratic factor in the exponent means a
substantial gap for a deterministic algorithm.

In the present paper, we study the fine-grained complexity of the liveness verification
problem. We assume finite-state components and consider the same parameterization as for
reachability. The surprise is in the parameterization by L and D. We give an algorithm running
in time (L + D)O(L+D). This matches the lower bound and closes the gap for reachability.
When parameterized by the size of the contributors, we obtain an O∗(2C) algorithm.

To explain the algorithms, note that a live computation decomposes into a prefix and
an accepting cycle. Finding prefixes is a matter of reachability. We show how to combine
reachability algorithms with a cycle detection to obtain algorithms that find live computations.
The resulting algorithms will run in time O(Reach(L, D, C) ·Cycle(L, D, C)) where Reach(L, D, C)
denotes the running time of the invoked reachability algorithm and Cycle(L, D, C) that of the
cycle detection. This result allows for considering reachability and cycle detection separately.

Our first main contribution is an algorithm for reachability when L and D are given as
parameters. It runs in time (L + D)O(L+D) and significantly improves upon the (LD)O(LD)-time
algorithm from [7]. Moreover, it is optimal in the fine-grained sense. It closes the gap between
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upper and lower bound. The algorithm works over sketches of computations. A sketch is
valid if there is an actual computation corresponding to it. In [7], we performed a single
validity check for each sketch. Here, we show that valid sketches can be build up inductively
from small sketches. To this end, we interleave validity checks with compression phases. Our
algorithm is a dynamic programming on small sketches, exploiting the inductive approach.

Our second main result is an algorithm for detecting cycles. We show that the problem
is actually solvable in polynomial time. Technically, we employ a characterization of cycles
via (certain) SCC decompositions of the contributor automaton. These decompositions can
be computed by a fixed point iteration invoking Tarjan’s algorithm [35] in polynomial time.

Since Cycle(L, D, C) is polynomial, liveness has the same complexity as reachability also
in the fine-grained sense. With the above result, we obtain the mentioned algorithms for
liveness by composing the reachability algorithms with the cycle detection.

Related Work. The parameterized complexity has also been studied for other verification
problems. Farzan and Madhusudan [18] consider the problem of predicting atomicity viola-
tions. Depending on the synchronization, they obtain an efficient fine-grained algorithm resp.
prove an FPT-algorithm unlikely. In [15], the authors give an efficient (fine-grained) algorithm
for the problem of checking TSO serializability. In [5], we studied the fine-grained complexity
of bounded context switching [33], including lower bounds on the complexity. In [7], we gave
a parameterized analysis of the bounded write-stage restriction, a generalization of bounded
context switching [2]. The problem turns out to be hard for different parameterizations, and
has a large number of hard instances. In a series of papers [20, 19, 36], Fernau et al. studied
FPT-algorithms for problems from automata theory.

Related to leader contributor systems are broadcast networks (ad-hoc networks) [34, 12].
These consist of an arbitrary number of finite-state contributors that communicate via
message passing. There is no leader. This has an impact on the complexity of safety [11, 24]
and liveness [6, 3] verification, which drops from NP (leader contributor systems) to P.

More broadly, the verification of parameterized systems is an active field of research [4].
Prominent approaches are well-structuredness arguments [1, 21] and cut-off results [25].
Well-structuredness means the transition relation is monotonic wrt. a well-quasi ordering on
the configurations, a combination that leads to surprising decidability results. A cut-off is a
bound on the size of system instances such that correctness of the bounded instances entails
correctness of all instances. Our algorithm uses different techniques. We give a reduction
from liveness to reachability combined with a polynomial-time cycle check. Reductions from
liveness to reachability or safety are recently gaining popularity in verification [29, 32, 27].
For reachability, we then rely on techniques from parameterized complexity [13, 10], namely
identifying combinatorial objects to iterate over and dynamic programming.

2 Leader Contributor Systems and the Liveness Problem

We introduce leader contributor systems and the leader contributor liveness problem of interest
following [26, 16, 14]. Moreover, we give a short introduction to fine-grained complexity. For
standard textbooks, we refer to [22, 10, 13].

Leader Contributor Systems. A leader contributor system consists of a designated leader
thread communicating with a number of identical contributor threads via a shared memory.
Formally, the system is a tuple S = (D, a0, PL, PC) where D is the finite domain of the shared
memory and a0 ∈ D is the initial memory value. The leader PL and the contributor PC
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are abstractions of concrete threads making visible the interaction with the memory. They
are defined as finite state automata over the alphabet Op(D) = {!a, ?a | a ∈ D} of memory
operations. Here, !a denotes a write of a to the memory, ?a denotes a read of a. The leader
is given by the tuple PL = (Op(D), QL, q0

L, δL) where QL is the set of states, q0
L ∈ QL is the

initial state, and δL ⊆ QL × (Op(D) ∪ {ε})×QL is the transition relation. We extend the
relation to words in Op(D)∗ and usually write q −→w L q

′ for (q, w, q′) ∈ δL. The contributor
is defined similarly, by PC = (Op(D), QC , q0

C , δC).
The possible interactions of a thread with the memory depend on the current memory

value and the internal state of the thread. To keep track of this information, we use
configurations. These are tuples of the form (q, a, pc) ∈ CF t = QL × D × QtC . Here, pc
is a vector storing the current state of each contributor, and there are t ∈ N contributors
participating in the computation. The number of participating contributors can be arbitrary,
but will be fixed throughout the computation. Therefore, the set of all configurations is
given by CF =

⋃
t∈N CF t. A configuration is called initial if it is of the form (q0

L, a
0, pc0)

where pc0(i) = q0
C for each i ∈ [1..t]. We use projections to access the components of a

configuration. Let πL and πD denote the projections to the leader state resp. the memory
content, πL((q, a, pc)) = q and πD((q, a, pc)) = a. The map πC projects a configuration to
the set of contributor states present in pc, πC((q, a, pc)) = {pc(i) | i ∈ [1..t]}.

The current configuration of S may change due to an interaction with the memory or
an internal transition. We capture such changes by a labeled transition relation among
configurations, → ⊆ CF × (Op(D)∪{ε})×CF . It contains transitions induced by the leader
and by the contributor. We focus on the former. If there is a write q −→!b L q′ of the leader, we
get (q, a, pc) −→!b (q′, b, pc). Similarly, a read q −→?a L q

′ induces (q, a, pc) −→?a (q′, a, pc). Note
that the current memory value has to match the read symbol. An internal transition q −→ε L q′
yields (q, a, pc) −→ε (q′, a, pc). For the transitions induced by the contributors, let pc(i) = p

and pc′ = pc[i = p′], meaning pc′(i) = p′ and pc′ coincides with pc in all other components.
A transition p −−−−−→!b/?a/ε

C p′ yields (q, a, pc) −−−−−→!b/?a/ε (q, b/a, pc′), like for the leader. Note that
transitions are only defined among configurations involving the same number of contributors.
It is convenient to assume that the leader never writes !a and immediately reads ?a again.
In this case, we could replace the corresponding read transition by ε.

The transition relation → is generalized to words, denoted by c −→w c′ with w ∈ Op(D)∗.
We call such a sequence a computation of S. We also write c →∗ c′ if there is a word w

with c −→w c′, and c→+ c′ if w has length at least 1. An infinite computation is a sequence
σ = c0 → c1 → . . . of infinitely many transitions. We call it initialized if c0 is an initial
configuration. Since σ involves infinitely many configurations but the set QL is finite, there
are states of the leader that occur infinitely often along the computation. We denote the set
of these states by Inf(σ) = {q ∈ QL | ∃∞ i : q = πL(ci)}.

Leader Contributor Liveness. The leader contributor liveness problem is the task of deciding
whether the leader satisfies a liveness specification while interacting with a number of
contributors. Formally, given a leader contributor system S = (D, a0, PL, PC) and a set
of final states F ⊆ QL encoding the specification, the problem asks whether there is an
initialized infinite computation σ such that the leader visits F infinitely often along σ. Since
F is finite, this is equivalent to Inf(σ)∩F 6= ∅. In this case, σ is called a live computation.

Leader Contributor Liveness (LCL)
Input: A leader contributor system S = (D, a0, PL, PC) and final states F ⊆ QL.
Question: Is there an infinite initialized computation σ such that Inf(σ) ∩ F 6= ∅?
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Fine-Grained Complexity. The problem LCL is known to be NP-complete [14]. Despite its
hardness, it may still admit efficient deterministic algorithms the running times of which
depend exponentially only on certain parameters. To find parameters that allow for the
construction of such algorithms, one examines the parameterized complexity of LCL. Note that
the name does not refer to parameterized systems. It stems from measuring the complexity
not only in the size of the input but also in the mentioned parameters.

Let Σ be an alphabet. Unlike in classical complexity theory where we consider problems
over Σ∗, a parameterized problem P is a subset of Σ∗×N. Inputs to P are pairs (x, k) with the
second component k being referred to as the parameter. Problem P is called fixed-parameter
tractable if it admits a deterministic algorithm deciding membership in P for pairs (x, k) in
time f(k) · |x|O(1). Here, f is a computable function that only depends on k. Since f usually
dominates the polynomial, the running time of the algorithm is denoted by O∗(f(k)).

While finding an upper bound for the function f amounts to coming up with an efficient
algorithm, lower bounds on f are obtained relative to hardness assumptions. One of the
standard assumptions is the exponential time hypothesis (ETH) [28]. It asserts that 3-SAT
cannot be solved in time 2o(n) where n is the number of variables in the input formula. The
lower bound is transported to the problem of interest via a reduction from 3-SAT. Then, f
cannot drop below a certain bound unless ETH fails. It is a task of fine-grained complexity
to find the optimal function f , where upper and lower bound match.

We conduct fine-grained complexity analyses for two parameterizations of LCL. First, we
consider LCL(L, D), the parameterization by the number of states in the leader L and the
size of the data domain D. We show an (L + D)O(L+D)-time algorithm, matching the lower
bound for LCL from [7]. The second parameterization LCL(C) is by the number of states of
the contributor C. We give an algorithm running in time O∗(2C). It also matches the known
lower bound [7]. Therefore, both algorithms are optimal in the fine-grained sense. The
parameterizations LCL(L) and LCL(D) are unlikely to be fixed-parameter tractable. These
problems are hard for W[1], a complexity class comprising intractable problems [7].

3 Dividing Liveness along Interfaces

A live computation naturally decomposes into a prefix and a cycle. This means that solving
LCL amounts to finding both, a prefix computation and a cyclic computation. However,
we need to guarantee that the computations can be linked. The prefix should lead to a
configuration that the cycle loops on. Since there are infinitely many configurations, we
introduce the finite domain of interfaces. An interface abstracts a configuration to its leader
state, memory value, and set of contributor states. Hence, an interface can be seen as a
summary of those configurations that are suitable for linking prefix and cycle.

Our algorithm to solve LCL works as follows. We start a reachability algorithm for the
leader contributor model on the final states that the live computation should visit. After a
modification, the algorithm outputs all interfaces witnessing prefixes to those states. Let
Reach(L, D, C) denote the running time of the reachability algorithm. We show that the
obtained set of interfaces will be of size at most Reach(L, D, C). We iterate over the interfaces
and pass each to a cycle detection which works over interfaces instead of configurations. If a
cycle was found, a live computation exists. Let Cycle(L, D, C) be the time needed for a single
cycle detection. Then, the running time of the algorithm can be estimated as follows.

I Theorem 1. LCL can be solved in time O(Reach(L, D, C ) · Cycle(L, D, C )).

The first step in proving Theorem 1 is to decompose live computations into prefixes and
cycles. To be precise, we aim for a decomposition where the cycle is saturated in the sense
that the initial configuration already contains all contributor states that will be encountered

FSTTCS 2019



37:6 Complexity of Liveness in Parameterized Systems

along the cycle. Knowing these states in advance eases technical arguments when finding
cycles in Section 5. Formally, a cyclic computation τ = c→∗ c is called saturated if for each
configuration c′ in τ , we have πC(c′) ⊆ πC(c). We write c→∗sat c for a saturated cycle. The
following lemma yields the desired decomposition. If not stated otherwise, proofs and details
for the current section are provided in the full version of the paper.

I Lemma 2. There is an infinite initialized computation σ with Inf(σ) ∩ F 6= ∅ if and only
if there is a finite initialized computation c0 →∗ c→+

sat c with πL(c) ∈ F .

We would like to decompose LCL into finding prefix and cycle. But we need to ensure that
the found computations can be linked at an explicit configuration. For avoiding the latter,
we introduce interfaces. An interface is a triple I = (S, q, a) ∈ P(QC)×QL×D consisting of
a set of contributor states S, a state of the leader q, and a memory value a. A configuration
c matches the interface I if πC(c) = S, πL(c) = q, and πD(c) = a. We denote this by I(c),
interpreting I as a predicate. The set of interfaces is denoted by IF. The following lemma
shows that the notion allows for decomposing LCL. We can search for prefixes and cycles
separately. The lemma provides the arguments needed to complete the proof of Theorem 1.

I Lemma 3. Let I ∈ IF. There is a computation c0 →∗ c →+
sat c with I(c) if and only if

there are computations d0 →∗ d and f →+
sat f with I(d) ∧ I(f).

In the following, we turn to our main contributions. We present algorithms for reachability
and cycle detection and obtain precise values for Reach(L, D, C) and Cycle(L, D, C). Further,
we modify the reachability algorithms to output interfaces. Then we invoke Theorem 1 to
derive algorithms for LCL. The first problem that we consider is finding prefixes.

Leader Contributor Reachability (LCR)
Input: A leader contributor system S = (D, a0, PL, PC) and final states F ⊆ QL.
Question: Is there an initialized computation c0 →∗ c with πL(c) ∈ F?

The problem LCR is NP-complete [16]. Its complexity Reach(L, D, C) depends on the
parameterization. There are two standard parameterizations [7, 8]: LCR(L, D) and LCR(C).

For the parameterization by L and D, we present an algorithm solving LCR(L, D) in time
(L + D)O(L+D). The algorithm solves an open problem [7] by matching the known lower bound:
unless ETH fails, LCR cannot be solved in time 2o((L+D)·log(L+D)). The algorithm and its
modification for obtaining interfaces are presented in Section 4.

I Theorem 4. LCR(L, D) can be solved in time (L + D)O(L+D).

For LCR(C), we modify the reachability algorithm from [7, 8] so that it outputs interfaces
that witness prefixes. We recall the result on the complexity of the algorithm.

I Theorem 5 ([7, 8]). LCR(C ) can be solved in time O(2C · C 4 · L 2 · D 2).

The second task to solve LCL is detecting cycles. We formalize the problem. It takes an
interface and asks for a saturated cycle on a configuration that matches the interface.

Saturated Cycle (CYC)
Input: A leader contributor system S = (D, a0, PL, PC) and an interface I ∈ IF.
Question: Is there a computation c→+

sat c with I(c)?

We present an algorithm solving CYC in polynomial time. Key to the algorithm is a fixed
point iteration over certain subgraphs of the contributor. Details are postponed to Section 5.
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I Theorem 6. CYC can be solved in time O(D 2 · (C 2 + L 2 · D 2)).

The theorem shows that Cycle(L, D, C) is polynomial. Hence, by Theorem 1, we obtain
that LCL can be solved in time O∗(Reach(L, D, C)). This means that liveness verification and
safety verification in the leader contributor model only differ by a polynomial factor. Taking
the precise values for Reach(L, D, C) into account, Theorem 1 yields the following.

I Corollary 7. LCL(L, D) can be solved in time (L + D)O(L+D).

I Corollary 8. LCL(C ) can be solved in time O(2C · L · D 2 · (L · C 4 + D · C 2 + L 2 · D 3)).

For the latter result, we are actually more precise in determining the time complexity than
stated in Theorem 1. Both obtained algorithms are optimal. They match the corresponding
lower bounds for LCL that carry over from reachability [7]. Unless ETH fails, LCL cannot
neither be solved in time 2o((L+D)·log(L+D)) nor in time 2o(C).

4 Reachability Parameterized by Leader and Domain

We present the algorithm for LCR(L, D). It runs in time (L + D)O(L+D) and therefore proves
Theorem 4. Moreover, with the results from Section 3 and 5, the algorithm can be utilized for
solving LCL in time (L + D)O(L+D). Like in [7], the algorithm relies on a notion of witnesses.
These are sketches of computations. A witness is valid if there is an actual computation
following the sketch. Validity can be checked in polynomial time.

The algorithm from [7] iterates over all witnesses and tests validity for each. Hence, the
time complexity of the algorithm is proportional to (LD)O(LD), the number of considered
witnesses. Key to our new algorithm is the fact that we can restrict to so-called short
witnesses. These are sketches of loop-free computations. We show that validity of witnesses
can be checked inductively from validity of short witnesses. We exploit the inductivity by a
dynamic programming. It runs in time proportional to (L + D)O(L+D), the number of short
witnesses. This yields the desired complexity as stated in Theorem 4.

4.1 Witnesses and Validity
We introduce witnesses and recall the notion of validity. Afterwards, we elaborate on the
main idea of our new algorithm: restricting to short witnesses for checking validity.

Intuitively, a witness is a compact way to represent computations of a leader contributor
system. From a computation, a witness only stores the actions of the leader and the positions
where memory symbols were written by a contributor for the first time. We call these
positions first writes. From such a position on, we can assume an unbounded supply of the
corresponding memory symbol. There is always a copy of a contributor waiting to provide it.

Formally, a witness is a triple x = (w, q, σ). The word w = (q1, a1)(q2, a2) . . . (qn, an)
represents the run of the leader. It is a sequence from (QL × (D ] {⊥}))∗, containing leader
states potentially combined with a memory value. The state q ∈ QL is the target of the leader
run. First-write positions are specified by σ : [1..k]→ [1..n], a monotonically increasing map
where k ≤ D. The number of first-write positions k is called the order of x. We denote it by
ord(x) = k. Moreover, we use Wit for the set of all witnesses. A witness x = (w, q, σ) ∈Wit
is called initialized if w begins in the initial state q0

L of the leader automaton.
If a witness corresponds to an actual computation, we call it valid. This means, the

witness encodes a proper run of the leader and moreover, the first writes along the run can
be provided by the contributors. Since the definition of witnesses only specifies first-write
positions but not values, we need the notion of first-write sequences. The latter will allow
for the definition of validity.
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A first-write sequence is a sequence of data values β ∈ D≤D that are all different. Formally,
βi 6= βj for i 6= j. We use FW to denote the set of all those sequences. Given a witness
x = (w, q, σ), we define its validity with respect to a first-write sequence β of length ord(x).
For being valid, x has to be leader valid along β and contributor valid along β. We make
both notions more precise. Details regarding this section including formal definitions are
available in the full version of the paper.

Leader Validity. The witness is leader valid along β if w encodes a run of the leader that
reaches state q. Reading during the run is restricted to symbols from β: the `-th symbol β`
is available for reading once the run arrives at position σ(`). Formally, the encoding depends
on the memory values ai. If ai 6= ⊥, the leader has a transition qi −−→!ai

L qi+1. If ai = ⊥,
the leader either has an ε-transition or reads a symbol available at position i, from the set
Sβ(i) = {β` | σ(`) ≤ i}. We use LValidβ(x) to indicate that x is leader valid along β.

Contributor Validity. The witness is contributor valid along β if the contributors can
provide the first writes for w in the order indicated by σ. Let us focus on the i-th first
write βi. Providing βi is a question of reachability of the set Qi = {p | ∃p′ : p −−→!βi

C p′}
in the contributor automaton. More precise, we need a contributor that reaches Qi while
reading only symbols available along w. This means that reading is restricted to earlier first
writes and symbols written by the leader during w up to position σ(i).

Let Expr(x, β1 . . . βi−1) be the language of available reads. We say that x is valid for
the i-th first write of β if Qi is reachable by a contributor while reading is restricted to
Expr(x, β1 . . . βi−1). We use CValidiβ(x) to indicate this validity. If x is valid for all first
writes, it is contributor valid along β. Formally, CValidβ(x) =

∧
i∈[1..ord(x)] CValidiβ(x).

With leader and contributor validity in place, we can define x to be valid along β if
LValidβ(x) ∧ CValidβ(x). Again, we use predicate notation. We write Validβ(x) if x is valid
along β. Validity of a witness along a first-write sequence can be checked in polynomial time.

I Lemma 9. Let x ∈Wit and β ∈ FW. Validβ(x) can be evaluated in polynomial time.

The algorithm from [7] iterates over witnesses and invokes Lemma 9 to check validity. The
following lemma proves the correctness: validity indicates the existence of a computation.

I Lemma 10. Let q ∈ QL. There is an initialized computation c0 →∗ c with πL(c) = q if
and only if there is an initialized x = (w, q, σ) ∈Wit and a β ∈ FW so that Validβ(x).

For obtaining a tractable algorithm, we would like to restrict to short witnesses when
checking validity. These are witnesses encoding a loop-free run of the leader. The following
two observations are crucial to our development.

Leader validity can be checked inductively on short witnesses. A witness x can be written
as a product x = x1 × x2 × · · · × xk+1 of smaller witnesses. Each xi encodes that part of the
leader run of x happening between two first-write positions σ(i− 1) and σ(i). The witness
concatenation × appends these runs. Each xi can assumed to be a short witness. There is
no need for recording loops of the leader between first writes. We can cut them out.

Assume y = x1×· · ·×xi encodes a proper run ρ of the leader that reads from the available
first writes β1, . . . , βi−1. Formally, LValidβ1...βi−1(y). Then, leader validity of y × xi+1 along
β1 . . . βi mainly depends on the newly added witness xi+1. The reason is that we prolong ρ,
a run of the leader that was already verified. All that we have to remember from ρ is where
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it ends. This means that we can shrink y to a short witness. We consecutively cut out
loops from the leader, denoted by Shrink∗, until we obtain a loop free witness. Formally, if
LValidβ1...βi−1(y) holds true, we have the equality

LValidβ1...βi
(y × xi+1) = LValidβ1...βi

(Shrink∗(y)× xi+1).

Hence, checking leader validity can be restricted to (concatenations of) short witnesses.
Like leader validity, we can restrict contributor validity to short witnesses. The main

reason is that testing validity for the i-th first write only requires limited knowledge about
earlier first writes. As long as we guarantee that earlier first writes can be provided along
a run of the leader, we do not have to keep track of their precise positions anymore. This
means that we can shrink the run when testing validity for the i-th first write.

Assume that y = x1×· · ·×xi is known to be contributor valid. Formally, CValidβ1...βi−1(y)
is true. Note that the first writes considered in y are β1, . . . , βi−1. We want to check
contributor validity of y × xi+1. Since there is only one new first write that we add,
namely βi, we have to evaluate CValidiβ1...βi

(y× xi+1). Satisfying contributor validity means
that βi can be provided along y× xi+1 assuming that β1, . . . , βi−1 were already provided. In
fact, it is not important where these earlier first writes appeared exactly. We just need the
fact that after y, they can assumed to be there. This allows for shrinking y and forgetting
about the precise positions of the earlier first writes. Formally, if CValidβ1...βi−1(y), we have

CValidiβ1...βi
(y × xi+1) = CValidiβ1...βi

(Shrink∗(y)× xi+1).

In the next section, we turn the above observations into a recursive definition of validity
for short witnesses. The recursion only involves short witnesses of lower order. Since the
number of these is bounded by (L + D)O(L+D), we can employ a dynamic programming that
checks validity of short witnesses in time proportional to their number.

4.2 Algorithm and Correctness
Before we can formulate the recursion, we need to introduce short witnesses and a concatena-
tion operator on the same. A short witness is a witness z = (w, q, σ) ∈Wit where the leader
states in w = (q1, a1) . . . (qn, an) are all distinct. We use Witsh to denote the set of all short
witnesses. Moreover, let Ord(k) denote the set of those short witnesses that are of order k.

Let x = (w, q, σ) ∈ Ord(i) and y = (w′, q′, σ′) ∈ Ord(j) be two short witnesses. Assume
that the first state in w′ is q, meaning that y starts with the target state of x. Then, the short
concatenation of x and y is defined to be the short witness x⊗y = Shrink∗(x×y) ∈ Ord(i+j).

The price to pay for the smaller number of short witnesses is a more expensive check for
validity. Rather than checking validity once for each short witness, we build them up by a
recursion along the order, and check validity for each composition. Let z be a short witness.
If ord(z) = 0, there are no first-write positions. Only leader validity is important:

Validsh
ε (z) = LValidε(z).

For a short witness z of order k + 1, we define validity along β = β1 . . . βk+1 ∈ FW by

Validsh
β (z) =

∨
x∈Ord(k)
y∈Ord(1)

[z = x⊗ y] ∧ LValidβ(x× y) ∧ CValidk+1
β (x× y) ∧Validsh

β′ (x).

Here β′ = β1 . . . βk is the prefix of β where the last element is omitted.
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The idea behind the recursion is to cut off the last first write βk+1, check its validity,
and recurse on the remaining part. To this end, z is decomposed into two short witnesses
x ∈ Ord(k) and y ∈ Ord(1). Intuitively, x is the compression of a larger witness that is
already known to be valid and y is the short witness responsible for the last first write. By
our considerations above, we already know that it suffices to check validity for βk+1 with x
instead of its expanded form. These are the evaluations LValidβ(x×y) and CValidk+1

β (x×y).
To guarantee validity along β′, we recurse on Validsh

β′ (x).
The following lemma shows the correctness of the recursion. Using Lemma 10, we can

work with short witnesses to discover computations in the given leader contributor system.

I Lemma 11. Let q ∈ QL and β ∈ FW. There is an x = (w, q, σ) ∈Wit with Validβ(x) if
and only if there is an z = (w′, q, σ′) ∈Witsh with Validsh

β (z). In this case, init(x) = init(z).

Note that in the lemma, init(x) refers to the first state of w. Similarly for z.
It remains to give the algorithm. For each first-write sequence β and each short witness z,

we compute Validsh
β (z) by a dynamic programming. To this end, we maintain a table indexed

by first-write sequences and short witnesses. An entry for β ∈ FW and z ∈Witsh is computed
as follows. Let |β| = ord(z) = k. We iterate over all short witnesses x ∈ Ord(k−1), y ∈ Ord(1)
and check whether z = x⊗ y holds. If so, we compute LValidβ(x× y) ∧ CValidkβ(x× y) and
look up the value of Validsh

β′ (x) in the table. Details on the precise complexity are presented
in the full version of the paper.

I Proposition 12. The set of all valid short witnesses can be computed in time (L + D)O(L+D).

It is left to explain how interfaces can be obtained from the algorithm. From a valid short
witness, target state and last memory value can be read off. Contributor states can be
obtained by synchronizing the contributor along the witness. This takes polynomial time.
Details can be found in the full version of the paper.

5 Finding Cycles in Polynomial Time

We give an efficient algorithm solving CYC in time O(D2 ·(C2 +L2 ·D2)). This proves Theorem 6.
The algorithm relies on a characterization of cycles in terms of stable SCC decompositions.
These are decompositions of the contributor automaton into strongly connected subgraphs
that are stable in the sense that they write exactly the symbols they intend to read. With a
fixed point iteration, we show how to find stable SCC decompositions in the mentioned time.

Our algorithm is technically simple. It relies on a fixed point iteration calling Tarjan’s
algorithm [35] to obtain SCC decompositions. Hence, the algorithm is easy to implement and
shows that stable SCC decompositions are the ideal structure for detecting cycles. Moreover,
we can modify the algorithm to detect cycles where the leader necessarily makes a move.

We also discovered that cycles can be detected by a non-trivial polynomial-time reduction
to the problem of finding cycles in dynamic graphs. Although the latter can be solved in
polynomial time [30], the obtained algorithm for CYC does not admit an efficient polynomial-
time complexity. The reason is that the algorithm in [30] repeatedly solves linear programs
that grow large due to the reduction. Compared to this method, our algorithm is more
efficient and technically simpler due to being tailored to the actual problem.

5.1 From Saturated Cycles to Stable SCC decompositions
We characterize cycles in terms of stable SCC decompositions. These are decompositions of
the contributor automaton that can provide themselves with all the symbols that a cycle
along this structure may read. For the definition, we generalize properties of a fixed cycle to
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the fact that a saturated cycle exists. We link the latter with an alphabet Γ, a variable for
the set of reads in a saturated cycle. Then we define stable SCC decompositions depending
on Γ. Hence, the search for a cycle amounts to finding a Γ with a stable SCC decomposition.

Throughout the section, we fix an interface I = (S, q, a) and a saturated cycle τ = c→+
sat c

with I(c). We assume that the set Writes(τ) = {b ∈ D | d −→!b d′ ∈ τ} is non-empty, τ contains
at least one write. If τ contains only reads, then either a contributor or the leader run in an
?a-loop, a cycle which is easy to detect. We generalize two properties of τ .

Property 1: Strongly connectedness. Considering the saturated cycle τ , we can observe
how the current state of a particular contributor P changes over time. Assume P starts in
a state p and visits a state p′ during τ . Since it runs along the cycle, the contributor will
eventually move from p′ back to p again. This means that in the contributor automaton, there
is a path from p to p′ and vice versa. Phrased differently, p and p′ are strongly connected.

To make this notion more precise, we define a subgraph of the contributor automaton.
Intuitively, it is the restriction of PC to the states and transitions visited along τ . Rather
than defining it for a single computation τ , we generalize to a set of enabled reads Γ ⊆ D.
The directed graph GS(Γ) = (S,E(Γ)) has as vertices the contributor states S and as edges
the set E(Γ). The latter are transitions of PC between states in S that are either reads
enabled by Γ or writes of arbitrary symbols. Formally, we have

(p, p′) ∈ E(Γ) if p −→?b C p′ with b ∈ Γ or p −→!b C p′ with b ∈ D.

For the cycle τ = c→+
sat c, the induced graph is GS(Γ) where Γ = Writes(τ). With the

graph in place, we can define our notion of strongly connected states.

I Definition 13. Let p, p′ ∈ S be two states and Γ ⊆ D. We say that p and p′ are strongly
Γ-connected if p and p′ are strongly connected in the graph GS(Γ).

Like the classical notion, the above definition generalizes to sets. We say that a set V ⊆ S is
strongly Γ-connected if each two states in V are strongly Γ-connected.

The saturated cycle τ runs along the SCC decomposition of its induced graph GS(Γ).
Following a particular contributor P in τ , we collect the visited states in a set SP ⊆ S. Then,
SP is strongly Γ-connected and thus contained in an inclusion maximal strongly connected
set, an SCC of GS(Γ). Hence, the contributors in τ stay within SCCs of the graph. We
associate with τ the SCC decomposition. Again, we generalize to a given alphabet.

Let Γ ⊆ D and V ⊆ S strongly Γ-connected. We call V a strongly Γ-connected component
(Γ-SCC) if it is inclusion maximal. The latter means that for each V ⊆ V ′ with V ′ strongly
Γ-connected, we already have V = V ′. We consider the unique partition of S into Γ-SCCs.
Note that by a partition, we mean a collection (S1, . . . , S`) of pairwise disjoint subsets of S
such that S =

⋃
i∈[1..`] Si. The order of a partition is not important for our purpose.

I Definition 14. The partition of S into Γ-SCCs is called Γ-SCC decomposition of S.

We denote the Γ-SCC decomposition by SCCdcmpS(Γ). It consists of the vertices of the
SCC decomposition of GS(Γ). Hence, we can obtain it from an application of Tarjan’s
algorithm [35], a fact that becomes important when computing SCCdcmpS(Γ) in Section 5.2.

Property 2: Stability. Let SCCdcmpS(Γ) = (S1, . . . , S`) be the Γ-SCC decomposition
associated with the saturated cycle τ . The writes in τ can be linked with the Si. If a write
occurs between states p, p′ ∈ Si, we associate it with the set Si. The writes of the leader all
occur on a cyclic computation q →∗L q. The point of assigning writes to sets is the following.
Writes that belong to a set can occur on a cycle through a set of the decomposition.
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We generalize from τ to a given alphabet Γ ⊆ D. Let SCCdcmpS(Γ) = (S1, . . . , S`) be
the Γ-SCC decomposition of S. The writes of the decomposition is the set of all symbols
that occur as writes either between the states of Si or in a cycle q →∗L q on the leader
while preserving the memory content a. Formally, we define the writes to be the union
Writes(S1, . . . , S`) = WritesC(S1, . . . , S`) ∪WritesL(S1, . . . , S`) where

WritesC(S1, . . . , S`) = {b | p −→!b C p′ with p, p′ ∈ Si} and
WritesL(S1, . . . , S`) = {b | ∃u, v : (q, a) −−−→u.!b.v

L′ (q, a)}.

Here,→L′ denotes the transition relation of the automaton PL′ , a restriction of the leader PL
to reads within WritesC(S1, . . . , S`). The automaton also keeps track of the memory content.
We define PL′ = (Op(D), QL ×D, (q0

L, a
0), δL′) with the transitions

(s, b) −→!b
′

L′ (s′, b′) if s −→!b
′

L s
′,

(s, b) −→?b L′ (s′, b) if s −→?b L s′ and b ∈WritesC(S1, . . . , S`),
(s, b) −→ε L′ (s, b′) if b′ ∈WritesC(S1, . . . , S`).

The last transitions change the memory content due to a write of a contributor.
The following lemma states that writes behave monotonically. This fact will become

important in Section 5.2. We provide a proof in the full version of the paper.

I Lemma 15. Let Γ ⊆ Γ′ ⊆ D. We have Writes(SCCdcmpS(Γ)) ⊆Writes(SCCdcmpS(Γ′)).

During the cycle τ , reads are always preceded by corresponding writes. Hence, the writes
of the Γ-SCC decomposition, where Γ = Writes(τ), provide all symbols needed for reading. In
fact, we have Writes(SCCdcmpS(Γ)) ⊇ Γ. The following definition generalizes this property.

I Definition 16. Let Γ ⊆ D. The Γ-SCC decomposition SCCdcmpS(Γ) of S is called stable
if it provides Γ as its writes, meaning Writes(SCCdcmpS(Γ)) = Γ.

Note that the definition asks for equality instead of inclusion. The reason is that we can
express stability as a fixed point of a suitable operator. This will be essential in Section 5.2.

Characterization. The following proposition characterizes the existence of saturated cycles
via stable SCC decompositions. It is a major step towards the polynomial-time algorithm.

I Proposition 17. There is a saturated cycle τ = c →+
sat c with I(c) if and only if there

exists a non-empty subset Γ ⊆ D such that SCCdcmpS(Γ) is stable.

Proof. Assume the existence of a saturated cycle τ . Our candidate set is Γ = Writes(τ). We
already argued above that Writes(SCCdcmpS(Γ)) ⊇ Γ. If equality holds, SCCdcmpS(Γ) is
stable and Γ is the set we are looking for. Otherwise, we have Writes(SCCdcmpS(Γ)) ) Γ.

In the latter case, we consider Γ′ = Writes(SCCdcmpS(Γ)) instead of Γ. Since Γ′ ⊇ Γ,
we can apply Lemma 15 and obtain that Writes(SCCdcmpS(Γ′)) contains Γ′.

Iterating this process yields a sequence of sets (Γi)i that is strictly increasing, Γi ( Γi+1,
and that satisfies Writes(SCCdcmpS(Γi)) ⊇ Γi. The sequence is finite since Γi ⊆ D for all i.
Hence, there is a last set Γd which necessarily fulfills Writes(SCCdcmpS(Γd)) = Γd.

For the other direction, we need to construct a saturated cycle from a set Γ with stable
SCC decomposition. Idea and formal proof are given in the full version of the paper. J
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5.2 Computing Stable SCC decompositions

The search for a saturated cycle reduces to finding an alphabet Γ with a stable SCC
decomposition. Following the definition of stability, we can express Γ as a fixed point that
can be computed by a Kleene iteration [37] in polynomial time. We define the suitable
operator. It acts on the powerset lattice P(D) and for a given set X, it computes the writes
of the X-SCC decomposition. Formally, it is defined by

WritesSCC (X) = Writes(SCCdcmpS(X)).

The operator is monotone and can be evaluated in polynomial time.

I Lemma 18. For X ⊆ X ′ subsets of D, we have WritesSCC (X) ⊆WritesSCC (X ′). More-
over, WritesSCC (X) can be computed in time O(D · (C 2 + L 2 · D 2)).

Monotonicity follows from Lemma 15. For the evaluation, let X be given. We apply
Tarjan’s algorithm on GS(X) to compute the X-SCC decomposition SCCdcmpS(X). This
takes linear time. It is left to compute the writes Writes(SCCdcmpS(X)). For details on the
computation and the precise complexity we refer to the full version.

The following lemma states that the non-trivial fixed points of the operator WritesSCC
are precisely the sets with a stable SCC decomposition. Hence, searching for a cycle reduces
to searching for a fixed point.

I Lemma 19. For Γ 6= ∅ we have, Γ = WritesSCC (Γ) if and only if SCCdcmpS(Γ) is stable.

Correctness immediately follows from the definition of stability. For finding a suitable
set Γ, we employ a Kleene iteration to compute the greatest fixed point of WritesSCC . It
starts from Γ = D, the top element of the lattice. At each step, it evaluates WritesSCC (Γ)
by invoking Lemma 18. This takes time O(D · (C2 + L2 · D2)). Termination is after at most D
steps since at least one element is removed from the set Γ each iteration. Hence, the time to
compute the greatest fixed point of WritesSCC is O(D2 · (C2 + L2 · D2)).

6 Conclusion

We studied the fine-grained complexity of LCL, the liveness verification problem for leader
contributor systems. To this end, we first decomposed LCL into the reachability problem
LCR and the cycle detection CYC. We focused on the complexity of LCR. While an optimal
O∗(2C)-time algorithm for LCR(C) was already known, we presented an algorithm solving
LCR(L, D) in time (L + D)O(L+D). The algorithm is optimal in the fine-grained sense and
therefore solves an open problem. It is a dynamic programming based on a notion of valid
short witnesses. Moreover, we showed how to modify both algorithms for LCR so that they
are compatible with a cycle detection and can be used in algorithms solving LCL.

Further, we determined the complexity of CYC. We presented an efficient fixed point
iteration running in time O(D2 · (C2 + L2 · D2)). It is based on a notion of stable SCC
decompositions and invokes Tarjan’s algorithm to find them. The result shows that LCL and
LCR admit the same fine-grained complexity.
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Abstract
In weighted automata theory, many classical results on formal languages have been extended into
a quantitative setting. Here, we investigate weighted context-free languages of infinite words, a
generalization of ω-context-free languages (Cohen, Gold 1977) and an extension of weighted context-
free languages of finite words (Chomsky, Schützenberger 1963). As in the theory of formal grammars,
these weighted languages, or ω-algebraic series, can be represented as solutions of mixed ω-algebraic
systems of equations and by weighted ω-pushdown automata.

In our first main result, we show that mixed ω-algebraic systems can be transformed into Greibach
normal form. Our second main result proves that simple ω-reset pushdown automata recognize all
ω-algebraic series that are a solution of an ω-algebraic system in Greibach normal form. Simple
reset automata do not use ε-transitions and can change the stack only by at most one symbol. These
results generalize fundamental properties of context-free languages to weighted languages.
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1 Introduction

Context-free languages provide a fundamental concept for programming languages in com-
puter science. In order to model quantitative properties, already in 1963, Chomsky and
Schützenberger [3] introduced weighted context-free languages. The theory of weighted push-
down automata developed quickly; for background, we refer the reader to the survey [19] and
the books [21, 20, 16, 10]. In 1977, Cohen and Gold [4] investigated context-free languages
of infinite words. Weighted pushdown automata on infinite words were studied more recently
by Ésik and Kuich [14].

The goal of this paper is the investigation of weighted context-free languages and weighted
pushdown automata on infinite words. As in [20, 16], the weighted context-free languages of
finite and infinite words are described by solutions of mixed ω-algebraic systems of equations.
In our first main result, we show that these systems can be transformed into a Greibach
normal form. In the literature, Greibach normal forms, central for context-free languages of
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finite words, have been established for ω-context-free languages (of infinite words), see [4],
and also for algebraic systems of equations for series over finite words [20, 16]; this latter
result is employed in our proof. Hence here we extend these classical results to a weighted
version for infinite words.

In our second main result, we consider weighted simple pushdown automata. These
automata do not use ε-transitions and utilize only three simple stack commands: popping a
symbol, pushing a symbol or leaving the stack unaltered; moreover, it is only possible to read
the topmost stack symbol by popping it. Observe that together with the restriction of not
allowing ε-transitions, these restrictions for the actions on the stack are non-trivial. In our
second main result we show that these weighted simple pushdown automata still recognize the
weighted ω-context-free languages that are a solution of weighted ω-context-free grammars
in Greibach normal form. Our proof uses two ingredients. First, weighted ω-pushdown
automata are expressively equivalent to mixed ω-algebraic systems of equations, see [8, 9].
Secondly, we apply a recent corresponding expressive equivalence result for weighted simple
pushdown automata on finite words from [7] to construct the required weighted simple
ω-pushdown automata.

We believe the model of weighted simple ω-pushdown automata to be very natural.
Similar expressivity equivalence results in the unweighted case hold for context-free languages
of finite words, hidden in a proof by Blass and Gurevich [1], and also for ω-context-free
languages, see [6].

After the preliminaries in the next section, Sections 3 and 4 contain our results on the
Greibach normal form. Sections 5 and 6 describe weighted simple pushdown automata.

2 Preliminaries

For the convenience of the reader, we recall definitions and results from Ésik, Kuich [16].
A semiring S is called complete if it has “infinite sums” (i) that are an extension of the

finite sums, (ii) that are associative and commutative and (iii) that satisfy the distribution
laws (see Conway [5], Eilenberg [12], Kuich [19]).

A semiring S equipped with an additional unary star operation ∗ : S → S is called a
starsemiring. In complete semirings for each element a, the star a∗ of a is defined by

a∗ =
∑
j≥0

aj .

Hence, each complete semiring is a starsemiring, called a complete starsemiring.
A semiring is called continuous if it is ordered, each directed subset has a least upper

bound and addition and multiplication preserves the least upper bound of directed sets. Any
continuous semiring is complete. See Ésik, Kuich [16] for background.

Suppose that S is a semiring and V is a commutative monoid written additively. We call
V a (left) S-semimodule if V is equipped with a (left) action

S × V → V, (s, v) 7→ sv

subject to the following rules:

s(s′v) = (ss′)v , (s+ s′)v = sv + s′v , s(v + v′) = sv + sv′ ,

1v = v , 0v = 0 , s0 = 0 ,

for all s, s′ ∈ S and v, v′ ∈ V . If V is an S-semimodule, we call (S, V ) a semiring-
semimodule pair.
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Suppose that (S, V ) is a semiring-semimodule pair such that S is a starsemiring and
S and V are equipped with an omega operation ω : S → V . Then we call (S, V ) a
starsemiring-omegasemimodule pair. A semiring-semimodule pair (S, V ) is called complete if
S is a complete semiring, V is a complete monoid and the left action of the semimodule is
distributive; moreover, it is required that it has “infinite products” mapping infinite sequences
over S to V such that the product (i) can be partitioned, (ii) can be extended from the left
and (iii) is distributive (see Ésik, Kuich [17]).

Suppose that (S, V ) is complete. Then we define

s∗ =
∑
i≥0

si and sω =
∏
i≥1

s ,

for all s ∈ S. This turns (S, V ) into a starsemiring-omegasemimodule pair. Observe that, if
(S, V ) is a complete semiring-semimodule pair, then 0ω = 0.

A star-omega semiring is a semiring S equipped with unary operations ∗ and ω : S → S.
A star-omega semiring S is called complete if (S, S) is a complete semiring-semimodule pair,
i.e., if S is complete and is equipped with an infinite product operation that satisfies the
three conditions stated above. A complete star-omega semiring S is called continuous if the
semiring S is continuous.

For the definition of quemirings, we refer the reader to [16], page 110. Here we note that
a quemiring T is isomorphic to a quemiring S × V determined by the semiring-semimodule
pair (S, V ); this is an algebraic structure with an addition given componentwise and a
multiplication given by semiring multiplication in the first component and a semidirect
product type addition in the second component (since S acts on V ); cf. Elgot [13], Ésik,
Kuich [16], page 109. Also, one can define a natural star operation on S × V , see [16].

For an alphabet Σ, we call mappings r of Σ∗ into S series. The collection of all such
series r is denoted by S〈〈Σ∗〉〉. We call the set supp(r) = {w | (r, w) 6= 0} the support of
a series r. We denote by S〈Σ〉, S〈{ε}〉 and S〈Σ ∪ {ε}〉 the series with support in Σ, {ε}
and Σ ∪ {ε}, respectively. Mappings of Σω into S are called ω-series and their collection is
denoted by S〈〈Σω〉〉. See [20, 16] for more information. Examples of series in S〈Σ∗〉 for a
semiring 〈S,+, ·, 0, 1〉 are 0, w, sw for s ∈ S and w ∈ Σ∗, defined by

(0, w) = 0 for all w,
(w,w) = 1 and (w,w′) = 0 for w 6= w′,

(sw,w) = s and (sw,w′) = 0 for w 6= w′.

Consider a starsemiring-omegasemimodule pair (A, V ). Following Bloom, Ésik [2], we
define a matrix operation ω : An×n → V n×1 on a starsemiring-omegasemimodule pair (A, V )
as follows. If n = 0, Mω is the unique element of V 0, and if n = 1, so that M = (a), for
some a ∈ A, Mω = (aω). Assume now that n > 1 and write M as

M =
(
a b

c d

)
, (1)

where a, b, c and d are submatrices of M , called blocks of M . Then

Mω =
(

(a+ bd∗c)ω + (a+ bd∗c)∗bdω
(d+ ca∗b)ω + (d+ ca∗b)∗caω

)
.

FSTTCS 2019



38:4 Greibach Normal Form and Weighted Simple ω-Pushdown Automata

Following Ésik, Kuich [15], we define matrix operations ω,k : An×n → V n×1 for 0 ≤ k ≤ n
as follows. Assume that M ∈ An×n is decomposed into blocks a, b, c, d as in (1), but with a
of dimension k × k and d of dimension (n− k)× (n− k). Then

Mω,k =
(

(a+ bd∗c)ω
d∗c(a+ bd∗c)ω

)
.

Observe that Mω,0 = 0 and Mω,n = Mω. Intuitively, M can be interpreted as an adjacency
matrix and Mω,k are infinite paths where the first k states are repeated states, i.e., states
that are Büchi-accepting.

I Example 1. Formal languages are covered by our model. Let 〈B,∨,∧, 0, 1〉 be the Boolean
semiring. Then let 0∗ = 1∗ = 1 and take infima as infinite products. This makes B a
continuous star-omega and commutative semiring. It then follows that B〈〈Σ∗〉〉 × B〈〈Σω〉〉 is
isomorphic to formal languages of finite and infinite words with the usual operations.

The semiring 〈N∞,+, ·, 0, 1〉 with N∞ = N ∪ {∞} and the natural infinite product
operation of numbers is a continuous star-omega and commutative semiring.

The tropical semiring 〈N∞,min,+,∞, 0〉 with the usual infinite sum operation as infinite
product is a commutative semiring and a continuous star-omega semiring.

3 Mixed ω-Algebraic Systems

This and the next section describe the Greibach normal form for mixed ω-algebraic systems.
Throughout this paper, S is a continuous, and therefore complete, star-omega semiring

with the underlying semiring S being commutative; and Σ denotes an alphabet.
By Theorem 5.5.5 of Ésik, Kuich [16], (S〈〈Σ∗〉〉, S〈〈Σω〉〉) is a complete semiring-semi-

module pair, hence a Conway semiring-semimodule pair, satisfying εω = 0 (for Conway
semiring-semimodule pairs, cf. Ésik, Kuich [16], page 106). Hence, S〈〈Σ∗〉〉 × S〈〈Σω〉〉 is a
generalized starquemiring.

In the sequel, x and z denote vectors of dimension n and m, respectively, i.e., x =
(x1, . . . , xn), z = (z1, . . . , zm). It will be clear from the context whether they are used as row
or as column vectors. Similar conventions hold for vectors p, σ and τ . Moreover, X denotes
the set of variables {x1, . . . , xn} for S〈〈Σ∗〉〉, while {z1, . . . , zm} is the set of variables for
S〈〈Σω〉〉.

A mixed ω-algebraic system over the quemiring S〈〈Σ∗〉〉×S〈〈Σω〉〉 consists of an algebraic
system over S〈〈Σ∗〉〉

x = p(x), p ∈ (S〈(Σ ∪X)∗〉)n×1

and a linear system over S〈〈Σω〉〉

z = %(x)z, % ∈ (S〈(Σ ∪X)∗〉)m×m .

The pair (σ, τ) ∈ (S〈〈Σ∗〉〉)n × (S〈〈Σω〉〉)m is a solution of the mixed ω-algebraic system

x = p(x), z = %(x)z , if σ = p(σ), τ = %(σ)τ .

Observe that, by Theorem 5.5.7 of Ésik, Kuich [16], τk = %(σ)ω,k for each 1 ≤ k ≤ m is a
solution for the linear system z = %(σ)z.

A solution (σ1, . . . , σn) of the algebraic system x = p(x) is termed least solution if

σi ≤ τi, for each 1 ≤ i ≤ n,

for all solutions (τ1, . . . , τn) of x = p(x).
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If σ is the least solution of x = p(x), then z = %(σ)z is called an Salg〈〈Σ∗〉〉-linear
system and (σ, τk) = (σ, %(σ)ω,k), where k ∈ {0, 1, . . . ,m}, is called kth-canonical solution of
x = p(x), z = %(x)z. Each kth-canonical solution is also called a canonical solution.

Recall that Salg〈〈Σ∗〉〉 comprises the components of least solutions of algebraic systems

xi = pi, (1 ≤ i ≤ n) where pi ∈ S〈(Σ ∪X)∗〉 for 1 ≤ i ≤ n .

We define Salg〈〈Σω〉〉 to be the collection of all components of vectors Mω,k, where M ∈
(Salg〈〈Σ∗〉〉)n×n, n ≥ 1, and k ∈ {1, . . . , n}. Moreover, ω-Rat(Salg〈〈Σ∗〉〉) is defined to be
the ω-Kleene closure of (i.e., the generalized starquemiring generated by) Salg〈〈Σ∗〉〉.

I Example 2. We consider the following mixed ω-algebraic system over the quemiring
N∞〈〈Σ∗〉〉 × N∞〈〈Σω〉〉 for the tropical semiring 〈N∞,min,+,∞, 0〉

x1 = 1ax1b+ 1ab z1 = cz1

z2 = x1z1 + z1

where a, b, c ∈ Σ and using the natural number 1.
Then for the algebraic system x = p(x) over N∞〈〈Σ∗〉〉, we get the least solution σ =

anbn 7→ n. The first canonical solution of the mixed ω-algebraic system x = p(x), z = %(x)z
over N∞〈〈Σ∗〉〉 × N∞〈〈Σω〉〉 is then (σ, cω 7→ 0, anbncω 7→ n). Hence the series anbncω 7→ n

is ω-algebraic but it is clearly not recognizable by a weighted automaton without stack.

Now we have the following characterization of algebraic and ω-algebraic series.

I Theorem 3. Let S be a continuous complete star-omega semiring with the underlying
semiring S being commutative and let Σ be an alphabet. Then the following statements are
equivalent for (s, υ) ∈ S〈〈Σ∗〉〉 × S〈〈Σω〉〉:
(i) (s, υ) ∈ Salg〈〈Σ∗〉〉 × Salg〈〈Σω〉〉,
(ii) (s, υ) ∈ ω-Rat(Salg〈〈Σ∗〉〉),
(iii) (s, υ) = ‖A‖, where A is a finite Salg〈〈Σ∗〉〉-automaton over S〈〈Σ∗〉〉 × S〈〈Σω〉〉,
(iv) s ∈ Salg〈〈Σ∗〉〉 and υ =

∑
1≤j≤l sjt

ω
j for some l ≥ 0, where sj , tj ∈ Salg〈〈Σ∗〉〉,

(v) (s, υ) is component of the automata-theoretic solution of an Salg〈〈Σ∗〉〉-linear system
over S〈〈Σ∗〉〉 × S〈〈Σω〉〉,

(vi) (s, υ) is component of the canonical solution of a mixed ω-algebraic system over S〈〈Σ∗〉〉
× S〈〈Σω〉〉.

Proof. The statements (ii), (iii) and (iv) are equivalent by Theorem 5.4.9 (see also The-
orem 5.6.6) of Ésik, Kuich [16]. J

4 Greibach Normal Form for Mixed ω-Algebraic Systems

In this section we show that for any element of Salg〈〈Σ∗〉〉 × Salg〈〈Σω〉〉 there exists a mixed
ω-algebraic system in Greibach normal form such that this element is a component of a
solution of this mixed ω-algebraic system. Similar to the definition for algebraic systems on
finite words (cf. also Greibach [18]), a mixed ω-algebraic system

x = p(x), z = %(x)z

is in Greibach normal form if

supp(pi(x)) ⊆ {ε} ∪ Σ ∪ ΣX ∪ ΣXX, for all 1 ≤ i ≤ n, and
supp(%ij(x)) ⊆ Σ ∪ ΣX, for all 1 ≤ i, j ≤ m .

For the construction of the Greibach normal form we need a corollary to Theorem 3.
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I Corollary 4. The following statement for (s, υ) ∈ S〈〈Σ∗〉〉 × S〈〈Σω〉〉 is equivalent to the
statements (i) to (vi) of Theorem 3:
s ∈ Salg〈〈Σ∗〉〉 and υ =

∑
1≤j≤l sjt

ω
j for some l ≥ 0, where sj , tj ∈ Salg〈〈Σ∗〉〉 with (tj , ε) = 0;

moreover (sj , ε) = 0 or sj = (sj , ε)ε.
Proof. The proof is an easy case distinction. J

We now assume that (s, υ) ∈ Salg〈〈Σ∗〉〉 × Salg〈〈Σω〉〉 is given in the form of Corollary 4
with l = 1. By Theorem 2.4.10 of Ésik, Kuich [16], there exist algebraic systems in Greibach
normal form whose first component of their least solutions equals s1, t1.

Firstly, we deal with the case (s1, ε) = 0. Let

xi = pi(x) +
∑

1≤j≤n
pij(x)xj , for each 1 ≤ i ≤ n, (∗)

where supp(pi(x)) ⊆ Σ ∪ ΣX, supp(pij(x)) ⊆ ΣX, be the algebraic system in Greibach
normal form for s1 and

x′i = p′i(x′) +
∑

1≤j≤m
p′ij(x′)x′j , for each 1 ≤ i ≤ m, (∗∗)

where supp(p′i(x′)) ⊆ Σ ∪ ΣX ′, supp(pij(x′)) ⊆ ΣX ′, be the algebraic system in Greibach
normal form for t1. Let σ and σ′ with σ1 = s1 and σ′1 = t1 be the least solutions of (∗) and
(∗∗), respectively.

Consider now the mixed ω-algebraic system consisting of the algebraic system (∗), (∗∗)
over S〈〈Σ∗〉〉 and the linear system over S〈〈Σω〉〉

z′′ = p′1(x′)z′′ +
∑

1≤j≤m
p′1j(x′)z′j ,

z′i = p′i(x′)z′′ +
∑

1≤j≤m
p′ij(x′)z′j , for 1 ≤ i ≤ m ,

zi = pi(x)z′′ +
∑

1≤j≤n
pij(x)zj , for 1 ≤ i ≤ n .

(∗ ∗ ∗)

Observe that the mixed ω-algebraic system is in Greibach normal form. We then order
the variables of the mixed ω-algebraic system (∗), (∗∗), (∗ ∗ ∗) as x1, . . . , xn;x′1, . . . , x′m; z′′;
z′1, . . . , z

′
m; z1, . . . , zn. Observe that σ′1σ′ω1 = σ′ω1 .

The next lemma states that the system (∗), (∗∗), (∗ ∗ ∗) is the mixed ω-algebraic system
in Greibach normal whose canonical solution indeed contains a component σ1σ

′ω
1 = s1t

ω
1 as

described in the statement of Corollary 4.
I Lemma 5. The solution

(σ1, . . . , σn;σ′1, . . . , σ′m;σ′1σ′ω1 ;σ′1σ′ω1 , . . . , σ′mσ′ω1 ;σ1σ
′ω
1 , . . . , σnσ

′ω
1 ) (2)

is the first canonical solution of the mixed ω-algebraic system (∗), (∗∗), (∗ ∗ ∗).
Secondly, we deal with the case s1 = (s1, ε)ε. Consider now the mixed ω-algebraic system

consisting of (∗∗) and the linear system over S〈〈Σω〉〉

z′′ = p′1(x′)z′′ +
∑

1≤j≤m
p′1j(x′)z′j ,

z′i = p′i(x′)z′′ +
∑

1≤j≤m
p′ij(x′)z′j , 1 ≤ i ≤ m ,

z1 = (s1, ε)p′1(x′)z′′ + (s1, ε)
∑

1≤j≤m
p′1j(x′)z′j .

(∗∗∗∗)



M. Droste, S. Dziadek, and W. Kuich 38:7

I Lemma 6. The solution

(σ′1, . . . , σ′m;σ′1σ′ω1 ;σ′1σ′ω1 , . . . , σ′mσ′ω1 ; (s1, ε)σ′ω1 ) . (3)

is the first canonical solution of the mixed ω-algebraic system (∗∗), (∗∗∗∗).

We now consider general sums of series of the above form. The next lemma shows how to
construct a mixed ω-algebraic system whose canonical solution is the sum of the canonical
solutions of multiple mixed ω-algebraic systems as given in the Lemmas 5 and 6.

I Lemma 7. Let (s, υ) ∈ Salg〈〈Σ∗〉〉 × Salg〈〈Σω〉〉 be given in the form of Corollary 4. Then
there exists a mixed ω-algebraic system in Greibach normal form such that υ is a component
of its l-th canonical solution.

Our first main result is the following.

I Theorem 8. The following statement for (s, υ) ∈ S〈〈Σ∗〉〉 × S〈〈Σω〉〉 is equivalent to the
statements of Theorem 3:
(s, υ) is component of a canonical solution of a mixed ω-algebraic system over S〈〈Σ∗〉〉
× S〈〈Σω〉〉 in Greibach normal form.

Proof. The above statement trivially implies statement (vi) of Theorem 3. By Corollary 4
and Lemma 7, the statements of Theorem 3 imply the above statement. J

5 Simple Reset Pushdown Automata

In this second part of the paper, we want to show that weighted ω-pushdown automata can
be transformed into a simple form. The next section will prove this result for ω-algebraic
series that are a component of a solution of an ω-algebraic system in Greibach normal form.
For the proof, we will need the corresponding result for finite words as an intermediate step.
This result, the expressive equivalence of algebraic series (of finite words) and (weighted)
simple reset pushdown automata, has been established in [7]. We recall the construction
of the weighted simple reset pushdown automata here for the convenience of the reader, as
variants of these automata will be used in Section 6 for ω-algebraic series.

Following Kuich, Salomaa [20] and Kuich [19], we introduce pushdown transitions matrices.
These matrices can be considered as adjacency matrices of graphs representing automata.
A special form, the reset pushdown matrices, is used for pushdown automata starting with
an empty stack and allowing the automaton to push onto the empty stack. Here, we are
interested in simple reset pushdown matrices, introduced in [7]. This simple form allows
the automaton only to push one symbol, to pop one symbol or to ignore the stack. The
corresponding automata, the simple reset pushdown automata are a generalization of the
unweighted automata used in [6]. They do not use ε-transitions and don’t allow the inspection
of the topmost stack symbol.

Let Γ be an alphabet, called pushdown alphabet and let n ≥ 1. A matrix M̄ ∈ (Sn×n)Γ∗×Γ∗

is called a pushdown matrix (with pushdown alphabet Γ and state set {1, . . . , n}) if
(i) for each p ∈ Γ there exist only finitely many blocks M̄p,π, π ∈ Γ∗, that are unequal to 0;
(ii) for all π1, π2 ∈ Γ∗,

M̄π1,π2 =
{
M̄p,π, if there exist p ∈ Γ, π, π′ ∈ Γ∗ with π1 = pπ′ and π2 = ππ′,

0, otherwise.

Intuitively, the infinite pushdown matrix M̄ is (ii) fully represented only by the blocks M̄p,π

where p ∈ Γ, π ∈ Γ∗ and (i) only finitely many such blocks are nonzero.
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A matrix M ∈ (Sn×n)Γ∗×Γ∗ is called row-finite if {π′ |Mπ,π′ 6= 0} is finite for all π ∈ Γ∗.
Let Γ be a pushdown alphabet and {1, . . . , n}, n ≥ 1, be a set of states. A reset matrix
MR ∈ (Sn×n)Γ∗×Γ∗ is a row-finite matrix such that

(MR)π1,π2 = 0 for π1, π2 ∈ Γ∗ with π1 6= ε .

A reset pushdown matrix M ∈ (Sn×n)Γ∗×Γ∗ is the sum M = MR + M̄ of a reset matrix
MR and a pushdown matrix M̄ .

Intuitively, a reset pushdown matrix is similar to a pushdown matrix with the additional
possibility to push onto the empty stack, i.e., Mε,π is allowed to be nonzero. Note that reset
pushdown matrices are still finitely represented because of the row-finiteness.

A reset pushdown matrix M is called simple if M ∈
(
(S〈Σ〉)n×n

)Γ∗×Γ∗ for some n ≥ 1,
and for all p, p1 ∈ Γ,

Mp,ε, Mp,p = Mε,ε and Mp,p1p = Mε,p1 ,

are the only blocks Mπ,π′ , where π ∈ {ε, p} and π′ ∈ Γ∗, that may be unequal to the zero
matrix 0.

Hence, a simple reset pushdown matrix M is defined by its blocks Mε,ε and Mp,ε, Mε,p

(p ∈ Γ). Intuitively, the automata will only be allowed to ignore the stack (modeled by
Mε,ε), pop one symbol (Mp,ε) or push one symbol (Mε,p). Note also that the matrix
M ∈ ((S〈Σ〉)n×n)Γ∗×Γ∗ forbids ε-transitions. Moreover, the equalities Mp,p = Mε,ε and
Mp,p1p = Mε,p1 imply that the next transition does not depend on the topmost symbol of the
stack except when popping it (modeled by Mp,ε). An example of a simple reset pushdown
matrix can be found in Example 14.

A reset pushdown automaton (with input alphabet Σ) A = (n,Γ, I,M, P ) is given by
a set of states {1, . . . , n}, n ≥ 1,
a pushdown alphabet Γ,
a reset pushdown matrix M ∈ ((S〈Σ ∪ {ε}〉)n×n)Γ∗×Γ∗ called transition matrix,
a row vector I ∈ (S〈{ε}〉)1×n, called initial state vector,
a column vector P ∈ (S〈{ε}〉)n×1, called final state vector.

The behavior ‖A‖ of a reset pushdown automaton A is defined by

‖A‖ = I(M∗)ε,εP .

A reset pushdown automaton A = (n,Γ, I,M, P ) is called simple if M is a simple reset
pushdown matrix. Example 14 shows a simple ω-reset pushdown automaton.

Given a series r ∈ Salg〈〈Σ∗〉〉, we want to construct a simple reset pushdown automaton
with behavior r. By Theorems 5.10 and 5.4 of [19], r is a component of the unique solution
of a strict algebraic system in Greibach normal form.

We only consider the algebraic series r with (r, ε) = 0; cf. [7] for the other case. So we
assume without loss of generality that r is the x1-component of the unique solution of the
algebraic system (4) with variables x1, . . . , xn

xi = pi, 1 ≤ i ≤ n,

of the form

xi =
∑

1≤j,k≤n

∑
a∈Σ

(pi, axjxk)axjxk +
∑

1≤j≤n

∑
a∈Σ

(pi, axj)axj +
∑
a∈Σ

(pi, a)a . (4)
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As shown in [7], we can construct the simple reset pushdown automaton As = (n+1,Γ, Is,
M, P ), 1 ≤ s ≤ n, with r = ‖A1‖ as follows:
We let Γ = {x1, . . . , xn}; we also denote the state n+ 1 by f ; the entries of M of the form
(Mxk,xk

)i,j , (Mxk,ε)i,j , (Mε,xk
)i,j , (Mε,ε)i,j , (Mε,ε)i,f , where 1 ≤ i, j, k ≤ n, that may be

unequal to 0 are

(Mε,xk
)i,j =

∑
a∈Σ

(pi, axjxk)a ,

(Mxk,xk
)i,j = (Mε,ε)i,j =

∑
a∈Σ

(pi, axj)a ,

(Mxk,ε)i,k = (Mxk,xk
)i,f = (Mε,ε)i,f =

∑
a∈Σ

(pi, a)a ;

we further put (Is)s = ε, (Is)i = 0 for 1 ≤ i ≤ s− 1 and s+ 1 ≤ i ≤ n+ 1; finally let Pf = ε

and Pj = 0 for 1 ≤ j ≤ n;
The following motivation will be essential for our later construction for ω-pushdown

automata. Intuitively, the variables in the algebraic system are simulated by states in the
simple reset pushdown automaton As. By the Greibach normal form, only two variables
on the right-hand side are allowed. The first is modeled directly by changing the state, the
second is pushed to the pushdown tape and the state is changed to it later when the variable
is popped again. The special final state f will only be used as the last state.

Note that (Mxk,xk
)i,f allows the automaton to change to the final state with a non-empty

pushdown tape. This is an artificial addition to fit the definition of simple reset pushdown
matrices. If the simple reset automaton is not popping a symbol from the pushdown tape,
it cannot distinguish between different pushdown states. Even though the automaton can
enter the final state too early, it can not continue from there as it is a sink.

Observe that ‖As‖ = ((M∗)ε,ε)s,f for all 1 ≤ s ≤ n.
This simple reset pushdown matrix M is called the simple pushdown matrix induced by

the Greibach normal form (4). The simple reset pushdown automata As, 1 ≤ s ≤ n, are
called the simple reset pushdown automata induced by the Greibach normal form (4).

The following (main) theorem of [7] states that the behavior of the simple reset pushdown
automata induced by the Greibach normal form (4) is the unique solution of the original
algebraic system (4).

I Theorem 9 (Theorem 11 of [7]). The unique solution of the algebraic system (4) is

(‖A1‖, . . . , ‖An‖) = (((M∗)ε,ε)1,f , . . . , ((M∗)ε,ε)n,f ) .

I Corollary 10 (Corollary 12 of [7]). Let r ∈ Salg〈〈Σ∗〉〉. Then there exists a simple reset
pushdown automaton with behavior r.

6 Simple ω-Reset Pushdown Automata

This section will prove that simple ω-reset pushdown automata can be obtained from ω-
algebraic systems in Greibach normal form. We first prove some results for infinite applications
of simple reset pushdown matrices. Then we introduce simple ω-reset pushdown automata
and the main theorem will show that they can recognize all ω-algebraic series that are
solutions of ω-algebraic systems in Greibach normal form.

In the sequel, (S, V ) is a complete semiring-semimodule pair.

FSTTCS 2019



38:10 Greibach Normal Form and Weighted Simple ω-Pushdown Automata

We will use sets Pl comprising infinite sequences over {1, . . . , n} as defined in [8]:

Pl = {(j1, j2, . . . ) ∈ {1, . . . , n}ω | jt ≤ l for infinitely many t ≥ 1} .

Observe the following summation identity: Assume that A1, A2, . . . are matrices in Sn×n.
Then for 0 ≤ l ≤ n, 1 ≤ j ≤ n, and m ≥ 1, we have∑
(j1,j2,... )∈Pl

(A1)j,j1(A2)j1,j2 · · · =
∑

1≤j1,...,jm≤n

(A1)j,j1 · · · (Am)jm−1,jm

∑
(jm+1,jm+2,... )∈Pl

(Am+1)jm,jm+1 · · · .

By Theorem 5.5.1 of Ésik, Kuich [16] we obtain, for a finite matrix A and for 0 ≤ l ≤ n,
the equality AAω,l = Aω,l. By Theorem 6 of Droste, Ésik, Kuich [8], we have a similar result
for pushdown matrices. We will now show the same equality for a reset pushdown matrix M .

I Theorem 11. Let (S, V ) be a complete semiring-semimodule pair and M ∈ (Sn×n)Γ∗×Γ∗

be a reset pushdown matrix. Then
(i) Mω,l = MMω,l, for each 0 ≤ l ≤ n,
(ii) (Mω)p = (M̄ω)p + (M̄∗)p,ε(Mω)ε, for any p ∈ Γ,
(iii) (Mω,l)p = (M̄ω,l)p + (M̄∗)p,ε(Mω,l)ε, for each 0 ≤ l ≤ n and p ∈ Γ.

Proof.
(i) The proof is similar to the proof of Theorem 6 of [8] but we also need to handle empty

pushdown tapes.
(ii) We obtain, for p ∈ Γ,

(Mω)p =
∑

π1,π2,···∈Γ+

Mp,π1Mπ1,π2 · · ·+
∑
t≥1

∑
π1,...,πt−1∈Γ+

Mp,π1 · · ·Mπt−1,ε(Mω)ε

= (M̄ω)p +
∑
t≥1

(M̄ t)p,ε(Mω)ε

= (M̄ω)p + (M̄∗)p,ε(Mω)ε .

(iii) The proof is similar to the proof of (ii) but more technical as it needs to consider the
repeated states. J

I Lemma 12. Let (S, V ) be a complete semiring-semimodule pair. Let M be a simple reset
pushdown matrix. Then,
(i) (Mω)p = (Mω)ε + (M∗)ε,εMp,ε(Mω)ε for p ∈ Γ,
(ii) (Mω,l)p = (Mω,l)ε + (M∗)ε,ε(Mp,ε)(Mω,l)ε for each 0 ≤ l ≤ n and p ∈ Γ.

Proof. Only (i): We obtain, for p ∈ Γ,

(Mω)p =
∑

π1,π2,···∈Γ∗
Mp,π1Mπ1,π2 · · ·

=
∑

π1,π2,···∈Γ∗
Mp,π1pMπ1p,π2p · · ·+

∑
t≥0

∑
π1,...,πt−1∈Γ∗

Mp,π1p · · ·Mπt−1p,pMp,ε(Mω)ε

= (Mω)ε +
(∑
t≥0

∑
π1,...,πt−1∈Γ∗

Mε,π1 · · ·Mπt−1,ε

)
Mp,ε(Mω)ε

= (Mω)ε +
∑
t≥0

(M t)ε,εMp,ε(Mω)ε

= (Mω)ε + (M∗)ε,εMp,ε(Mω)ε . J
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2 3 4 1
a, (↓, Z0) : 1 b, (↑, X) b, (↑, Z0)

a, (↓, X) : 1 b, (↑, X) c,#

c,#
b, (↑, Z0)

Figure 1 Example 14: Weighted simple ω-pushdown automaton, where (↓, X) means push symbol
X, (↑, X) means pop X, and # leaves the stack unaltered. All shown transitions have a weight
equal to the natural number 0 except the two transitions reading letter a and pushing a symbol
onto the stack that have weight 1. All other possible transitions have weight ∞.

I Lemma 13. Let M be induced by the Greibach normal form (4). Then, for all 1 ≤ j, k ≤ n
and 0 ≤ l ≤ n,

((Mω,l)xk
)j = ((Mω,l)ε)j + ((M∗)ε,ε)j,f ((Mω,l)ε)k .

Proof. By Lemma 12(ii), we have

((Mω,l)xk
)j =

[
(Mω,l)ε + (M∗)ε,ε(Mxk,ε)(Mω,l)ε

]
j

= ((Mω,l)ε)j +
[
(M∗)ε,ε(Mxk,ε)(Mω,l)ε

]
j

Then for 1 ≤ j, k ≤ n, we have(
(M∗)ε,ε(Mxk,ε)(Mω,l)ε

)
j

=
∑

1≤t1,t2≤f
((M∗)ε,ε)j,t1(Mxk,ε)t1,t2((Mω,l)ε)t2

=
∑

1≤t1≤f
((M∗)ε,ε)j,t1(Mε,ε)t1,f ((Mω,l)ε)k

= ((M∗)ε,εMε,ε)j,f ((Mω,l)ε)k
= ((M∗)ε,ε)j,f ((Mω,l)ε)k .

The second equality holds because we defined (Mxk,ε)t1,t2 = 0 for t2 6= k and (Mxk,ε)t1,k =
(Mε,ε)t1,f for induced simple pushdown matrices. The result follows. J

Next, an ω-reset pushdown automaton

A = (n,Γ, I,M, P, l)

is given by a reset pushdown automaton (n,Γ, I,M, P ) and an integer l with 0 ≤ l ≤ n,
which indicates that 1, . . . , l are the repeated states of A. The behavior ‖A‖ of this ω-reset
pushdown automaton A is defined by

‖A‖ = I(M∗)ε,εP + I(Mω,l)ε .

The ω-reset pushdown automaton A = (n,Γ, I,M, P, l) is called simple if M is a simple reset
pushdown matrix.

I Example 14. Figure 1 shows a simple ω-reset pushdown automaton A = (4,Γ, I,M, P, 1)
over the quemiring N∞〈〈Σ∗〉〉×N∞〈〈Σω〉〉 for the tropical semiring 〈N∞,min,+,0 =∞,1 = 0〉
with Σ = {a, b, c}, Γ = {Z0, X}, I2 = 0, Ii =∞ for i 6= 2 and Pi =∞ for all 1 ≤ i ≤ 4. The
adjacency matrix M of the automaton is a simple reset pushdown matrix. As an indication,
M is defined with (Mε,ε)1,1 = (Mε,ε)2,1 = 0c, (Mε,Z0)2,3 = 1a, etc., resulting in e.g.,

Mε,ε =


0c 0 0 0
0c 0 0 0
0 0 0 0
0 0 0 0

 and finally M =


Mε,ε Mε,Z0 Mε,X · · ·
MZ0,ε Mε,ε 0 · · ·
MX,ε 0 Mε,ε · · ·
...

...
...

. . .

 ,
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where the excluded part of M can be derived from the rules of pushdown and simple reset
pushdown matrices. The automaton A has the behavior anbncω 7→ n, similar to the mixed
ω-algebraic system in Example 2.

Now, for a series r ∈ Salg〈〈Σ∗〉〉 × Salg〈〈Σω〉〉, we want to construct a simple ω-reset
pushdown automaton with behavior r. For our construction, r must be a component of a
solution of an ω-algebraic system in Greibach normal form. An ω-algebraic system consists
of only one system over the quemiring variables {y1, . . . , yn}. See [16], pp. 136 for details.

Similar to the definition for mixed ω-algebraic systems, an ω-algebraic system

y = p(y)

is in Greibach normal form if

supp(pi(y)) ⊆ {ε} ∪ Σ ∪ ΣY ∪ ΣY Y, for all 1 ≤ i ≤ n .

Let r be a component of a solution of the ω-algebraic system (5) in Greibach normal
form over the complete semiring-semimodule pair (S, V ), i.e., over the quemiring S × V ,

yi =
∑

1≤j,k≤n

∑
a∈Σ

(pi, ayjyk)ayjyk +
∑

1≤j≤n

∑
a∈Σ

(pi, ayj)ayj +
∑
a∈Σ

(pi, a)a . (5)

The variables of this system are yi, (1 ≤ i ≤ n); they are variables for (S, V ). The
system (5) induces the following mixed ω-algebraic system:

xi =
∑

1≤j,k≤n

∑
a∈Σ

(pi, ayjyk)axjxk +
∑

1≤j≤n

∑
a∈Σ

(pi, ayj)axj +
∑
a∈Σ

(pi, a)a , (4)

and

zi =
∑

1≤j,k≤n

∑
a∈Σ

(pi, ayjyk)a(zj + xjzk) +
∑

1≤j≤n

∑
a∈Σ

(pi, ayj)azj . (6)

Let now, for 1 ≤ s ≤ n and 0 ≤ l ≤ n,

Als = (n+ 1,Γ, Is,M, P, l)

be the simple ω-reset pushdown automata such that (n+ 1,Γ, Is,M, P ), for 1 ≤ s ≤ n, are
induced by the Greibach normal form (4).

The following theorem states that the induced simple ω-reset pushdown automata behave
similar to the solution of system (5). Note that in the semimodule part (Mω,l)ε of the
behavior, state f will never be reached.

I Theorem 15. Let (S, V ) be a complete semiring-semimodule pair. Let the simple ω-reset
pushdown automata ‖Als‖ for 1 ≤ s ≤ n and 0 ≤ l ≤ n be induced by the Greibach normal
form (4). Then, for 0 ≤ l ≤ n,

(‖Al1‖, . . . , ‖Aln‖) =
(
((M∗)ε,ε)1,f + ((Mω,l)ε)1, . . . , ((M∗)ε,ε)n,f + ((Mω,l)ε)n

)
is a solution of (5).
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Proof. By Theorem 9, (((M∗)ε,ε)1,f , . . . , ((M∗)ε,ε)n,f ) is a solution of (4). We show that
(((Mω,l)ε)1, . . . , ((Mω,l)ε)n) is a solution of (6) and substitute it into the right sides of (6):

∑
1≤j,k≤n

(Mε,yk
)i,j
(

((Mω,l)ε)j + ((M∗)ε,ε)j,f ((Mω,l)ε)k
)

+
∑

1≤j≤n
(Mε,ε)i,j((Mω,l)ε)j

=
∑

1≤j,k≤n
(Mε,yk

)i,j((Mω,l)yk
)j +

∑
1≤j≤n

(Mε,ε)i,j((Mω,l)ε)j

=
∑

1≤k≤n
(Mε,yk

(Mω,l)yk
)i + (Mε,ε(Mω,l)ε)i

= ((MMω,l)ε)i = ((Mω,l)ε)i, for each 1 ≤ i ≤ n .

The first equality is by Lemma 13, the last equality by Theorem 11(i). The result follows. J

The following is now immediate by Theorem 15 and our previous discussion.

I Corollary 16. Let r ∈ Salg〈〈Σ∗〉〉 × Salg〈〈Σω〉〉 such that r is a component of a solution of
an ω-algebraic system in Greibach normal form. Then there exists a simple ω-reset pushdown
automaton with behavior r.

7 Discussion

We have extended the characterization of ω-algebraic series so that we can use the ω-Kleene
closure to transfer the property of Greibach normal form from algebraic systems to mixed
ω-algebraic ones. This generalizes a fundamental property from context-free languages.

We believe that the same technique can be used to transfer other properties of algebraic
systems to infinite words. Cohen, Gold [4] use this technique also for the elimination of
chain rules, for the Chomsky normal form and for effective decision methods of emptiness,
finiteness and infiniteness.

The second part transforms ω-algebraic series into simple ω-reset pushdown automata.
Simple ω-reset pushdown automata do not use ε-transitions; in the literature, this is also
called a realtime pushdown automaton. Realtime pushdown automata read a symbol of the
input word in every transition - exactly like context-free grammars in Greibach normal form
generate a letter in every derivation step. Additionally, each derivation step of context-free
grammars in Greibach normal form increases the number of non-terminals in the sentential
form by at most one. We showed that for realtime pushdown automata it suffices to handle
at most one stack symbol per transition. Here the Greibach normal form provides exactly
the properties needed to construct simple ω-reset pushdown automata.

As the first part applies only to mixed ω-algebraic systems, we could not use this result
in the second part where the Greibach normal form is needed for ω-algebraic systems.

The model of simple ω-reset pushdown automata seems to be very natural. They occur
when applying general homomorphisms to nested-word automata [1]. Their unweighted
counterparts have been used for a Büchi-type logical characterization of timed pushdown
languages [11] and ω-context-free languages [6]. A corresponding result for weighted ω-
context-free languages is currently in development and uses the simple ω-reset pushdown
automata introduced here.
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Abstract
Boolean functions are characterized by the unique structure of their solution space. Some properties
of the solution space, such as the possible existence of a solution, are well sought after but difficult to
obtain. To better reason about such properties, we define transformations as functions that change
one Boolean function to another while maintaining some properties of the solution space. We explore
transformations of Boolean functions, compactly described as Boolean formulas, where the property
is to maintain is the number of solutions in the solution spaces. We first discuss general characteristics
of such transformations. Next, we reason about the computational complexity of transforming one
Boolean formula to another. Finally, we demonstrate the versatility of transformations by extensively
discussing transformations of Boolean formulas to “blocks,” which are solution spaces in which the
set of solutions makes a prefix of the solution space under a lexicographic order of the variables.
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1 Introduction

Boolean functions play an integral part in many areas in computer science, electrical engin-
eering and more [22, 11]. For example by abstracting properties of a system as a true/false
dichotomy, one can model such properties as a Boolean function where a positive (true)
output of that formula means that the property appears in the system. Typically every
Boolean function can be uniquely characterized by its solution space, also called a truth
table, which is a table that assigns the true/false output of the function for every possible
assignment to the Boolean inputs. Since the size of such a table can be very large, in
particular exponential in the number of variables, more compact representations of Boolean
functions are used, such as Boolean formulas, Karnaugh maps [15], and Boolean Decision
Diagrams (BDDs) [8]. Such compact representations, however, come at a cost since reasoning
about properties of the Boolean function such as whether a solution exists, or counting the
number of solutions, becomes a challenging problem. A question to ask, therefore, is whether
one can better reason about properties of a Boolean function by “transforming” the function
to a different Boolean function while still preserving some of the original properties.
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39:2 Transformations of Boolean Functions

In this work, we lay foundations for thematic exploration of such transformations of
Boolean functions. In our setting we use Boolean formulas to describe Boolean functions,
and the property of the solution space that we maintain is the number of solutions in the
solution space. In general, counting the number of solutions is a problem of great importance
[12, 5, 16], which is known to be a #P-hard problem [21] and there are numerous works,
both theoretical [20, 13] and applied [19, 17] that address this problem. In all this, the
structure of the solution space can play an important role in the attempts for obtaining
efficient counting [9, 7, 2].

In our formulation, transformations are quantified Boolean formulas that describe bijec-
tions between the output columns of solution spaces with the same number of variables.
Thus the result of applying such a transformation T to a Boolean formula ϕ is a Boolean
formula ψ with the same number of variables and same number of solutions as ϕ has.

This paper can be separated into three parts. In the first part we define transformations
and discuss properties of transformations such as closure under composition and the inverse
operation. We ask whether every pair of Boolean formulas with the same number of variables
always has an expressible, polynomially-sized transformation between them. We discuss this
in the second part and give an affirmative answer if the number of alternating quantifiers
is not limited. Moreover, we show that if the number of alternations is bounded then the
question is equivalent to the collapse of the polynomial hierarchy.

In the third part of the paper we present various transformations and combination of
transformations that demonstrate the versatility of our framework. For that, we focus on a
specific solution space structure called a “block,” in which the set of solutions form a prefix
of the solution space, under a lexicographic order of the variables. Boolean formulas with
such a block-type solution space– for example, chain formulas [9]– have efficient counting.
We describe several techniques to construct transformations that merge solutions together in
order to transform a solution space to a block. Specifically, we describe a method to, for
an arbitrary given Boolean formula ϕ, construct a transformation (possibly of exponential
size) that can transform ϕ to a block. We then present classes of transformations that
can transform certain specialized types of solution spaces into blocks. The transformations
in this part are “parameterized,” in the sense that there are certain parameters for the
transformations that are adjusted according to the given Boolean formula.

Finally, a divide-and-conquer approach for a solution is a general technique also used
in studies of Boolean functions [14, 10]. We show a transformation that can efficiently
transform specific Boolean formulas to a block by first finding transformations to blocks for
each sub-formula in a divide-and-conquer manner.

2 Preliminaries

A Boolean function f : {0, 1}n → {0, 1} is a function that assigns n input Boolean variables
{x1, · · · , xn} to a Boolean output 0 (false) or 1 (true). The solution space, also called a
truth table, of f is the explicit description of f as a table of a size 2n. A solution however is
an assignment ~σ for which f(σ) = 1. Thus the solution space of f contains solutions and
non-solutions.

Throughout this work, we generally assume that n is fixed and use ~x to denote a
sequence of n variables xn, · · · , x1. Moreover, we fix the order of the sequence of variables,
thus have a lexicographic order ≤lex on the truth assignments to ~x, where xn is the most
significant bit (msb) and x1 the least significant bit (lsb). We also define a function
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bin : {0, · · · , 2n − 1} → {0, 1}n that maps the integers 0 ≤ c ≤ 2n − 1 to their natural
encoding as a corresponding assignment to n variables (e.g. for n = 4, bin(3) = 0011), and
the corresponding inverse function | · | : {0, 1}n → {0, · · · , 2n − 1} (then |0011| = 3).

One compact description of a Boolean function f is by a Boolean formula ϕf (x1, · · ·xn)
that is satisfied exactly when f is 1. When f is obvious or irrelevant, we omit f from the
notation of ϕf . Every Boolean formula ϕ over n variables describes a unique solution space
of size 2n. The number of solutions to ϕ, i.e. the number of assignments that set ϕ to true
is denoted by #ϕ. The size of ϕ is defined as the length of ϕ and is denoted by |ϕ|. Two
Boolean formulas ϕ,ψ that describe the same Boolean function are called logically equivalent,
denoted ϕ ≡ ψ, and by definition such formulas have identical solution spaces.

In our settings, we also reason about partial solution spaces (also called subspaces). For
a solution space S, the partial solution S[σn, · · · , σi+1] of size 2i is obtained by assigning
σj ∈ {0, 1} to the variable xj for each j such that i+ 1 ≤ j ≤ n. We denote by

S[xn, · · · , xi+1] = {S[σn, · · · , σi+1] | (σn, · · ·σi+1) ∈ {0, 1}n−i}

the set of all solution spaces of size 2i obtained by fixing xn, · · ·xi+1 to every assignment.
When ~σ is a complete assignment for the variables xn · · ·x1, then S[~σ] denotes the value of
the assignment ~σ in S (i.e. true or false ). A null solution space is a solution space in which
all its assignments are valued to 0.

A block is a solution space whose set of solutions make a prefix under the fixed lexicographic
order ≤lex. That is, a (possibly partial) solution space S of size 2i is a block if, for every
pair of assignments ~σ, ~σ′ ∈ {0, 1}i where S[~σ] = 1 and ~σ′ ≤lex ~σ, it holds that S[~σ′] = 1. We
can also describe a block S by its output column as 1k02i−k for some positive integer k. In
this case, k is exactly the number of solutions in S. Finally for every 0 ≤ c ≤ 2n, we define
blockc to be the formula over n variables whose solution space is the block with c solutions.
That is, blockc(~x) ≡ (~x ≤lex bin(c)) ∧ (~x 6= bin(c)). Note that blockc can be written as a
Boolean formula (in particular, as a chain formula [9]). When obvious from the context we
sometimes refer to the formula blockc as a block with c solutions.

3 Definitions and properties

Given a function g : {0, 1}n → {0, 1}m for some integers n,m, we say that a quantified
Boolean formula F (~x, ~y) describes g if ~x (called the domain variables) is of size n, ~y (called
the range variables) is of size m, and for every assignments ~a,~b for ~x, ~y respectively we have
F (~a,~b) = true iff g(~a) = ~b.

We now define transformations as follows:

I Definition 1. A transformation T (~x, ~y) is a quantified Boolean formula over 2n free
variables that describes a bijection from {0, 1}n to {0, 1}n.

We assume without loss of generality that all transformations are described in a prenex
normal form. The size of a transformation T is the number of symbols in the underlying
QBF formula, denoted |T |. Although we allow arbitrary alternation of quantifiers in trans-
formations, one might consider restricting to transformations in ΣP

k (for some fixed k) in
order to limit the number of quantifier alternations and hence ease reasoning. In particular,
restricting to transformations in ΣP

1 (i.e. using only existential quantifiers), allows reasoning
on such transformations by using SAT solvers, while still maintaining some expressiveness,
e.g. by using “carry” bits as we see in Section 5.1. Unless mentioned otherwise, for the
rest of the paper we assume that all the Boolean formulas have n free variables and all
transformations have 2n free variables.
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39:4 Transformations of Boolean Functions

x1 ∨ x3

0
1
0
1
1
1
1
1

XOR0,1,1

XOR0,1,1(x1 ∨ x3)
1
0
1
0
1
1
1
1

Figure 1 The truth tables of the formula x1∨x3 and of the result after applying the transformation
XOR0,1,1. Each truth table is given in lexicographic order from top (where x3 = x2 = x1 = 0) to
bottom (where x3 = x2 = x1 = 1).

We now define how to apply a transformation to a Boolean formula. Given a transforma-
tion T (~x, ~y) that describes a bijection g : {0, 1}n → {0, 1}n and a Boolean formula ϕ(~z) over
n free variables, we apply T to ϕ by constructing a new Boolean formula ApplyT,ϕ over n
free variables in which we identify the domain variables of T with the variables of ϕ:

ApplyT,ϕ(~y) ≡ ∃~x (T (~x, ~y) ∧ ϕ(~x)).

For convenience, we denote ApplyT,ϕ by T (ϕ). If ψ is a Boolean formula over n variables
and ψ ≡ T (ϕ), we say that T transforms ϕ into ψ. Note that we can also think of a
transformation as a function from Boolean formulas to Boolean formulas. Also notice that
T (ϕ) is a Boolean formula with n free variables whose solution space is resulted by applying
g (i.e., the bijection described by T ) to the solution space of ϕ. That is, ~a is a solution of ϕ if
and only if g(~a) is a solution of T (ϕ). Since g is a bijection, it follows that ϕ and T (ϕ) indeed
have the same number of solutions. Although transformations are defined over formulas,
to ease the reading we sometimes say that we apply transformations to a solution space,
in which case we mean that we apply the transformation to a formula with the mentioned
solution space.

I Example 2. The simplest transformation is the identity transformation id(~x, ~y) ≡
∧

i xi ↔
yi. For all Boolean formulas ϕ, id(ϕ) ≡ ϕ.

I Example 3. The transformation T1(x1, x2, y1, y2) ≡ (x1 ↔ y2) ∧ (x2 ↔ y1) is a transform-
ation over 4 free variables. When applied to a Boolean formula ϕ(x1, x2), T1 syntactically
switches between x1 and x2. That is, T1(ϕ(x1, x2)) ≡ ϕ(x2, x1).

I Example 4. For a given vector ~a ∈ {0, 1}n, the bijection that maps every ~b ∈ {0, 1}n to
~b⊕ ~a is represented by the XOR transformation:

XOR~a(~x, ~y) ≡
∧

i

(yi ↔ (xi ⊕ ai)).

Figure 1 describes an example of the XOR transformation.

3.1 Properties of transformations
We consider transformations as combinatorial objects that can be used to construct other,
more complicated transformations. For that, we describe a few simple algebraic properties of
transformations and then define the composition of two transformations.
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We begin by listing a few simple properties of transformations, which follow directly from
the fact that transformations describe bijections:

B Claim 5. Let T be a transformation and let ϕ and ψ be Boolean formulas. Then:
1. T (ϕ ∨ ψ) ≡ T (ϕ) ∨ T (ψ)
2. T (ϕ ∧ ψ) ≡ T (ϕ) ∧ T (ψ)
3. T (¬ϕ) ≡ ¬(T (ϕ))

We next consider compositions of transformations. Let T1 and T2 be transformations
that describe bijections g1 and g2. We define the composition of T1 and T2, denoted T2 ◦ T1,
to be a transformation that describes the composition of g1 and g2 (which is the bijection
g2 ◦ g1 that maps each ~a ∈ {0, 1}n to g2(g1(~a))). Note that composition can be described by
a simple syntactic construction of T2 ◦ T1 from T1 and T2 as the following claim shows.

B Claim 6. (T2 ◦ T1)(~x, ~y) ≡ ∃~z (T1(~x, ~z) ∧ T2(~z, ~y))

Naturally, we also have that for an arbitrary Boolean formula ϕ, applying T2 ◦ T1 to ϕ is
logically equivalent to applying T1 to ϕ followed by applying T2:

B Claim 7. (T2 ◦ T1(ϕ)) is logically equivalent to T2(T1(ϕ)).

Proof. We have that:

T2(T1(ϕ))(~z) ≡ ∃~y (T2(~y, ~z) ∧ T1(ϕ)(~y))
≡ ∃~y (T2(~y, ~z) ∧ ∃~x (T1(~x, ~y) ∧ ϕ(~x)))
≡ ∃~x (∃~y (T1(~x, ~y) ∧ T2(~y, ~z)) ∧ ϕ(~x)) ≡ (T2 ◦ T1)(ϕ)(~z) C

Notice that if T1 and T2 are both in ΣP
k for some k, then Claim 6 proves that their

composition T2 ◦ T1 is in ΣP
k as well. We will specifically use this fact for the merge-rotation

transformations described in Section 5.2 which are in ΣP
1 . A transformation constructed by

composition of many ΣP
1 transformations is also in ΣP

1 and so can still be reasoned about
with a SAT solver.

Along the same lines, we define the inverse transformation of a transformation T (that
describes a bijection g) to be a transformation T−1 that describes the inverse bijection g−1.
As with composition, there is a simple syntactic construction of T−1 from T by swapping
the domain and range variables:

B Claim 8. T−1(~x, ~y) ≡ T (~y, ~x)

Proof. Let g be the bijection described by T . Notice that for every assignment ~a and ~b to
~x and ~y we have that T (~b,~a) = true if and only if g(~b) = ~a, which occurs if and only if
g−1(~a) = ~b. Hence T (~y, ~x) indeed describes g−1. C

As a direct result from Claim 8, we get that the inverse transformation is indeed an
inverse under the composition operator as follows.

I Corollary 9. Let T be a transformation and ϕ be a Boolean formula. Then (T ◦T−1)(ϕ) ≡
(T−1 ◦ T )(ϕ) ≡ ϕ.

FSTTCS 2019



39:6 Transformations of Boolean Functions

4 Transformations and the polynomial hierarchy

In this work the transformations that we define do not affect the number of solutions of a
formula. In particular, if a transformation transforms a Boolean formula ϕ1 into ϕ2 then
the number of solutions of ϕ1 and ϕ2 must be the same. Perhaps surprisingly, the converse
is also true: if two Boolean formulas ϕ1 and ϕ2 over the same number of variables n have
the same number of solutions then there must be a transformation of size polynomial in
max{n, |ϕ1|, |ϕ2|} that transforms ϕ1 into ϕ2. We give this result as the following theorem.

I Theorem 10. There is a polynomial p : N3 → N such that, if ϕ1 and ϕ2 are two
Boolean formulas with n variables each and the same number of solutions, then there is a
transformation T of size no more than p(n, |ϕ1|, |ϕ2|) such that T (ϕ1) ≡ ϕ2.

Proof. For a given Boolean formula ϕ of n variables and an assignment {0, 1}n, let H1
ϕ(~a)

be the set of solutions strictly smaller, under ≤lex than ~a. That is H1
ϕ(~a) = {~c | ~c <lex

~a ∧ ϕ(~c) = 1}. Similarly, let H0
ϕ(~a) = {~c | ~c <lex ~a ∧ ϕ(~c) = 0} be the set of non-solutions

strictly smaller than ~a.
Now let L ⊆ {0, 1}n × {0, 1}n be the set of (~a,~b) ∈ {0, 1}n × {0, 1}n such that either:

(i) ϕ1(~a) = ϕ2(~b) = 1, and |H1
ϕ1

(~a)| = |H1
ϕ2

(~b)|, or; (ii) ϕ1(~a) = ϕ2(~b) = 0, and |H0
ϕ1

(~a)| =
|H0

ϕ2
(~b)|.

Since for an arbitrary ~a ∈ {0, 1}n and an arbitrary Boolean formula ϕ, both |H1
ϕ(~a)| and

|H0
ϕ(~a)| can be computed by using a single #P query, L belongs to P#P and consequently

to PSPACE. Therefore there is a polynomially-sized QBF formula T with 2n free variables
whose solution space is L.

Finally, recall that ϕ1 and ϕ2 have the same number of solutions. For every ~a ∈ {0, 1}n,
there is therefore exactly one ~b ∈ {0, 1}n such that (~a,~b) ∈ L. Thus T describes a bijection
and so T is indeed a transformation. Together with the fact that, by definition ϕ1(~a) = ϕ2(~b)
for every (~a,~b) ∈ L, we have that that T (ϕ1) ≡ ϕ2. J

The transformation T obtained by Theorem 10 may have arbitrarily nested quantifiers. A
natural question to ask is whether it is possible to generalize Theorem 10 while limiting the
number of alternating quantifiers. This leads us to the following conjecture, which restricts
the number of quantifier alternations to some k ≥ 1.

I Conjecture 1 (Transformation Conjecture at k). There is an integer k ≥ 1 and a polynomial
p : N3 → N such that, if ϕ1 and ϕ2 are two Boolean formulas with n variables each and
the same number of solutions, then there is a transformation T ∈ ΣP

k of size no more than
p(n, |ϕ1|, |ϕ2|) such that T (ϕ1) ≡ ϕ2.

As we next show via the following two lemmas, our conjecture is equivalent to open
unsolved questions in computational complexity.

We first generalize our proof of Theorem 10 to the restricted setting of the conjecture. In
order to obtain ΣP

k transformations, our proof requires the stronger, open assumption that
the polynomial hierarchy collapses at or before ΣP

k (in place of the fact used in Theorem 10
that P#P ⊆ PSPACE). We state this result as the following lemma.

I Lemma 11. For all k ≥ 1, if P#P ⊆ ΣP
k then the Transformation Conjecture at k holds.

Proof. Let Boolean formulas ϕ1 and ϕ2 be Boolean formulas over n variables each, with the
same number of solutions. Consider the language L ⊆ {0, 1}n × {0, 1}n defined in the proof
of Theorem 10. In particular, if P#P ⊆ ΣP

k then L belongs to ΣP
k . It follows that there is a

polynomially-sized ΣP
k formula T with 2n free variables whose solution space is L. Hence, as

in the proof of Theorem 10, T is a transformation and T (ϕ1) ≡ ϕ2. J
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We next show in Lemma 12 that on the other hand the Transformation Conjecture implies
that the polynomial hierarchy collapses at or before the level ΣP

k+4. Tightening the result to
prove the exact converse of Lemma 11, which would be that the Transformation Conjecture
implies the collapse of the polynomial hierarchy at or before ΣP

k , remains for future work.

I Lemma 12. For all k ≥ 1, if the Transformation Conjecture at k holds then P#P ⊆ ΣP
k+4.

Proof. Let p : N3 → N be the polynomial from the conjecture. It suffices to prove that,
given a Boolean formula ϕ over n variables and an index 1 ≤ i ≤ n+ 1, we can construct (in
polynomial time) a ΣP

k+4 Turing Machine M that takes ϕ and i as input and accepts if and
only if the i-th bit of #ϕ is 1. This decision problem is complete for P#P .

Our Turing Machine M first guesses a formula T ∈ ΣP
k (in prenex normal form) over 2n

variables and an integer 0 ≤ c ≤ 2n and makes a sequence of ΠP
k+3 queries to verify that: (1)

T is a transformation, (2) T transforms ϕ into a block with c solutions, and (3) the i-th bit
of c is 1. M accepts if and only if these three conditions hold for some guess T and c, where
T has size no more than p(n, |ϕ|, |blockc|) and 0 ≤ c ≤ 2n.

Intuitively, c is our verified guess of the number of solutions for ϕ, so that M can check if
the i-th bit of #ϕ is 1 just by consulting c. The transformation T is used to verify c.

The first property (that T is a transformation) can be verified by making a ΠP
k+3 query

followed by a ΠP
k+1 query:

α(T ) ≡ ∀~x ∃~y ∀~z (T (~x, ~z)↔ (~y = ~z))
β(T ) ≡ ∀~y ∃~x (T (~x, ~y)).

In particular, α(T ) evaluates to true if and only if T describes some function g, and β(T )
then evaluates to true if and only if g is invertible. Thus α(T ) and β(T ) together hold if and
only if T describes a bijection g, i.e. if and only if T is a transformation.

The second property (that T transforms ϕ into a block with c solutions) can be verified
by a single ΠP

k+1 query:

γ(T, c) ≡ ∀~x ∃~y (T (~x, ~y) ∧ (ϕ(~x)↔ blockc(~y)))

Recall from Section 2 that, for 0 ≤ c ≤ 2n, blockc(~x) ≡ (~x ≤ bin(c)) ∧ (~x 6= bin(c)) is the
Boolean formula whose solution space is a block with c solutions.

Finally, the third property (that the i-th bit of c is 1) can be verified simply by reading
the bits of c.

Since M makes a single polynomially-sized guess (of T and c) followed by three ΠP
k

queries, M is indeed a ΣP
k+4 Turing Machine. Since transformations preserve the number

of solutions and #blockc = c, then if M accepts it means that ϕ must have c solutions.
Moreover, if M accepts then the i-th bit of c is 1. Thus the i-th bit of #ϕ is indeed 1.
Conversely, consider the case where the i-th bit of #ϕ is 1. By the Transformation Conjecture
there exists a polynomially-sized transformation T ′ ∈ ΣP

k that transforms ϕ into block#ϕ.
Thus M will accept with T = T ′ and c = #ϕ. J

5 Transformations to blocks

In this section we give examples of how to use the transformations definitions and properties
defined in Section 3 to construct and combine various transformations in order to manipulate
the solution space to a specific structure. For that, we choose the structure of a block solution
space and we focus on a specific type of transformations that transform a given formula into
a block.

FSTTCS 2019



39:8 Transformations of Boolean Functions

In general, Boolean formulas with a block solution space, such as blockc or chain formulas
[9] have efficient counting by a simple binary-search method. To see this, assume that ϕ is a
formula with n variables and a block solution space. Then for every assignment ~σ to the
variables of ϕ, we have that ϕ(~σ) = 1 if and only if #ϕ ≥ |~σ|. Therefore #ϕ can be found
by at most n such queries. Thus we have that a hypothetical efficient transformation of a
given formula to a block can lead to efficient counting.

Moreover, in the setting of transformations, the following claim, which follows directly from
the transformation properties discussed in Section 3, shows that by exploring transformations
to blocks we can also get a better understanding on transformations between every two
formulas.

B Claim 13. Let ϕ1, ϕ2 be Boolean formulas with the same number of solutions, and with
transformations T1, T2 respectively to blocks . Then T−1

2 ◦ T1(ϕ1) ≡ ϕ2.

Proof. Assume that #ϕ1 = #ϕ2 = c. Then the transformations T1, T2 transform ϕ1 and ϕ2
respectively to a block of c solutions. Then T1(ϕ1) ≡ T2(ϕ2) ≡ blockc(~x). Then from the
transformation properties we have that T−1

2 (blockc(~x)) ≡ ϕ2, thus T−1
2 ◦ T1(ϕ1) ≡ ϕ2. C

We first describe a type of transformations, possibly of exponential size to the size of the
input, that can block any Boolean formula. These transformations are based on merging the
solutions in the solution space together. We then explore a different technique, more efficient
size-wise, of transformations, called merge-rotate that merges subspaces, that are already
blocks, into a single block. We show how by iterating the merge-rotate transformations we
can transform more sophisticated solution spaces to a block. Finally we demonstrate the
use of the iterative approach to efficiently transform a specific type of formulas that are
conjunction of two variable-disjoint sub-formulas, once their transformations to blocks are
found. The transformations that we describe here are “parameterized” in the sense that the
transformations use additional parameters that are depended on the given input formula.
Exploring so called “oblivious” transformations that do not have such parameters is left for
future work.

5.1 Transforming general formulas to blocks
A general description of a solution space S for every Boolean formula ϕ is as a sequence of
alternating intervals of all solutions and all non-solutions. That is, S = (1k10k2 · · · 1k`−10k`)
where 0 ≤ ki ≤ 2n for every i ≤ ` for some even `, and

∑
i ki = 2n. In this section, we show

a general ΣP
1 transformation, of size polynomial in max{`, n}, that blocks S.

For that, we first describe addition as a way to ”shift” whole intervals in a solution space.
Let ψ+,i(~y,~a,~b) be the following ΣP

1 formula:

∃z1 · · · ∃zi

¬z1 ∧
i∧

j=1
(yj ↔ aj ⊕ bj ⊕ zj) ∧

i−1∧
j=1

(zj+1 ↔ ((zj ∧ aj) ∨ (zj ∧ bj) ∨ (aj ∧ bj)))


The ~z variables represent the carry in the addition of the ~a and ~b variables. Recall

from Section 2 that | · | : {0, 1}n → {0, 1, · · · , 2n − 1} produces the n-bit positive integer
corresponding to an assignment. Then we have the following.

B Claim 14. For all integers 0 < i ≤ n and assignments ~y,~a,~b ∈ {0, 1}n, ψ+,i(~y,~a,~b) = true

if and only if |~y| = |~a|+ |~b| (mod 2i).
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Now let interval(c,d)(ϕ(x)) ≡ (bin(c) ≤lex ~x <lex bin(d)) be the formula that is true for
every assignment ~σ over the n variables for which |~σ| ∈ [c, d). Denote by k′i =

∑
h≤i kh the

last index of the i’th interval and set k′0 = 0. Then let Merge(k1,···k`)(~x, ~y) be the following
transformation:

Merge(k1,···k`)(~x, ~y) =
`/2−1∧
j=0

(
interval(k′2j

,k′2j+1)(~x)→ ψ+,n(~y, ~x, 2n −
∑

1≤h≤j

k2h)∧

interval(k′2j+1,k′2j+2)(~x)→ ψ+,n(~y, ~x,
∑

j<h<`/2

k2h+1)
)

Note that Merge(k1,···k`)(~x, ~y) is of size polynomial in max{`, n}.

B Claim 15. Let ϕ be a Boolean formula with a solution space described as S =
(1k10k2 · · · 1k`−10k`) where 0 ≤ ki ≤ 2n for all 0 ≤ i ≤ ` and

∑
i ki = 2n. Let k =∑`/2−1

i=0 k2i+1. Then Merge(k1,···k`) is a ΣP
1 transformation that transforms ϕ to the block

(1k02n−k).

Proof. The transformation Merge(k1,···k`) simply shifts the j-th odd interval (which are all 1)
to be the j-th interval in the lexicographic order by shifting the interval past all earlier
0 blocks, and the j-th even interval (which are all 0) to be the `/2 + j-th interval in the
lexicographic order by shifting the interval past all later 1 blocks. Thus all 0 blocks occur
lexicographically after all 1 blocks following the transformation. C

When ` is exponential in n, the size of Merge(k1,···k`) is exponential in n as well. In
Sections 5.2 and 5.3 we explore ways to maintain efficient size transformations for certain
solution spaces with an exponential number of intervals.

5.2 The merge-rotate transformation
We next turn our attention to a different technique of transformations to blocks called the
merge-rotate transformation. For merge-rotate we assume that a given solution subspace
B is “halved” into an “upper” subspace B0 and a “lower” subspace B1 that are already in
block forms. The transformation merge-rotate (as its name implies) rotates B0 in order to
merge its solutions with B1, then rotates the entire subspace B to turn B to a block. We
describe the merge-rotate technique, then see how to extend merge-rotate to an iterative
process that can handle more complicated solution spaces.

We start from the ψ+ formula, defined in Section 5.1, upon which we define the following
rotc transformation for a given integer 0 ≤ c < 2n.

I Definition 16. For given 0 ≤ c < 2n and 0 < i ≤ n, let rotc,i(~x, ~y) = ψ+,i(~y, ~x, bin(~c)) ∧∧n
j=i+1(xj ↔ yj).

By applying rotc,i to a Boolean formula ϕ we ”rotate” each subspace in S[xn, · · · , xi+1]
of size 2i of ϕ by c steps (mod 2i).

Next let σn, · · ·σi+1 be an assignment to xn, · · · , xi+1 and assume that the subspaces
B0 = S[σn, · · ·σi+1, 0] and B1 = S[σn, · · ·σi+1, 1] are already in block forms, with number
of solutions k and k′ respectively. The overall subspace B = S[σn, · · ·σi+1] has the form
(1k02i−1−k1k′02i−1−k′). We show how to use the rotation transformation on these blocks, to
transform the subspace B a block of the form (1k+k′02i−(k+k′)). For that, we need to restrict
the rotation only to B0 in order to merge the solutions of B0 and B1. We then use rotation
on the entire subspace B to rotate B to a block form.
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Figure 2 The transformation to blocks MergeRotate is a composition of two rot transformations.
Each solution subspace of the form B = (1k02i−1−k1k′02i−1−k′) is transformed on B0 by rot2i−1−k,i−1

and on B1 by the identity transformation to (02i−1−k1k+k′02i−1−k′) and then by rot2i−1−k,i to
(1k+k′02i−1−(k+k′)).

This results in the following transformation which we call MergeRotate, also depicted in
Figure 2. Note that id is the identity transformation as defined in Section 3.

I Definition 17. Let k, i ≤ n be given. The transformation MergeRotate is defined as:

MergeRotate(k, i) ≡ rot2i−1+k,i ◦ ((rot2i−1−k,i−1 ∧ ¬xi) ∨ (id ∧ xi))

Then we have the following claim, whose proof follows from the definition ofMergeRotate.

B Claim 18. Let B0 = S[σn, · · ·σi+1, 0] and B1 = S[σn, · · ·σi+1, 1] for some index i ≤ n and
(σn, · · ·σi+1) ∈ {0, 1}n−i. Assume that B0 and B1 are blocks of size k and k′ respectively.
Then the transformation MergeRotate(k, i) transforms B = S[σn, · · ·σi+1] to a block of
k + k′ solutions.

Note that k′, the number of solutions in B1, is not required for MergeRotate. Also note
that MergeRotate is in NP and in size polynomial to n.

We next give a technical lemma, which we make use of in Section 5.3, that shows that
when using MergeRotate we do not always need to have the rotation as the exact size of
the block of B0, as long as B1 is a null solution space.

I Lemma 19. Let B0 = S[σn, · · ·σi+1, 0] and B1 = S[σn, · · ·σi+1, 1] for some index i ≤ n

and (σn, · · ·σi+1) ∈ {0, 1}n−i. Assume that B0 is a block of size k′ and that B1 is a null
solution space (note that it means that the overall subspace B = (1k′02i−1−k′02i−1) is already
a block of k′ solutions). Then for every k′ ≤ k ≤ 2i−1 the transformation MergeRotate(k, i)
maintains B = S[σn, · · ·σi+1] as a block of k′ solutions.

Proof. Note that when applying MergeRotate, we first rotate only B0 by 2i−1 − k. This
results in a space B′ = (02i−1−k1k′0k−k′02i−1). Now the second rotation rotates B′ by
2i−1 + k which makes B′′ = (1k′0k−k′02i−102i−1−k) = (1k′02i−k′) as required. J
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1 . . . 1

k

0 . . . 0

2i − k

. . . 1 . . . 1

k

0 . . . 0

2i − k
m k-block subspaces

1 . . . 1

km

0 . . . 0

2i − km

0 . . . 0

2i

. . . 0 . . . 0

2i

2n−i −m− 1 null subspaces

Figure 3 The truth table of a k-block i-suffix-null solution space, given in lexicographic order
from left to right as described in Definition 20.

In the next sections we show where MergeRotate can be used iteratively to construct
transformations of polynomial size to blocks for formulas with a specific solution space
structure.

5.3 Iterating the merge-rotate transformations
Having defined the merge-rotate transformation, we would like to see how to use it to transform
more complex solution spaces, with possibly an exponential number of intervals, into blocks.
For that, a natural solution space that can demonstrate the iterative use of merge-rotate is
a solution space S where, for some integer 0 ≤ k ≤ 2i and every (σn, · · ·σi+1) ∈ {0, 1}n−1,
the subspace S[xn, · · ·xi+1] is a block of size k. In fact, we can make a somewhat stronger
statement on a more complicated solution space structure as defined below. This structure
also appears later in Section 5.4.

I Definition 20. For a given i ≤ n, and 0 ≤ k ≤ 2i, a solution space is said to be a k-block
i-suffix-null if there exists an integer 0 ≤ m ≤ 2n−i such that: (i) every solution space
S[σn, · · · , σi+1] where (σn, · · ·σi+1) >lex bin(m) is a null solution space; (ii) every solution
space S[σn, · · · , σi+1] where (σn, · · ·σi+1) <lex bin(m) is a block of size k; (iii) S[bin(m)] is
a block of size 0 ≤ km ≤ k.

Figure 3 depicts a k-block i-suffix-null solution space. Note that m can be 0 which
means that the entire solution space is null, or can be 2n−i in which all that the elements in
S[xn, · · ·xi+1] are k-blocks. Moreover, if i = n then S is a block of size k.

We next show how to construct a transformation composed of n− i merge-rotate trans-
formations in order to block a k-block i-suffix-null solution space. For given i < n and k < 2i,
let ItrMergeRotate(k, i) be the following transformation:

MergeRotate(2n−i−1k, n) ◦ · · · ◦MergeRotate(2j−1k, i+ j) ◦ · · · ◦MergeRotate(k, i+ 1)

We then have the following.

I Theorem 21. For a given i < n and k < 2i, let S be a k-block i-suffix-null solution space.
Then ItrMergeRotate(k, i) transforms S into a block.

Proof. We prove by induction that for every 0 ≤ j ≤ n−i, the solution space S after applying
the transformation MergeRotate(2j−1k, i+ j), is a (2jk)-block (i+ j)-suffix-null. It follows
after applying MergeRotate(2j−1k, i+ j) for j = n− i that S is an `-block n-suffix-null (for
some ` ≤ 2n−ik), i.e. S is a block.

In the base case j = 0 (i.e. before applying the first MergeRotate), S is by hypothesis a
k-block i-suffix-null solution space. Assume by induction that, for some 0 ≤ j ≤ n− i− 1
when applying ItrMergeRotate(k, i) on S, after MergeRotate(2j−1k, i+ j) we have that S
is a (2jk)-block (i + j)-suffix-null solution space. Then by definition, there is some m for
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which the subspace S[σn, . . . , σi+j+1] is a null block for every (σn, . . . , σi+j+1) >lex bin(m),
a block of size 2jk for every (σn, . . . , σi+j+1) <lex bin(m) and S[bin(m)] is a km block for
some km ≤ 2jk.

Now the transformationMergeRotate(2jk, i+j+1) is applied on S, as described in Defin-
ition 17, by merging and rotating the subspaces S[σn, . . . σi+j+2, 0] and S[σn, . . . σi+j+2, 1]
for every (σn, . . . σi+j+2) ∈ {0, 1}n−i−j−1. This makes four cases to consider:
1. (σn, . . . σi+j+2, 1) < bin(m). Then both S[σn, . . . σi+j+2, 0] and S[σn, . . . σn−i+j+2, 1] are

blocks of size 2jk, and therefore by Claim 18, applying MergeRotate(2jk, i + j + 1)
transforms S[σn, . . . σi+j+2] to a block of size 2j+1k.

2. (σn, . . . σi+j+2, 0) > bin(m). Then both S[σn, . . . σi+j+2, 0] and S[σn, . . . σn−i+j+2, 1] are
null, and therefore applying MergeRotate(2jk, i+ j + 1) maintains S[σn, . . . σi+j+2] null
as well.

3. (σn, . . . σi+j+2, 1) = bin(m). Then the subspace S[σn, . . . σi+j+2, 0] is a block of size 2jk,
while the subspace S[σn, . . . σi+j+2, 1] is a block of size km < 2jk. Then again by Claim
18, applying MergeRotate(2jk, i+ j + 1) transforms S[σn, . . . σi+j+2] to a block of size
2jk + km, where 2jk + km ≤ 2j+1k.

4. (σn, . . . σi+j+2, 0) = bin(m). Then the subspace S[σn, . . . σi+j+2, 0] is a block of size km,
while the subspace S[σn, . . . σi+j+2, 1] is a null block. Since km ≤ 2jk this case fits to the
conditions of Lemma 19. Therefore we get that S[σn, · · ·σi+j+2] is (still) a block of size
km ≤ 2j+1k.

That shows that applying MergeRotate(2jk, i + j + 1) on S in the j’th iteration of
ItrMergeRotate(k, i) transforms S to a 2j+1k-block (i+ j + 1)-suffix-null solution space as
required. J

In the next section we see how to make use of Theorem 21 when blocking specific
conjuncted Boolean formulas.

5.4 Transforming conjuncted variable-disjoint formulas
Having defined the iterated merge-rotate method, we finally demonstrate how to combine it
with existing transformations to blocks, in the specific formulation which we now describe.

I Theorem 22. Let ϕ be a Boolean formula such that ϕ = ϕ1 ∧ ϕ2 where ϕ1 and ϕ2 have
disjoint variables. Furthermore, assume that T1 and T2 are ΣP

1 transformations that transform
ϕ1 and ϕ2 respectively to blocks. Then there is a ΣP

1 transformation of size polynomial in
|T1|+ |T2|+ |ItrMergeRotate| that transforms ϕ to a block.

Proof. We denote the ϕ1 variables by xn . . . xi+1 for some i and the ϕ2 variables by xi . . . , x1.
We set an order on xn, . . . x1 where xn is the msb. Denote the number of solutions in ϕ1
by k1 and the number of solutions of ϕ2 by k2 (we can obtain the ki’s by performing the
transformations to blocks on ϕi’s and use binary search.). Note that every solution subspace
S[σn, . . . σi+1] of S[xn, . . . xi+1] is either null (when ϕ1(σn, . . . , σi+1) = 0) or is an identical
copy of the solution space of ϕ2 (when ϕ1(σn, . . . , σi+1) = 1).

We first apply T ′2 = T2 ∧
∧

j>i(xj ↔ yj) on ϕ. This effectively applies T2 to every copy of
the solution space of ϕ2 and so transforms every subspace of S[xn, . . . xi+1] that is not null
to a block of size k2. Next, we apply T ′1 = T1 ∧

∧
j≤i(xj ↔ yj) to T2(ϕ). This transforms

the solution space S to a k2-block i-suffix-null. Finally we make use of Theorem 21 and
apply ItrMergeRotate(k2, i) to transform S to a block. Thus the resulting composition
ItrMergeRotate(k2, i) ◦ T ′1 ◦ T ′2 is a transformation that transforms ϕ to a block. Moreover,
this composition is in ΣP

1 since all components are in ΣP
1 . J
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Theorem 22 shows that there are cases in which a divide-and-conquer approach, in the
sense of a syntactical decomposition of a Boolean formula into separate conjuncts, followed
by pursuing a transformation for each sub formula separately to a block, can lead to an
efficient transformation for the original formula to a block. This approach also follows recent
methods in decomposition of Boolean formulas, see for example [10].

6 Conclusion

The transformations that we explored in this work transform Boolean functions, described by
Boolean formulas, while maintaining the number of solutions. Manipulations of the structure
of the solution space through Boolean formulas were done before on various occasions. One
classical example in the theoretical setting is Sipser’s proof of BPP ⊆ ΣP

2 ∩ ΠP
2 [3] that

makes use of what we call the XOR transformation. In a more applied setting, the SAT
community uses transformations in an ad-hoc manner as preprocessing steps; although some
preprocessing techniques change the number of solutions, many techniques do not [4]. In
addition, in the area of approximate model counting, two very recent works [2, 7] suggest the
use of transformations to create a high degree of separation (in terms of Hamming distance)
between solutions in the solution space in order to improve practical approximate counting.
It would be interesting in future work to see how our work on transformations can be applied
with this goal. Finally, it is also worth mentioning a similar line of work that studies the
Formula Isomorphism Problem, which asks if there exists a bijection between variables such
that two Boolean formulas become equivalent [1, 6, 18].

To the best of our knowledge, this work is the first that formally defines and studies
the general concept of transformations of Boolean functions described as Boolean formulas.
Among the results that we presented here are not only takeaways on the computational com-
plexity limitations of using transformations, but also definitions, properties, and foundational
techniques that express the versatility and the usability in which transformations can be
used to combinatorially manipulate various solution spaces.
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Abstract
Parikh automata extend automata with counters whose values can only be tested at the end of
the computation, with respect to membership into a semi-linear set. Parikh automata have found
several applications, for instance in transducer theory, as they enjoy a decidable emptiness problem.

In this paper, we study two-way Parikh automata. We show that emptiness becomes undecidable
in the non-deterministic case. However, it is PSpace-C when the number of visits to any input
position is bounded and the semi-linear set is given as an existential Presburger formula. We also
give tight complexity bounds for the inclusion, equivalence and universality problems. Finally, we
characterise precisely the complexity of those problems when the semi-linear constraint is given by
an arbitrary Presburger formula.
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1 Introduction

Parikh automata, introduced in [18], extend finite automata with counters in Z which can
be incremented and decremented, but the counters can only be tested at the end of the
computation, for membership in a semi-linear set (represented for instance as an existential
Presburger formula). More precisely, transitions are of the form (q, σ,~v, q′) where q, q′ are
states, σ is an input symbol and ~v ∈ Zd is a vector of dimension d. A word w is accepted if
there exists a run ρ on w reaching an accepting state and whose final vector (the component-
wise sum of all vectors along ρ) belongs to a given semi-linear set. Parikh automata strictly
extend the expressive power of finite automata. For example, the context-free language
of words of the form anbn is definable by a deterministic Parikh automaton which checks
membership in a∗b∗, counts the number of occurrences of a and b, and at the end tests for
equality of the counters, i.e. membership in the linear set {(n, n) | n ∈ N}. They still enjoy
decidable, NP-C, non-emptiness problem [9].

Parikh automata (PA) have found applications for instance in transducer theory, in
particular to the equivalence problem of functional transducers on words, and to check
structural properties of transducers [10], as well as in answering queries in graph databases [9].
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Extensions of Parikh automata with a pushdown stack have been considered in [17] with
positive decidability results with respect to emptiness. Two-way Parikh automata with a
visibly pushdown stack have been considered in [6] with applications to tree transducers.

In this paper, our objective is to study two-way Parikh automata (2PA), the extension
of PA with a two-way input head, where the semi-linear set is given by an existential
Presburger formula. For 2PA as well as subclasses such as deterministic 2PA (2DPA), we aim
at characterizing the precise complexity of their decision problems (membership, emptiness,
inclusion, equivalence), and analysing their expressiveness and closure properties.

Contributions. Since semi-linear sets are closed under all Boolean operations, it is easily
seen that deterministic Parikh automata (DPA) are closed under all Boolean operations.
More interestingly, it is also known that, while they strictly extend the expressive power of
DPA, unambiguous PA (UPA) are (non-trivially) closed under complement (as well as union
and intersection) [2]. We give here a simple explanation to these good closure properties:
UPA effectively correspond to 2DPA. Closure of 2DPA under Boolean operations indeed holds
straightforwardly due to determinism. The conversion of UPA to 2DPA is however non-trivial,
but is obtained by the very same result on word transducers: it is known that unambiguous
finite transducers are equivalent to two-way deterministic finite transducers [21], based on a
construction by Aho, Hopcroft and Ullman [1], recently improved by one exponential in [7].
Parikh automata can be seen as transducers producing sequences of vectors (the vectors
occurring on their transitions), hence yielding the result. The conversion of 2DPA to UPA
is a standard construction based on crossing sections, which however needs to be carefully
analysed for complexity purposes.

The effective equivalence between 2DPA and UPA indeed entails decidability of the non-
emptiness problem for 2DPA. However, given that non-emptiness of PA is known to be
NP-C [9], and the conversion of 2DPA to UPA is exponential, this leads to NExpTime
complexity. By a careful analysis of this conversion and small witnesses properties of
Presburger formulas, we show that emptiness of 2DPA, and even bounded-visit 2PA, is
actually PSpace-C. Bounded-visit 2PA are non-deterministic 2PA such that for some natural
number k, each position of an input word w is visited at most k times by any accepting
computation on w. In particular, 2DPA are always n-visit for n the number of states. If the
number k of visits is a fixed constant, non-emptiness is then NP-C, which is consistent with
the complexity result of [9] for (one-way) PA (by taking k = 1). We show that dropping the
bounded-visit restriction however leads to undecidability.

Thanks to the closure properties of 2DPA, we show that the inclusion, universality and
equivalence problems are all coNExpTime-C. Those problems are known to be undecidable
for PA [18]. The membership problem of 2PA turns out to be NP-C, just as for (one-way)
PA. The coNExpTime lower bound holds for one-way deterministic Parikh automata, a
result which is also new, to the best of our knowledge.

Finally, we study the extension of two-way Parikh automata with a semi-linear set defined
by a Σi-Presburger formula, i.e. a formula with a fixed number i of unbounded blocks of
quantifiers where the consecutive blocks alternate i−1 times between existential and universal
blocks, and the first block is existential. We characterise tightly the complexity of the
non-emptiness problem for bounded-visit Σi-2PA, as well as the universality, inclusion and
equivalence problems for Σi-2DPA, in the weak exponential hierarchy [13]. For i > 1, we find
that the complexity of these problems is dominated by the complexity of checking satisfiability
or validity of Σi-Presburger formulas. This is unlike the case i = 1: the non-emptiness
problem for bounded-visit 2PA is PSpace-C while satisfiability of Σ1-formulas is NP-C.
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Related work. Parikh automata are known to be equivalent to reversal-bounded mul-
ticounter machines (RBCM) [16] in the sense that they describe the same class of languages [2].
Two-way RBCM (2RBCM), even deterministic, are known to have undecidable emptiness
problem [16]. Using diophantine equations as in [16], we show that emptiness of 2PA is
undecidable. However our decidability result for 2DPA contrasts with the undecidabilty of
deterministic 2RBCM emptiness. The difference is that 2RBCM can test their counters at
any moment during a computation, and not only at the end. Based on the fact that the
number of reversals is bounded, deferring the tests at the end of the computation is always
possible [16] but non-determinism is needed. Unlike 2DPA, deterministic 2RBCM are not
necessarily bounded-visit. A 2DPA can be seen as a deterministic 2RBCM whose tests on
counters are only done at the end of a computation.

Two-way Parikh automata on nested words have been studied in [6] where it is shown
that under the single-use restriction (a generalisation of the bounded-visit restriction to
nested words), they have NExpTime-C non-emptiness problem. Bounded-visit 2PA are a
particular case of those Parikh automata operating on (non-nested) words. Applying the
result of [6] to 2PA would yield a non-optimal NExpTime complexity for the non-emptiness
problem, as it first goes through an explicit but exponential transformation into a one-way
machine with known NP-C non-emptiness problem. Here instead, we rely on a small witness
property, whose proof uses a transformation into one-way Parikh automaton, and then we
apply a PSpace algorithm performing on-the-fly the one-way transformation up to some
bounded length.

Finally, the emptiness problem for the intersection of n PA was shown to be PSpace-C
in [9]. Our PSpace-C result on 2PA emptiness generalises this result, as the intersection of
n PA can be simulated trivially by a (sweeping) n-bounded 2PA. The main lines of our proof
are similar to those in [9], but in addition, it needs a one-way transformation on top of the
proof in [9], and a careful analysis of its complexity.

2 Two-way Parikh automata

Two-way Parikh automata are two-way automata extended with weight vectors and a semi-
linear acceptance condition. In this section, we first define two-way automata, semi-linear
sets and then two-way Parikh automata.

Two-way Automata. A two-way finite automaton (2FA for short) A over an alphabet Σ
is a tuple (Q,QL, QR, QI , QH , QF ,∆) whose components are defined as follows. We let `
and a be two delimiters not in Σ, intended to represent the beginning and the end of the
word respectively. The set Q is a non-empty finite set of states partitioned into the set of
right-reading states QR and the set of left-reading states QL. Then, QI ⊆ QR is the set of
initial states, QH ⊆ Q is the set of halting states, and QF ⊆ QH is the set of accepting states.
The states belonging to QH \QF are said to be rejecting. Finally, ∆ ⊆ Q× (Σ∪ {`,a})×Q
is the set of transitions. Intuitively, the reading head of A is always placed in between input
positions, a transition from q ∈ QR (resp. q ∈ QL) reads the input letter on the right (resp.
left) of the head and moves the head one step to the right (resp. left). Also, we have the
following restrictions on the behaviour of the head to keep it in between the boundaries `
and a and to ensure the following properties on the initial and the halting states:
1. no outgoing transition from a halting state:

(QH × (Σ ∪ {`,a})×Q) ∩∆ = ∅
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2. the head cannot move left (resp. right) when it is to the left of ` (resp. right of a):
(QL × {`} ×QL) ∩∆ = ∅ (resp. (QR × {a} × (QR \QF )) ∩∆ = ∅)

3. all transitions leading to a halting state qH read the delimiter a:
((q, a, qH) ∈ ∆ ∧ qH ∈ QH) =⇒ (q ∈ QR ∧ a = a)

A configuration (uL, p, uR) of A on a word u ∈ Σ∗ consists of a state p and two words
uL, uR ∈ (Σ ∪ {`,a})∗ such that uLuR = `ua. A run ρ on a word u ∈ Σ∗ is a sequence
ρ = (uL

0, q0, u
R
0 )a1(uL

1, q1, u
R
1 ) . . . an(uL

n, qn, u
R
n) alternating between configurations on u and

letters in Σ ∪ {`,a} such that for all 1 ≤ i ≤ n, we have (qi−1, ai, qi) ∈ ∆, and for all
s ∈ {L,R}, if qi−1 ∈ Qs then |usi | = |usi−1| − 1. The length of the run ρ, denoted |ρ| is the
number of letters appearing in ρ. Here |ρ| = n. The run ρ is halting if qn ∈ QH (and hence
uR
n = ε by condition 3), initial if uL

0 = ε and q0 ∈ QI , accepting if it is both initial and
halting, and qn ∈ QF ; otherwise the run is rejecting. A word u is accepted by A if there
exists an accepting run of A on u, and the language L(A) of A is defined as the set of words
it accepts.

An automaton A is said to be one-way (FA) if QL is empty. A run ρ is said to
be k-visit if every input position is visited at most k times in the run ρ, i.e. for ρ =
(uL

0, q0, u
R
0 ) . . . (uL

n, qn, u
R
n), we have max{|P | | P ⊆ {0, . . . , n} ∧ ∀i, j ∈ P, uL

i = uL
j} ≤ k. The

automaton A is said to be k-visit if all its accepting runs are k-visit, fixed-visit if it is k-visit
for some fixed k and bounded-visit if it is k-visit for some unfixed k. Also, A is said to be
deterministic if for all p ∈ Q and all a ∈ Σ ∪ {`,a} there exists at most one q ∈ Q such that
(p, a, q) ∈ ∆. Finally, it is unambiguous (denoted by the class 2UFA or UFA depending on
whether it is two-way or one-way) if for every input word there exists at most one accepting
run. The following proposition is trivial but useful:

I Proposition 2.1. Any bounded-visit 2FA with n states is k-visit for some k ≤ n.

Semi-linear Sets. Let d ∈ N 6=0. A set L ⊆ Zd of dimension d is linear if there exist
~v0, . . . , ~vk ∈ Zd such that L = {~v0 +

∑k
i=1 xi~vi | x1, . . . , xn ∈ N}. The vectors (~vi)1≤i≤k are

the periods and ~v0 is called the base, forming what we call a period-base representation of L,
whose size is d · (k+ 1) · log2(µ+ 1) where µ is the maximal absolute integer appearing on the
vectors. A set is semi-linear if it is a finite union of linear sets. A period-base representation
of a semi-linear set is given by a period-base representation for each of the linear sets it is
composed of, and its size is the sum of the sizes of all those representations.

Alternatively, a semi-linear set of dimension d can be represented as the set of models of
a Presburger formula with d free variables. A Presburger formula is a first-order formula
built over terms t on the signature {0, 1,+,×2} ∪X, where X is a countable set of variables
and ×2 denotes the doubling (unary) function1. In particular, Presburger formulas obey the
following syntax:

Φ def= t ≤ t | ∃x Φ | Φ ∧ Φ | Φ ∨ Φ | ¬Φ

The class of formulas of the form ∃~x1,∀~x2 . . . ,Ωi~xi [ϕ] where ϕ is quantifier free and Ω ∈ {∀,∃}
is denoted by Σi. In particular, Σ1 is the set of existential Presburger formulas. The size
|Ψ| of a formula is its number of symbols. We denote by ~v |= ϕ the fact that a vector ~v
of dimension d satisfies a formula ϕ with d free variables, and say that ϕ is satisfiable if
there exists such a ~v. The formula ϕ is said to be valid if it is satisfied by any ~v. It is
well-known [12] that a set S ⊆ Zd is semi-linear iff there exists an existential Presburger
formula ψ with d free variables such that S = {~v | ~v |= ψ}.

1 The function ×2 is syntactic sugar allowing us to have simpler binary encoding of values.
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Let Σ = {a1, . . . , an} be an alphabet (assumed to be ordered), and u ∈ Σ∗, the Parikh
image of u is defined as the vector P(u) = (|u|a1 , . . . , |u|an

) where |u|a denotes the number
of times a occurs in u. The Parikh image of language L ⊆ Σ∗ is P(L) = {P(u)|u ∈ L}.
Parikh’s theorem states that the Parikh image of any context-free language is semi-linear.

Two-way Parikh automata. A two-way Parikh automaton (2PA) of dimension d ∈ N over Σ
is a tuple P = (A, λ, ψ) where A = (Q,QL, QR, QI , QH , QF ,∆) is a 2FA over Σ, λ : ∆→ Zd

maps transitions to vectors, and ψ is an existential Presburger formula with d free variables,
and is called the acceptance constraint. The value V (ρ) of a run ρ of A is the sum of the
vectors occurring on its transitions, with V (ρ) = 0Zd if |ρ| = 0. A word is accepted by P if it
is accepted by some accepting run ρ of A and V (ρ) |= ψ. The language L(P ) of P is the set
of words it accepts. The automaton P is said to be one-way, two-way, k-visit, unambiguous
and deterministic if its underlying automaton A is so. We define the representation size2
of P as |P | = |Q|+ |ψ|+ |range(λ)|

(
d log2(µ+ 1) + |Q|2

)
where range(λ) = {λ(t) | t ∈ ∆}

and µ is the maximal absolute entries appearing in weight vectors of P . Finally two 2PA are
equivalent if they accept the same language.

Examples. Let Σ = {a, b, c,#} and for all n ∈ N, let Ln = {ak#u | u ∈ {b, c}∗ ∧ k = |{i |
1 ≤ i ≤ |u| − n ∧ u[i] 6= u[i + n]}|}, i.e. k is the number of positions i in u such that the
ith letter u[i] mismatches with u[i + n]. For all n, Ln is accepted by the 2DPA of Fig. 1
which has O(n) states, tagged with R or L to indicate whether they are right- or left-reading
respectively. On a word w, the automaton starts by reading ak and increments its counter
to store the value k (state qa). Then, for the first |u| − n positions i of u, the automaton
checks whether u[i] 6= u[i+ n] in which case the counter is decremented. To do so, it stores
σ = u[i] in its state, moves n+ 1 times to the right (states q0, q

σ
1 , . . . , q

σ
n), checks whether

u[i+ n] 6= u[i] (transitions qσn to p1) and decrements the counter accordingly. Then, it moves
n times to the left (states p1 to pn). Whenever it reads a from states qσj , pj or q0, it moves
to state qF and accepts if the counter is zero.

qI
R

qa

R

q0
R

qb1 R
qbnR

qc1
R

qcn
R

p1
L

pn
L

qF
RS = {0}

a | 0

a | 0

` | 0
a | 1

# | 0

b | 0

b, c | 0 b, c | 0

b 0
c −1

c | 0
b, c | 0 b, c | 0

b −1
c 0

b, c | 0b, c | 0b, c | 0

Figure 1 A 2DPA recognising Ln = {ak#u | u ∈ {b, c}∗ ∧ k = |{i | 1 ≤ i ≤ |u| − n ∧ u[i] 6=
u[i + n]}|}.

Our second example shows how to encode multiplication. The language {an#am#an×m |
n,m ∈ N} is indeed definable by the 2PA of Figure 2 which has dimension 2. When reading a
word of the form an#am#a`, every accepting run makes k passes over an where k is chosen
non-deterministically by the choice made on state q1 on reading #. Along those k passes,
the automaton increments the first dimension whenever a is read in a right-to-left pass. It

2 Note that weight vectors are not memorized on transitions but into a table and transitions only carry a
key of this table to refer the corresponding weight vectors.

FSTTCS 2019
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also counts the number of passes in the second dimension. Thus, when entering state q2, the
sum of the vectors so far is (nk, k). Then, on am, it decrements the second dimension and
on a`, it decrements the first dimension, and eventually checks that both the counters are
equal to zero, which implies that k = m and ` = nk = nm. Note that this automaton is not
bounded-visit as its number of visits to any position of an is arbitrary.

q0
R

q1
R

q2
R

q3
R

q4
R

q5
L

S = {(0, 0)}

` | (0, 0)

a | (0, 0)

# | (0, 0)

a | (0,−1)

# | (0, 0)

a | (−1, 0)

a | (0, 0)

# | (0, 1)

a (1, 0)
# (0, 0)

` | (0, 0)

Figure 2 A 2PA recognising {an#am#an×m | n, m ∈ N}.

3 Relating two-way and one-way Parikh automata

In this section, we provide an algorithm which converts a bounded-visit 2PA into a PA defining
the same language, through a crossing section construction. This technique is folkloric in
the literature (see Section 2.6 of [15]) and has been introduced to convert a 2FA into an
equivalent FA. Intuitively, the one-way automaton is constructed such that on each position
i of the input word, it guesses a tuple of transitions (called crossing section), triggered by the
original two-way automaton at the same position i and additionally checks a local validity
between consecutive tuples (called matching property). A one-way automaton takes crossing
sections as set of states. Furthermore, the matching property is defined to ensure that the
sequence of crossing sections which successively satisfy it, correspond to the sequence of
crossing sections of an accepting two-way run. Thanks to the commutativity of +, the order
in which weights are combined by the two-way automaton does not matter and therefore,
transitions of the one-way automaton are labelled by summing the weights of transitions of
the crossing section. Formally, we define a crossing section as follows:

I Definition 3.1 (crossing section). Let k ∈ N 6=0. Consider a k-visit 2PA P = (A, λ, ψ) over
Σ and a ∈ Σ ∪ {`,a}. An a-crossing section is a sequence c = (p1, a, q1) . . . (p`, a, q`) ∈ ∆+

such that 1 ≤ ` ≤ k, p1, q` ∈ QR and for all m ∈ {L,R}, pi ∈ Qm =⇒ pi+1 /∈ Qm. We define
the value of c as V (c) =

∑`
i=1 λ(pi, a, qi), and its length |c| = `. The L-anchorage of c is

defined by p1f(q2, p3) . . . f(q`−1, p`) where f(qi, pi+1) = ε if qi = pi+1 and qi ∈ QR, otherwise
f(qi, pi+1) = qipi+1. The R-anchorage of c is defined by f(q1p2) . . . f(q`−2p`−1)q` where
f(qi, pi+1) = ε if qi = pi+1 and qi ∈ QL, otherwise f(qi, pi+1) is the identity. Furthermore,
c is said to be initial if its L-anchorage is p1 ∈ QI . Dually, c is said to be accepting if its
R-anchorage is q` ∈ QF .

Given a run ρ of a 2PA over u and a position 1 ≤ i ≤ |u|, the crossing section of ρ at
position i is defined as the sequence of all transitions triggered by ρ when reading the ith
letter, taken in the order of appearance in ρ. We also define the crossing section sequence
C(ρ) as the sequence of crossing sections of ρ from position 1 to |u|. Note that the first
crossing section is initial and the last crossing section of ρ is accepting if ρ is accepting.

I Example 3.2. Figure 3, shows a run over the word `aba. Consider the a-crossing section
c = (p1, a, q1)(p2, a, q2)(p2, a, q3)(p4, a, q4)(p5, a, q5) with q1 = p2, q2 = p3 and q4 = p5. In
particular the run makes on immediate reversal at those states, and exits the a-crossing
section from q3 to q5. The L-anchorage of c is p1f(q2, p3)f(q4, p5) = p1, the R-anchorage of c
is f(q1, p2)f(q3, p4)q5 = q3p4q5 and V (c) = ~v2 +~v3 +~v4 +~v11 +~v12. Note that the states of the
crossing section do not appear in the anchorage when the run changes its reading direction.
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p1

q3

p4

q5

` a b a

~v1 ~v2

~v3

~v4 ~v5 ~v6

~v8 ~v7

~v9

~v11 ~v10

~v12 ~v13 ~v14

q1
=
p2q2

=
p3

q4
=
p5

Figure 3 A a-crossing section of a run.

I Definition 3.3 (matching relation). Consider two crossing sections c1, c2 from the same
automaton. The matching relation M is defined such that (c1, c2) ∈M if the R-anchorage of
c1 equals the L-anchorage of c2.

In general, an arbitrary sequence of crossing sections may not correspond to a run of a
two-way automaton, that is a crossing section sequence s = c1, . . . , c` such that C(ρ) 6= s for
all run ρ. Lemma 3.4 shows that the matching property ensures the existence of such a run
ρ in the two-way automaton.

I Lemma 3.4. Consider s = c1, . . . , cn where ci is an ai-crossing section such that c1 is
initial, cn is accepting, and (ci, ci+1) ∈ M for all i ∈ {1, . . . , n − 1}. Then there exists an
accepting two-way run ρ over a1 . . . an such that C(ρ) = s. Moreover, V (ρ) =

∑n
i=1 V (ci).

I Theorem 3.5. Let k ∈ N6=0. Given a k-visit 2PA P , one can effectively construct an
equivalent PA R that is at most exponentially bigger. Furthermore, if P is deterministic then
R is unambiguous.

Proof. Let P = (A, λ, ψ) with A = (Q,QL, QR, QI , QH , QF ,∆) be a k-visit 2PA of dimension
d with n = |Q| states. In this proof we show how to construct R = (B,ω, ψ) where
B = (V, V L, V R, VI , VH , VF ,Γ) is a PA of dimension d having O(n2k) states such that
|range(ω)| ≤ |range(λ)|k+1. Note that the formula ψ is the same in both P and R.

To do so, we first consider a symbol > and extend the relation M such that (c,>) ∈M
holds for all accepting crossing section c. Then, we define R as follows:

V is the set of crossing sections of length at most k
VI is the set of initial crossing sections and VH = VF = {>}
Γ = {(c1, a, c2) ∈ V × (Σ ∪ {`,a})× V | (c1, c2) ∈M ∧ c1 is an a-crossing section}
ω : (c1, a, c2) 7→ V (c1)

Similar to the case of 2FA, a word u is accepted by B if there exists an accepting run of B
on u, and the language L(B) of B is defined as the set of words it accepts. The inclusion
L(R) ⊆ L(P ) is a direct consequence of Lemma 3.4, while the other direction is based on the
following observation: any accepting two-way run ρ has a sequence of crossing sections C(ρ),
consecutively satisfying the matching relation. Note that, the choice of c2 in a transition
(c1, a, c2) is non-deterministic in general; but when P is deterministic at most one such choice
of c2 will correspond to a two-way run ensuring unambiguity. J
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The previous crossing section construction permits to construct a one-way automaton
from a bounded-visit two-way automaton. This construction is exponential in the number
of states and in the number of distinct weight vectors. Nevertheless, a close inspection of
the proof of Theorem 3.5, reveals that the exponential explosion in the number of distinct
weight vectors can be avoided, while preserving the non-emptiness (but not the language).

I Lemma 3.6. Let P be a k-visit 2PA. We can effectively construct a PA R with O(n2k)
states and such that L(R) = ∅ iff L(P ) = ∅. Furthermore, R has the same set of weight
vectors and the same acceptance constraint as P .

Proof. The construction is the same as in Theorem 3.5 but each transition of the one-way
automaton t = (c1, a, c2) is split into the following |c1| consecutive transitions, using a fresh
symbol # /∈ Σ: c1

a−→ (t, 1) #−→ (t, 2) #−→ . . . (t, |c1| − 2) #−→ (t, |c1| − 1) #−→ c2. The vectors of
those transitions are defined as follows. If c1[i] denotes the ith transition of c1, then the
vector of the first R-transition is the vector of the P -transition c1[1], and the vector of any
R-transition from state (t, i) is the vector of the P -transition c1[i+ 1]. The two languages
are then equal modulo erasing # symbols. J

I Theorem 3.7. Unambiguous Parikh automata have the same expressiveness as two-way
deterministic (even reversible3) Parikh automata i.e. UPA = 2DPA. Furthermore, the
transformation from one formalism to the other can be done in ExpTime.

Proof. We only show here UPA ⊆ 2DPA. The opposite direction is given by Theorem 3.5.
Let P = (A, λ, ψ) be a UPA of dimension d over Σ. Consider the alphabet Λ ⊆ Zd as the set
of vectors occurring on the transitions of P . We can see the automaton A with the morphism
λ as an unambiguous finite transducer T defining a function from Σ∗ to Λ∗. It is known that
any unambiguous letter-to-letter one-way transducer can be transformed into an equivalent
letter-to-letter deterministic two-way transducer. This result is explicitly stated in Theorem 1
of [21] which is based on a general technique introduced by Aho, Hopcroft and Ullman [1]4.
Recently, another approach has been introduced which reduces the complexity of the previous
technique by one exponential [7], and allows to show that any unambiguous finite transducer
is equivalent to a reversible two-way transducer exponentially bigger, yielding our result. J

4 Emptiness Problem

The emptiness problem asks, given a 2PA, whether the language it accepts is empty. We
have seen in Example 2 how to encode the multiplication of two natural numbers encoded
in unary. We can generalise this to the encoding of solutions of Diophantine equations as
languages of 2PA, yielding undecidability:

I Theorem 4.1. The emptiness problem for 2PA is undecidable.

The proof of this theorem relies on the fact that an input position can be visited an
arbitrary number of times, due to non-determinism. If instead we forbid this, we recover
decidability. To prove it, we proceed in two steps: first, we rely on the result of the previous

3 An automaton is said to be reversible if it is both deterministic and co-deterministic.
4 Based on the technique of Aho and Hopcroft and Ullman a similar result was shown in [4] for weighted

automata, namely that an unambiguous weighted automata over a semiring can be converted into an
equivalent deterministic two-way weighted automata.
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section showing that any bounded-visit 2PA can be effectively transformed into some (one-
way) PA. This yields decidability of the emptiness problem as this problem is known to
be decidable for PA. To get a tight complexity in PSpace, we analyse this transformation
(which is exponential), to get exponential bounds on the size of shortest non-emptiness
witnesses. A key lemma is the following, whose proof gathers ideas and arguments that
already appeared in [20, 9].

I Lemma 4.2. Let P be a one-way Parikh automaton with n states and γ distinct weight
vectors. Then, we can construct an existential Presburger formula ϕ(x) =

∨m
i=1 ϕi(x) such

that for all ` ∈ N, ϕ(`) holds iff there exists w ∈ L(P ) ∩ Σ`. Furthermore, log2(m) and each
ϕi are poly(|P |, logn), in addition ϕ can be constructed in time 2O(γ2 log(γn)).

I Remark 4.3. Note that, ϕ(x) is not in prenex normal form (PNF) but ϕi are. Since ϕ is a
disjunction of PNF subformulas, it can be in PNF in polynomial time.

Thanks to the lemma above, we are able to show that the non-emptiness problem for
bounded-visit 2PA is PSpace-C, just as the non-emptiness problem for two-way automata.
In some sense, adding semi-linear constraints to two-way automata is for free as long as it is
bounded-visit.

I Theorem 4.4. The non-emptiness problem for bounded-visit 2PA is PSpace-C. It is NP-C
for k-visit 2PA when k is fixed.

Proof. Consider a k-visit 2PA P = (A, λ, ψ) of dimension d. We start with the PSpace
membership. Intuitively, we first want to apply Lemma 3.6 in order to deal with a one-way
automaton, and apply then Lemma 4.2 to reduce the non-emptiness problem of the one-way
Parikh automaton to the satisfiability of an existential Presburger formula. Nevertheless, we
cannot explicitly transform P into a one-way automaton while keeping polynomial space. So,
in the sequel, (i) we highlight an upper bound on the smallest witness of non-emptiness and
based on it, (ii) we provide an NPSpace algorithm which decides if there exists such a witness.

(i) By Lemma 4.2 applied on the PA obtained from Lemma 3.6, there exists an existential
Presburger formula ϕ(`) =

∨m
i=1 ϕi(`) where each |ϕi| is polynomial in |P |. This formula is

satisfiable iff there exists w ∈ Σ` such that w ∈ L(P ). By Theorem 6 (A) of [22], there exists
N exponential in |ϕi| such that ϕi is satisfiable iff ϕi(`) holds for some 0 ≤ ` ≤ N . Hence,
there exists N exponential in |P | such that min{|u| | u ∈ L(P )} ≤ N .

(ii) The algorithm guesses a witness u of length at most N on-the-fly and a run on it. It
controls its length by using a binary counter: as N is exponential in |P |, the memory needed
for that counter is polynomial in |P |. The transitions of the one-way automaton obtained from
Lemma 3.6 can also be computed on-demand in polynomial space. Eventually, it suffices to
check that the last state is accepting and the sum ~v = (v1, . . . , vd) of the vectors computed on-
the-fly along the run satisfies the Presburger formula ψ(x1, . . . , xd). To do so, our algorithm
constructs a closed formula ψ~v in polynomial time such that ψ~v is true iff ~v |= ψ. It is possible
by hardcoding the values of ~v in ψ by substituting each xi by a term tvi of size (log2(vi))2

encoding vi, by using the function symbol ×2 e.g. t13 = ×2(×2(×2(1))) +×2(×2(1)) + 1. Let
us argue that ψ~v has polynomial size. Let µ be the maximal absolute entry of vectors of P ,
then vi ≤ µN , and since N is exponential in |P |, tvi

has polynomial size in |P | and log2(µ).
Hence ψ~v has polynomial size, and its satisfiability can be checked in NP [22].

The lower bound is direct as it already holds for the emptiness problem of deterministic
two-way automata, by a trivial encoding of the PSpace-C intersection problem of n DFA [19].

When k is fixed, then the conversion to a one-way automaton (Lemma 3.6) is polynomial.
Then, the result follows from the NP-C result for the non-emptiness of PA [9]. J
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I Remark 4.5. In [9], non-emptiness is shown to be polynomial time for PA when the
dimension is fixed, the values in the vectors are unary encoded and the semi-linear constraint
is period-base represented. As a consequence, for all fixed d, k, the non-emptiness problem
for k-visit 2PA with vectors in {0, 1}d and a period-base represented semi-linear constraint
can be solved in PTime.

5 Closure properties, universality, inclusion and equivalence problems

Since the class of 2DPA is equivalent to the class of UPA that is known to be closed under
Boolean operations [3, 18], we get the closure properties of 2DPA for free, although with
non-optimal complexity. We show here that they can be realised in linear-time for intersection
and union. For the complement however, while the size of the state-space stays linear, the
size of the acceptance condition explodes due to the transformation of negated existential
Presburger formulas into existential formulas.

I Theorem 5.1 (Boolean closure). Let P, P1, P2 be 2DPA such that P = (A, λ, ψ). One can
construct a 2DPA P = (A′, λ′, ψ′) such that L(P ) = L(P ) and the size of A′ is linear in the size
of A. One can construct in linear-time a 2DPA P∪ (resp. P∩) such that L(P∪) = L(P1)∪L(P2)
(resp. L(P∩) = L(P1) ∩ L(P2)).

Proof. Let us start by intersection, assuming Pi = (Ai, λi, ψi) has dimension di. The
automaton P∩ is constructed with dimension d1 + d2. Then P∩ first simulates P1 on
the first d1 dimensions (with weight vectors belonging to Zd1 × {0}d2), and then, if P1
eventually reaches a halting state, it stops if it is non-accepting and rejects, otherwise it
simulates P2 on the last d2 dimensions with vectors in {0}d1 × Zd2 , and accepts the word
if the word is accepted by P2 as well. The Presburger acceptance condition is defined as
ψ(~x1, ~x2) = ψ1(~x1) ∧ ψ2(~x2). Note that if P1 never reaches a halting state, then P∩ won’t
either, so the word is rejected by both automata. It is also a reason why this construction
cannot be used to show closure under union: even if P1 never reaches a halting state, it
could well be the case that P2 accepts the word, but the simulation of P2 in that case
will never be done. However, assuming that P1 halts on any input, closure under union
works with a similar construction. Additionally, we need to keep in some new counter c the
information whether P1 has reached an accepting state: First P∪ simulates P1, if P1 halts in
some accepting state, then c is incremented and P∪ proceeds with the simulation of P2. The
formula is then ψ(~x1, ~x2, c) = (c = 1 ∧ ψ1(~x1)) ∨ ψ2(~x2).

So, we have closure under union in linear-time as long as P1 halts on every input.
This can be used to show closure under complement, using the following observation:
L(P ) = L(A) ∪ L(A, λ,¬ψ) and moreover, it is known that 2DFA can be complemented
in linear-time into a 2DFA which always halts [11]. The formula ¬ψ is universal since ψ
is existential. Then, ¬ψ could be converted into an equivalent existential formula using
quantifier elimination [5] of doubly exponential size.

For the closure under union, we use the equality L(P1) ∪ L(P2) = L(P1) ∩ L(P2). It can
be done in linear-time because the formulas for P1 and P2 are universal, and so is the formula
for the 2DPA accepting L(P1) ∩ L(P2). By applying again the complement construction, we
get an existential formula (without using quantifier eliminations). J

Thanks to Theorem 5.1 and decidability of non-emptiness for 2DPA, we easily get
the decidability of the universality problem (deciding whether L(P ) = Σ∗), the inclusion
problem (deciding whether L(P1) ⊆ L(P2)), and the equivalence problem (deciding whether
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L(P1) = L(P2)) for 2DPA. The following theorem establishes tight complexity bounds. It is
a consequence of a more general result (Theorem 6.4) that we establish for Parikh automata
with arbitrary Presburger formulas in Section 6.

I Theorem 5.2. The universality, inclusion and equivalence problems are coNExpTime-C
for 2DPA.

Finally, we study the membership problem which asks given a Parikh automaton P and
a word w ∈ Σ∗, whether w ∈ L(P ). Hardness was known already for PA [9].

I Theorem 5.3. The membership problem for 2PA is NP-C.

6 Parikh automata with arbitrary Presburger acceptance condition

In this section, we consider Parikh automata where the acceptance constraint is given as
an arbitrary Presburger formula, that is, not restricted to existential Presburger formula,
and we study the complexity of their decision problems. For all i > 0, a two-way Σi-Parikh
automaton (Σi-2PA for short) is a tuple P = (A, λ,Ψ) where A, λ are defined just as for 2PA
and Ψ ∈ Σi. In particular, a Σ1-2PA is exactly a 2PA. Similarly, we also define Σi-DPA,
Σi-2DPA, Σi-PA as expected, and their Πi counterpart (when the formula is in Πi).

The complexity of Presburger arithmetic has been connected to the weak ExpTime
hierarchy [14, 13] which resides between NExpTime and ExpSpace. It is defined as⋃
i≥0 ΣExp

i where:

ΣP
0

def= ΠP
0

def= PTime ΣP
i+1

def= NPΣP
i ΠP

i+1
def= coNPΣP

i

ΣExp
0

def= ΠExp
0

def= ExpTime ΣExp
i+1

def= NExpTimeΣP
i ΠExp

i+1
def= coNExpTimeΣP

i

Since Lemma 4.2 uses the acceptance constraint as a black box, we can generalise it as
follows.

I Lemma 6.1. For any fixed i ∈ N 6=0, given a Σi-PA P with n states and γ distinct
weight vectors, we can construct a Σi-formula Φ such that for all ` ∈ N we have that
Φ(`) =

∨m
j=1 Φj(`) holds iff there exists w ∈ L(P ) ∩ Σ|`|. Furthermore, log2(m) and the size

of each Φj are poly(|P |, log(n)), in addition Φ can be constructed in time 2O(γ2 log(γn)).

Using Lemma 6.1, we can extend Theorem 4.4 to bounded-visit Σi+1-2PA. Note that the
case of Σ1-2PA is not covered by the following statement.

I Theorem 6.2. For any fixed i ∈ N 6=0, the non-emptiness problem for bounded-visit Σi+1-
2PA is ΣExp

i -C.

Proof. For the upper-bound, we show that this problem can be solved by an alternating
Turing machine in exponential time, which alternates at most i times between sequences of
non-deterministic and universal transitions, starting with non-deterministic transitions (called
i-alternating machine in the sequel). As shown in [13], the satisfiability of Σi+1-formulas
is complete for ΣExp

i -C. Hence there is an i-alternating machineM running in exponential
time which checks the satisfiability of such formulas. Now, similar to the case of Σ1 in
Theorem 4.4, from a bounded-visit Σi+1-2PA P one can construct a Σi+1-formula which is
true iff the automaton has a non-empty language. We can do so by applying Lemma 6.1
on the PA obtained5 from Lemma 3.6. Hence, non-emptiness of a bounded-visit Σi+1-2PA

5 Lemma 3.6 can be trivially adapted to Σi-formulas as acceptance condition.
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reduces to satisfiability of a Σi+1-formula Φ(`) =
∨m
j=1 Φj(`) such that log2(m) and the size

of each Φj are polynomial in |P | and can be constructed in time 2O(γ2 log(γn)). However we
cannot construct explicitly Φ, since its size is exponential in |P |. Instead we construct an
i-alternating machineM′ that first guesses a disjunct Φs and constructs it in exponential
time, and then simulates the machineM on Φs. Recall theM starts with non-deterministic
transitions. Thus the machine M′ runs in exponential time, and also performs only i

alternations, which provides ΣExp
i upper bound.

Hardness comes from checking if a Σi+1-sentence holds true, which is ΣExp
i -C as shown

in [13]. From a Σi+1-sentence Ψ it suffices to construct a Parikh automaton P = (A, λ,Ψ) of
dimension 0 such that L(A) 6= ∅, therefore L(P ) 6= ∅ iff L(P ) = L(A) iff Ψ holds. J

I Theorem 6.3 (Boolean closure). Let P, P1, P2 be Σi-2DPA. One can construct in linear
time a Πi-2DPA P and two Σi-2DPA P∪, P∩ such that L(P ) = L(P ), L(P∪) = L(P1)∪L(P2)
and L(P∩) = L(P1) ∩ L(P2).

Proof. The constructions are the same as in the proof of the case i = 1 of Theorem 5.1, using
closure under disjunction and conjunction of Σi and the fact that negating a Σi-formula
yields a Πi-formula. J

I Theorem 6.4. For all fixed i ∈ N 6=0, the universality, inclusion and equivalence problems
for Σi-2DPA are ΠExp

i -C.

Proof. We first prove the upper bound for the most general problem which is inclusion.
Let Pi = (Ai, λi, ψi) be a Σi-2DPA. Note that L(P1) ⊆ L(P2) iff L(P1) ∩ L(P2) = ∅.
So, using Theorem 6.3 we first construct in linear-time a Πi-2DPA P2 = (A′2, λ′2,Ψ′2) such
that L(P2) = L(P2) and then P∩ = (A, λ,Ψ) such that L(P∩) = L(P1) ∩ L(P2). From
the construction in Theorem 5.1 generalised to Σi-2DPA, recall that the formula Ψ is
defined as Ψ(~x1, ~x2) = Ψ1(~x1)∧Ψ′2(~x2). Let Ψ1(~x1) = ∃~y1∀~y2 . . .Ω~yi [ϕ1(~x1, ~y1, . . . , ~yi)], and
Ψ′2(~x2) = ∀~z1∃~z2 . . .

Ω

~zi [ϕ2(~x2, ~z1, . . . , ~zi)] where Ω, Ω

∈ {∃,∀} such that Ω 6= Ω. Hence Ψ is
equivalent to the following Σi+1-formula.

∃~y1∀~z1∀~y2∃~z2∃~y3 . . .Ω~zi−1~yi

Ω

~zi

[
ϕ1(~x1, ~y1, . . . , ~yi) ∧ ϕ2(~x2, ~z1, . . . , ~zi)

]
Finally, emptiness of P∩ can be decided in ΠExp

i by Theorem 6.2.
For the lower bound, we show that the universality problem of Σi-DPA is ΠExp

i -hard.
This holds even for a fixed number of states and vector values in {−1, 0, 1}, showing that
the complexity comes from the formula part. From a Σi-formula Ψ with d free variables, we
construct a Parikh automaton P = (A, λ,Ψ) of dimension d over alphabet Σ = {a+

i , a
−
i }1≤i≤d.

Any word w over Σ defines a valuation µw(xi) = |w|a+
i
− |w|a−

i
for all 1 ≤ i ≤ d. Conversely,

any valuation µ can be encoded as a word over Σ. Hence, Ψ holds for all values iff for all
w ∈ Σ∗, we have µw |= Ψ. We construct a deterministic one-way automaton A such that
L(A) = Σ∗ and for all w ∈ Σ∗, the value of the run r over w is µw. The automaton A has
one accepting and initial state q over which it loops and, when reading a+

i (resp. a−i ) it
increases dimension i by 1 (resp. by −1). J

I Remark 6.5. Since a 2DPA is a Σ1-2DPA, and the class coNExpTime is the same as ΠExp
1 ,

we have that Theorem 6.4 for i = 1 is exactly the same as Theorem 5.2.
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7 Conclusion

In this paper, we have provided tight complexity bounds for the emptiness, inclusion,
universality and equivalence problems for various classes of two-way Parikh automata. We
have shown that when the semi-linear constraint is given as a Σi-formula, for i > 1, the
complexity of those problems is dominated by the complexity of checking satisfiability or
validity of Σi-formulas. We have shown that 2DPA (resp. bounded-visit 2PA) have the same
expressive power as unambiguous (one-way) PA (resp. non-deterministic PA). Remark that
the same techniques apply to show that 2UPA are equivalent to 2DPA, and hence to UPA,
exactly as it is done for string transducer in [7, 8].

In terms of succinctness, it is already known that 2DFA are exponentially more succinct
than FA, witnessed for instance by the family Dn = {uu | u ∈ {0, 1}∗∧|u| = n}. However Dn

is accepted by a PA with polynomially many states in n and vectors of dimension 2n which
permit to store each input letters and check equality with the acceptance constraint. We
conjecture that 2DPA are exponentially more succinct than PA, witnessed by the language
Ln of Section 2. We leave as future work the introduction of techniques allowing to prove
such results (pumping lemmas), as the dimension and acceptance constraint size has to be
taken into account as well, as shown with Dn.

Finally, we plan to extend the pattern logic of [10], which intensively uses (one-way)
Parikh automata for its model-checking algorithm, to reason about structural properties
of two-way machines, and use two-way Parikh automata emptiness checking algorithms for
model-checking this new logic.

PA

bounded-visit
2PA

fixed-visit
2PA

Exp
O(1)

PTime

O(1)

UPA Exp←−→ 2DPA

2PA

Two-way automata Non-emptiness Universality & Inclusion
2PA undecidable undecidable

bounded-visit 2PA PSpace-C undecidable
fixed-visit 2PA NP-C undecidable

2DPA NP-C coNExpTime-C
bounded-visit Σi-2PA ΣExp

i−1-C undecidable
fixed-visit Σi-2PA ΣExp

i−1-C undecidable
Σi-2DPA ΣExp

i−1-C ΠExp
i -C

Figure 4 Summary of expressivenesses and complexities where bounded-visit 2PA (resp. fixed-visit
2PA) holds for k-visit 2PA for some k (resp. for some fixed k).
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Abstract
We introduce the well structured problem as the question of whether a model (here a counter machine)
is well structured (here for the usual ordering on integers). We show that it is undecidable for most
of the (Presburger-defined) counter machines except for Affine VASS of dimension one. However,
the strong well structured problem is decidable for all Presburger counter machines. While Affine
VASS of dimension one are not, in general, well structured, we give an algorithm that computes
the set of predecessors of a configuration; as a consequence this allows to decide the well structured
problem for 1-Affine VASS.
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1 Introduction

Context. Well Structured Transition Systems (WSTS) [9, 8] are a well-known model to
solve termination, boundedness, control-state reachability and coverability problems. It is
well known that Petri nets and Vector Addition Systems with States (VASS) are WSTS and
that Minsky machines are not WSTS. But the characterization of counter machines which
are well structured (resp. with strong monotony) is surprisingly unknown. Moreover, given a
counter machine, can we decide whether it is well structured (resp. with strong monotony)?
These questions are relevant since a positive answer could allow to verify particular instances
of undecidable models like Minsky machines and counter machines. In this paper, we consider
Presburger counter machines (PCM) where each transition between two control-states is
labelled by a Presburger formula which describes how each counter is modified by the firing of
the transition. The PCM model includes Petri nets, Minsky machines and most of the counter
machine models studied in the literature, for example counter machines where transitions
between control-states are given by affine functions having Presburger domains [3, 11].

Affine VASS. In an Affine VASS (AVASS), transitions between control-states are labelled
by affine functions whose matrices have elements in Z (and not in N as usual). AVASS
extends VASS (where transitions are translations) and positive affine VASS (introduced as
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self-modified nets in [21] and studied as affine well structured nets in [13]. [4] extends the
Rackoff technique to AVASS where all matrices are larger than the identity matrix: for this
subclass, coverability and boundedness are shown in EXPSPACE. The variation of VASS
which may go below 0, called Z-VASS, is studied in [15] and for their extension, Z-Affine
VASS, reachability is shown NP-complete for VASS with resets, PSPACE-complete for VASS
with transfers and undecidable in general [2, 1]; let us remark that all Z-Affine VASS have
positive matrices.

Moreover AVASS allow the simulation of the zero-test so they are at least as expressive as
Minsky machines. But for dimension one, AVASS are more expressive than Minsky machines:
in fact, Post∗ is computable as a Presburger formula for 1-counter Minsky machines but this
is not the case for 1-AVASS which can generate the set of all the powers of 2 (this set is not
the solution of any Presburger formula).

The computation of the set Pre∗ of all predecessors of a configuration is effective for 2-
VASS (extended with one zero-test and resets) [12] as a Presburger formula and for pushdown
automata [5] as a regular language. But the computation of Pre∗ fails for 3-VASS and for
Pushdown VAS since Pre∗ is neither semilinear nor regular [19].

Our contributions. We introduce two new problems related to well structured systems and
Presburger counter machines. The so-called well structured problem: (1) given a PCM, is
it a WSTS? and the strong well structured problem: (2) given a PCM, is it a WSTS with
strong monotony?

We prove that the well structured problem is undecidable for PCM even if restricted
to dimension one (1-PCM) with just Presburger functions (i.e. piecewise affine functions);
undecidability is also verified for Affine VASS in dimension two (2-Affine VASS). The
undecidability proofs use the fact that Minsky machines can be simulated by both 1-PCM
and 2-Affine VASS. However, we prove the decidability of the well structured problem for
1-Affine VASS (which subsumes 1-Minsky machines). Since the strong monotony can be
expressed as a Presburger formula, the strong well structured problem is decidable for all
PCMs. These results are summarised below:

Well Structured Problem Strong Well Structured Problem
PCM U D
Functional 1-PCM U [Theorem 14] D
2-AVASS U D
2-Minsky machines U [Theorem 15] D
1-AVASS D [Theorem 26] D

We give an algorithm that computes Pre∗ of a 1-AVASS and this extends a similar known
result for 1-Minsky machines and 1-VASS (and for pushdown automata [5]). The computation
of Pre∗ allows us to give a simple proof that reachability and coverability are decidable for
1-AVASS (in fact reachability is known to be PSPACE-complete for polynomial one-register
machines [10] which contains 1-AVASS). Moreover, the computation of Pre∗ allows to decide
the well structured problem for 1-AVASS. These results are summarised below:

Reachability Coverability
1-PCM (functional ) U U [Corollary 19]
1-AVASS D [Corollary 24] D
d-totally positive AVASS D [Theorem 29] D
d-positive AVASS (d ≥ 2) U [Theorem 28] D [WSTS]
2-AVASS U U [Corollary 18]
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Outline. We introduce in Section 2 two models, well structured transition systems (WSTS)
and Presburger counter machines (PCM); we show that the property for an ordering to be
well is undecidable. Section 3 analyses the decidability of the well structured problems for
many classes of PCM and Affine VASS. Section 4 studies the decidability of reachability and
coverability for the classes studied in Section 3.

Due to space constraints, some proofs are deferred to an extended version of this paper
freely available online under the same title.

2 Counter machines and WSTS

A relation ≤ on a set E is a quasi ordering if it is reflexive and transitive; it is an ordering if
moreover ≤ is antisymetric. A quasi ordering ≤ on E is a well quasi ordering (wqo) if for all
infinite sequences of elements of E, (ei)i∈N, there exists two indices i < j such that ei ≤ ej .
For an ordered set (E,≤) and a subset X ⊆ E, the upward closure of X denoted by ↑X is
defined as follows: ↑X = {x | ∃y ∈ X such that y ≤ x}. X is said to be upward closed if
X = ↑X.

2.1 Arithmetic counter machines
A d-dim arithmetic counter machine (short, d-arithmetic counter machine or an arithmetic
counter machine) is a tuple M = (Q,Φ,→) where Q is a finite set of control-states, Φ
is a set of logical formulae with 2d free variables x1, ..., xd, x

′
1, ..., x

′
d and →⊆ Q × Φ × Q

is the transition relation between control-states. We can also without loss of generality
assume that → covers Φ, i.e. Φ does not have unnecessary formulae. A configuration of
M refers to an element of Q × Nd. The operational semantics of a d-arithmetic counter
machine M is a transition system SM = (Q × Nd,→) where →⊆ (Q × Nd) × (Q × Nd) is
the transition relation between configurations. For a transition (q, φ, q′) in M , we have a
transition (q;x1, ..., xd)→ (q′;x′1, ..., x′d) in SM iff φ(x1, ..., xd, x

′
1, ..., x

′
d) holds. Note that we

are slightly abusing notation by using the same → for both M and SM . We may omit Φ
from the definition of a counter machine if it is clear from context.

A d-dim arithmetic counter machineM with initial configuration c0 is defined by the tuple
M = (Q,Φ,→, c0) where (Q,Φ,→) is a d-arithmetic counter machine and c0 ∈ Q×Nd is the
initial configuration. An arithmetic counter machine is effective if the transition relation is
decidable (there is a decidable procedure to determine if there is a transition x→ y between
any two configurations x, y) and this is the case when it is given by an algorithm, a recursive
relation, or decidable first order formulae (for instance Presburger formulae). An arithmetic
counter machine is said to be functional if each formula in Φ that labels a transition in M
defines a partial function.

Most usual counter machines can be expressed with Presburger formulae. It is well known
that Presburger arithmetic with congruence relations without quantifiers is equivalent in
expressive power to standard Presburger arithmetic [14].

I Definition 1. A Presburger counter machine (PCM) is an arithmetic counter machine
M = (Q,Φ,→) such that Φ is a set of Presburger formulae with congruence relations without
quantifiers.

I Proposition 2 ([6]). The property for a d-dim PCM to be functional is decidable in NP.
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q1 q2

x′ = x− 13

x′ = 19− x

x′ = x− 3

x′ = x

Figure 1 The counter machine M1.

Minsky machines with d counters are d-PCM M = (Q,Φ,→) where Φ consists of either
translations with upwards closed guards, or formulae of the form ∧di=1(xi = x′i) ∧ xk = 0 for
varying k (zero-tests). Vector Addition Systems with States (VASS) are Minsky machines
without zero-tests. An Affine VASS with d counters (d-AVASS) is a d-PCM where each
transition is labelled by a formula equivalent to an affine function of the form f(x) = Ax+ b

where A ∈Md(Z) is a d× d matrix over Z and b ∈ Zd. The domain of such a function would
be the (Presburger) set of all x ∈ Nd such that Ax+ b ∈ Nd. For convenience, we will denote
d-AVASS transitions by a pair (A, b) ∈ Md(Z) × Zd. Note that AVASS is an extension of
VASS where transitions are not labelled by vectors but by affine functions (Ai, bi). Let us
define positive and totally-positive AVASS. A positive AVASS S is an AVASS such that every
matrix Ai of S is positive. This model has been studied for instance in [13]. A totally-positive
AVASS S is a positive AVASS such that every vector bi of S is positive. For totally positive
AVASS, an instance of the boundedness problem has been shown decidable in [13]. Note that
we say something is positive if it is greater than or equal to 0, not strictly greater than 0.

I Example 3. The machine M1 in Figure 1 is a 1-AVASS but it is not a 1-VASS because
there is a negative transition from q1 to q1.

I Proposition 4 ([6]). Checking whether a given PCM is a VASS, AVASS, positive AVASS
or a totally positive AVASS is decidable.

2.2 Well structured transition systems
A transition system is a tuple S = (X,→) where X is a (potentially infinite) set of con-
figurations and →⊆ X × X is the transition relation between configurations. We denote
by ∗−→ the reflexive and transitive closure of −→. For a subset S ⊆ X, we denote by
Pre(S) := {t | t→ s for some s ∈ S}, and Pre∗(S) := {t | t ∗−→ s for some s ∈ S}. Similarly
for Post(S) and Post∗(S).

An ordered transition system S = (X,→,≤) is a transition system (X,→) with a quasi-
ordering ≤ on X. Given two configurations x, y ∈ X, x is said to cover y if there exists
a configuration y′ ≥ y such that x ∗−→ y′. An ordered transition system S = (X,→,≤) is
monotone, if for all configurations s, t, s′ ∈ X such that s→ t, s′ ≥ s implies that s′ covers t.
S is strongly monotone if for all configurations s, t, s′ ∈ X such that s → t, s′ ≥ s implies
that there exists t′ ≥ t such that s′ → t′.

I Definition 5 ([8]). A well structured transition system (WSTS) is an ordered transition
system S = (X,→,≤) such that (X,≤) is a wqo and S is monotone.

The coverability problem is to determine, given two configurations s and t, whether there
exists a configuration t′ such that s ∗−→ t′ ≥ t (s covers t). This problem is one often studied
alongside well-structuredness.
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Let us consider the usual wqo ≤ on Q× Nd associated with a d-counter machine M =
(Q,→): (q1;x1, x2, ..., xd) ≤ (q2; y1, ..., yd) ⇐⇒ (q1 = q2) ∧ (∧di=1xi ≤ yi).

We say that an arithmetic counter machine M = (Q,Φ,→) is well structured (or is a
WSTS) iff its associated transition system SM is a WSTS under the usual ordering. Since the
usual ordering on (Q× Nd,≤) is a wqo, let us remark that the associated ordered transition
system SM = (Q× Nd,→,≤) is a WSTS iff SM is monotone.

Given a counter machine M = (Q,→), the control-state reachability problem is that given
a configuration (q;n1, ..., nd), and a control-state q′ whether there exist values of counters
(m1, ...,md) such that (q;n1, ..., nd)

∗−→ (q′;m1, ...,md). In this case, we often say that q′ is
reachable from (q;n1, ..., nd).

We introduce two new problems related to WSTS and Presburger counter machines.
The well structured problem: given a PCM, is it a WSTS?
The strong well structured problem: given a PCM, is it a WSTS with strong monotony?

I Example 6. The machine M1 (Figure 1) is not strongly monotone since we have:
(q1, 0) x′=19−x−−−−−−→ (q1, 19). However, we see that Post∗(q1, 10) = {(q1, 9), (q1, 10)}. There-
fore we can deduce that (q1, 10) cannot cover (q1, 19). Hence M1 is not well structured. We
give, in Section 4, an algorithm for deciding whether a 1-AVASS is well structured.

It is shown in [8] that almost every transition system can be turned into a WSTS for
the termination ordering which is not, in general, decidable. So the problem is not only to
decide whether a system is a WSTS in general; we have to choose a decidable ordering. We
show that deciding whether arbitrary (non-effective) transition systems are well-structured
for the usual (decidable) ordering on natural numbers is undecidable.

I Proposition 7. The well structured problem for 1-arithmetic counter machines is undecid-
able.

We now show that restricting to effective transition systems does not allow us to decide
the property of being a WSTS.

I Corollary 8. The well structured problem (for the usual ordering on N) for effective
transition systems whose set of configurations is included in N is undecidable.

Proof. There exists a reduction from the Halting Problem as follows:
Given a Turing machine M , we define a transition system SM = (N,→M ) as follows:

If (m = 0) ∨ (M does not halt in m steps), then, for all n, there is a transition m →M n.
Hence this transition relation →M is decidable. Now, if M does not halt, then there is a
transition m →M n for all m,n ∈ N. This satisfies monotony, hence in this case, SM is a
WSTS. However, if M halts in exactly m steps, then there is no transition from m+ 1 but
there is, in any case, a transition from 0 to n for all n. Hence in this case, SM is not a WSTS.
Therefore, SM is a WSTS iff T does not halt. J

2.3 Testing whether an ordering is well
In the previous results, the usual well ordering on natural numbers is not necessarily the
unique decidable ordering when considering the well structured problem for counter machines.
Let ≤ be a decidable quasi ordering relation on Nd. If we are interested in whether a counter
machine with this ordering is WSTS, it raises the natural question of whether we can decide if
≤ is a wqo. Unfortunately, but unsurprisingly, we first show that this property is undecidable
in dimension one (d = 1).
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I Proposition 9. The property for a decidable ordering on N to be a well ordering is
undecidable.

Let us study the case of Presburger-definable orderings in N. Among many equivalent
characterizations of wqo, we know that a quasi ordering is well iff it satisfies well-foundedness
and the finite anti-chain property. Both of these properties can be expressed using monadic
second order variables. But, it is shown in [17] that Presburger Arithmetic with a single
monadic variable becomes undecidable. Hence, this cannot directly be used to check if a
Presburger-definable ordering is a wqo. However, we still have the following result:

I Proposition 10. The property for a Presburger relation on N to be a well quasi ordering
is decidable.

3 The well structured problem for PCM

In the sequel, whenever we talk about PCM being WSTS, we will consider the usual ordering
on Q×Nd defined in subsection 2.2. We introduce a general technique to prove undecidability
of checking whether a counter machine of some class is a WSTS. Let S0 be the class of
machines we are interested in. We will show reduction from reachability in Minsky machines.

I Lemma 11. Suppose we have a procedure which takes a 2 counter Minsky machine with
initial state M = (Q,→, q0) and a control-state q1 as input and generates a machine N of
class S0 which satisfies the following two requirements:

All control-states in M are reachable implies N is a WSTS. (1)
N is a WSTS implies q1 is reachable in M from (q0; 0, 0). (2)

Then, the well structured problem for S0 is undecidable.

Proof. Suppose that the well structured problem for S0 is decidable. We will use the
above procedure to get an algorithm for Minsky machine reachability. Fix (M, q1), where
M = (Q,→M , q0). We want to check if q1 is reachable from (q0; 0, 0).

Let |Q| = n. Consider all 2n−2 subsets Q′ ⊆ Q satisfying that {q0, q1} ⊆ Q′. For each
such Q′, let →Q′ denote the restriction of →M to the set Q′ ×Q′. Hence, we can associate a
Minsky machine M ′ = (Q′,→Q′ , q0) to each such subset Q′. We call M ′ a sub-machine of
M corresponding to Q′.

Now, for each sub-machine M ′, we consider the machine N ′ of class S0, generated by the
given procedure from (M ′, q1). If there exists M ′ such that N ′ is a WSTS, then we have
that q1 is reachable in M ′ (by condition (2)), hence in M .

On the other hand, if q1 was reachable in M , then let Qreach ⊆ Q be the set of all
control-states of M which are reachable from (q0; 0, 0). Let its corresponding sub-machine
be M ′. Since all control-states of M ′ are reachable (by choice of Qreach), therefore the
corresponding N ′ will be a WSTS (by condition (1)).

Hence, q1 is reachable in M from (q0; 0, 0) iff there exists a subset Q′ ⊆ Q satisfying that
{q0, q1} ⊆ Q′ such that the corresponding sub-machine M ′ is a WSTS. Since there are only
2n−2 such subsets, we can check all of them to decide whether q1 is reachable in M .

Hence, we have given an algorithm to check reachability in Minsky machine. Therefore,
the well structured problem for S0 is undecidable. J

We will use Lemma 11 to prove that the well structured problem for functional 1-dim
PCMs is undecidable. To apply Lemma 11, we need to give an algorithm which takes a
Minsky machine M = (Q,→M , q0) and a control-state q1, and generates a functional 1-dim
PCM N1 satisfying conditions (1) and (2).
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Construction of a functional 1-dim PCM N1

Let (M, q0) be given. The procedure to generate a 1-dim PCM N1 is as follows:
Let vp(n) denote the largest power of p dividing n. For M = (Q,→M , q0), we define

the 1-PCM N1 = (Q,→N , (q0, 1)) with the same set Q of control-states. We will represent
the values of the two counters (m,n) by the one-counter values 2m3nc for any c such that
v2(c) = v3(c) = 0. Conversely, a configuration (q, n) of N1 will correspond to (q; v2(n), v3(n))
of M . Note that, we are allowing multiplication by constants c in N1 as long as v2(n) and
v3(n) remain unchanged.

Increment/decrement of counters corresponds to multiplication/division by 2 and 3 which
is Presburger expressible. Similarly, zero-test corresponds to checking divisibility by 2 and
3 which is again Presburger-expressible. So first, for each transition in →M , we add the
corresponding transition to →N .

Now, to get the suitable properties of conditions (1) and (2), we will add two more types
of transitions to →N . For each control-state q, we add a transition (q, x′1 = 6x1 + 1, q0)
to →N . We shall call it a “reset-transition” because v2(6x1 + 1) = v3(6x1 + 1) = 0, so
this transition corresponds to a counter-reset in M from anywhere regardless of our present
configuration. Note that such a transition would not change the reachability set in M . This
“reset-transition” is crucial in forcing well-structuredness in N . Also, we add a transition
(q0, (x1 = 0 ∧ x′1 = 0), q1) to →N to ensure condition (2). Since the configuration (q0, 0)
cannot be reached from the initial configuration (q0, 1) during any run of N1, this will also
not affect the reachability set of N1. Note that, all of our transitions are functional, hence
N1 is a functional 1-dim PCM.

Now, we show that the construction of N1 satisfies conditions (1) and (2).

I Lemma 12. The functional 1-dim PCM N1 satisfies condition (1).

Proof. Suppose that all control-states of M are reachable from (q0; 0, 0). Then we claim
that N1 will be a WSTS. Suppose there is a transition (q, n) →N (q′,m) and (q, n′) is
a configuration with (q, n′) ≥ (q, n). Hence we want to show existence of some path
(q, n′) ∗−→N (q′,m′) ≥ (q′,m).

Case 1: The transition (q, n)→N (q′,m) is a “reset-transition”. Hence q′ = q0 andm = 6n+1.
In this case, note that since n′ ≥ n, the transition (q, n′) →N (q0, 6n′ + 1) ≥ (q0,m)
satisfies the requirement.

Case 2: The transition (q, n) →N (q′,m) is not a “reset-transition”. In this case, m ≤ 3n
because the above transition corresponds, in M to an increment/decrement in c1 or
c2 or a zero-test. In each case, we can check that m ≤ 3n. Let there be a path
(q0; 0, 0) ∗−→M (q′;n1, n2) inM for some n1, n2. Such a path exists because all control-states
in M are reachable. Hence, we take the “reset-transition” (q, n′)→N (q0, 6n′ + 1) and
follow the corresponding path (q0, 6n′ + 1) ∗−→N (q′, 2n13n2(6n′ + 1)) ≥ (q′, 3n) ≥ (q′,m).
Hence we have again shown monotony to prove that N1 is a WSTS.

Hence we have shown that if all control-states ofM are reachable, thenN1 is monotone. J

I Lemma 13. The functional 1-dim PCM N1 satisfies condition (2).

Proof. Since there is a transition (q0, 0)→N (q1, 0), we deduce that if N1 is a WSTS, then
(q0, 1) ∗−→N (q1, n) for some n by monotony because (q0, 0) ≤ (q0, 1). Also note that since
N1 simulates M , hence reachability of q1 in N1 implies that q1 is reachable from (q0; 0, 0)
in M . J
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Since we have provided a construction of functional 1-dim PCM N1 satisfying conditions
(1) and (2), from Lemma 11 we have that:

I Theorem 14. The well structured problem for functional 1-dim PCMs is undecidable.

Similarly, we can use Lemma 11 to show this result for 2 counter Minsky machines. This
construction can be found in the extended version of this paper.

I Theorem 15. The well structured problem for 2-dim Minsky machines is undecidable.

Now, we make the observation that we can perform zero-tests using affine functions.
The basic idea is that a transition x′ = −x is only satisfied by a counter whose value
is 0. Increments/decrements can already be implemented in 2-AVASS since translations
are affine functions. A zero test on the first counter can be done by having a transition

labelled by
([
−1 0
0 1

]
,

[
0
0

])
, and similarly for second counter. Since we can implement

both increment/decrements and zero-tests with 2-AVASS, we can simulate 2-counter Minsky
machines with 2-AVASS. Note that we can extend this result to d-AVASS simulating d-counter
Minsky machines.

As a direct consequence of this and Theorem 15, we have that:

I Corollary 16. The well structured problem for 2-AVASS is undecidable.

However, if we consider strong monotony instead of monotony, the above undecidability
results can be turned into a decidability result. Strong monotony can be expressed in
Presburger arithmetic as follows:

∧
φ∈Φ

(∀x1...∀xd∀x′1...∀x′d∀y1...∀yd((
d∧
i=1

xi ≤ yi) ∧ φ(x1, ..., xd, x
′
1, ..., x

′
d)

=⇒ (∃y′1...∃y′d(
d∧
i=1

x′i ≤ y′i) ∧ φ(y1, ..., yd, y
′
1, ..., y

′
d))))

Since Presburger arithmetic is decidable, the strong well structured problem for d-PCM
is decidable.

I Remark 17. The validity of the formula of strong monotony can also be decided for extended
PCM defined in decidable extensions of Presburger Arithmetic.

4 Decidability results for 1-AVASS

Now, let us look at some reachability and coverability results for the various models of AVASS.
First, we can simulate 2-counter Minsky machines with 2-AVASS. Since coverability and
reachability are undecidable for 2-counter Minsky machines, we directly have the following
result:

I Corollary 18. Control-state reachability, hence coverability is undecidable for 2-AVASS.

Similarly, we showed in Construction of functional 1-PCM N1 that we can also simulate
2-counter Minsky machines with functional 1-PCM. Hence, we also have the following:

I Corollary 19. Control-state reachability, hence coverability is undecidable for functional
1-PCM.
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Now, let us examine the case of 1-AVASS. For 1-AVASS, reachability and consequently
coverability is decidable from work done in [10]. We show that checking whether it is a
WSTS is also decidable. Moreover, we give a simpler proof of decidability of reachability and
coverability.

Given M = (Q,→) a 1-AVASS and a final configuration (qf , nf ) that we want to check
reachability for, we present Algorithm 1 which computes Pre∗(qf , nf ) as a Presburger formula.
A transition (q, x′ = ax+ b, q′) is positive if a ≥ 0. Let a cycle/path in M be called positive
if all transitions are positive. A cycle (q1, ..., qk, q1) is called a simple cycle if q1, ..., qk are all
pairwise distinct.

Let us denote by Preq the set Pre∗(qf , nf ) ∩ ({q} × N). For a transition t = (q, x′ =
ax+ b, q′) and a given subset of X ⊆ N, let Pret(X) denote {n : an+ b ∈ X}. For a simple
cycle c rooted at q with an effective guard and transition, extend the above notation Preci(X)
for i repetitions of the cycle. Then, let Prec∗(X) := ∪i∈NPrec

i(X). We will conveniently
replace X by a formula which denotes a subset of N.

Algorithm 1 Algorithm for computing P re∗(qf , nf ) in 1-AVASS.

1: procedure computePre*
2: for all q ∈ Q do
3: φq ≡ ⊥
4: φqf

≡ (n = nf )
5: for all q ∈ Q do
6: for all simple cycles c rooted at q do
7: c.transition = simplifyTransition(c)
8: c.guard = computeGuard(c)
9: notFinished = True

10: while notFinished do
11: notFinished = False
12: for all q ∈ Q do
13: φ′ = φq
14: for all transitions t = (q, x′ = ax+ b, q′) ∈→ do
15: ExploreTransition(t)
16: for all simple cycles c containing q do
17: ExploreCycle(c)
18: if φ′ 6= φq then . Check equality as Presburger formulae
19: notFinished = True

The algorithm will keep a variable φq for each control-state q ∈ Q which will store a
Presburger formula (with one free variable n) denoting the currently discovered subset of
Preq. Let this be denoted by JφqK, i.e. JφqK := {n : φq(n)}. For uniformity, we can assume
that φq is a disjunction of formulae of form range ∧mod where range ≡ (r ≤ n ≤ s) (s
possibly ∞) and mod ≡ (n =dq

d).
We initially simplify each simple cycle into a meta-transition which is the composition of

all individual transitions in the cycle. We will also compute the guard of a cycle. Since each
positive transition has an upward closed guard and each negative transition has a downward
closed guard, the guard of a cycle will be of the form r ≤ n ≤ s for some r, s ∈ N (s possibly
∞). Hence, we will only consider a cycle in terms of its guard and its meta-transition.
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We use two main procedures in computePre*:
1. ExploreTransition: Given a transition t = (q, x′ = ax+ b, q′), it computes Pret(φq′)

and appends it to φq.
2. ExploreCycle: Given a simple cycle c rooted at q, it computes Prec∗(φq) and appends

it to φq.

I Lemma 20. For any transition t, and any simple cycle c, given φq, Pret(φq) and Prec
∗(φq)

are both Presburger expressible and effectively computable.

With this lemma the algorithm is well-defined. Now let us prove the termination and the
correctness of the algorithm.

I Proposition 21. Algorithm computePre* terminates.

Proof. For each q, we will show that Preq can be obtained in finitely many iterations of the
algorithm. Let q ∈ Q be arbitrary.

Case 1: Preq is finite:
Each value will be discovered in finitely many iterations, hence Preq will be obtained in
finitely many iterations.

Case 2: Preq is infinite:
Since we are talking about reaching (qf , nf ), we note that the only transitions which can
decrease arbitrarily large values are transitions of the form x′ = b or x′ = x− a, a > 0.
Hence, since Preq has arbitrarily large values, and each run has to reach nf (i.e. has to
be decreased), we can see that there must either be a transition x′ = b, or a positive cycle
with meta-transition x′ = x− a, reachable from q through a positive path.
Case 2.i: There is a transition x′ = b:

In this case, there exists N such that for all n ≥ N , the same path suffices. In this
case, once the aforementioned path is discovered, {n : n ≥ N} becomes a subset of
JφqK ⊆ Preq, which leaves finitely many values in Preq \ JφqK, which can again be
discovered by finitely many additional runs.

Case 2.ii: There are positive cycles with meta-transition x′ = x− a:
The idea is that we will cover Preq when we compute Prec∗ for such a cycle c. This is
because for such a cycle, all that matters is the value of the counter modulo a. Since
there are only finitely many distinct values modulo a, these will again be discovered
in finitely many runs. Hence, each cycle will be discovered in finitely many runs.
Therefore since there are finitely many simple cycles, the corresponding values of Preq
will also be discovered in finitely many runs.

Hence, for all q, in finitely many runs we will get Preq = JφqK. At such a point, the
algorithm has to stop, hence termination is guaranteed. J

I Theorem 22 (Correctness). Given a 1-AVASS M = (Q,→) and a configuration (q, n), the
algorithm computePre* computes Pre∗(q, n) as a Presburger formula.

Proof. We will show that Algorithm 1 upon termination will always have JφqK = Preq.
That JφqK ⊆ Preq should be clear. Suppose the algorithm terminates with JφqK ( Preq

for some q ∈ Q. For some value n ∈ Preq \ JφqK, consider a path which covers (q2, n2), say
the path is (q, n)→ (p1, n1)→ ...→ (pm, nm)→ (q2, n

′). In such a path, consider the largest
i, such that ni /∈ Jφpi

K. Now, in the last iteration of the algorithm, since ni+1 ∈ Jφpi+1K (by
choice of i), hence, we will explore the edge to include ni ∈ JφpiK. Hence, the algorithm would
not have terminated. Contradiction. Hence, when the algorithm terminates, JφqK = Preq. J
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I Example 23. Let us consider machine M1 in Figure 1. Suppose we want to compute
Pre∗(q1, 19). We begin with φq1 ≡ (n = 19), φq2 ≡ ⊥. If we apply ExploreTransition to
the transition (q2, (x′ = x), q1), we will get φq2 ≡ (n = 19). If we now apply ExploreCycle
to the cycle (q2, x

′ = x− 3, q2), we will get φq2 ≡ (n ≥ 19∧ n =3 1). Continuing like this, we
end up with φq1 ≡ (n ∈ {0, 3, 6, 19}∨(n ≥ 13∧n =3 1)∨(n ≥ 32∧n =3 2)∨(n ≥ 45∧n =3 0))
and φq2 ≡ (n ≥ 0 ∧ n =3 0) ∨ (n ≥ 19 ∧ n =3 1) ∨ (n ≥ 32 ∧ n =3 2). This is Pre∗(q1, 19).

I Corollary 24 ([10]). Reachability (hence coverability and control-state reachability) for
1-AVASS is decidable.

I Remark 25. Algorithm 1 also works if we extend the model of 1-AVASS with Presburger
guards at each transition. Hence, reachability, coverability and the well-structured problem
are all decidable for this model as well.

It could be useful to determine whether an 1-AVASS is a WSTS (with strict monotony)
because if it is the case, it will allow to decide other problems like the boundedness problem
that is not immediately a consequence of the computability of Pre∗(↑(q, n)). Since we can
compute Pre∗(q, n), we can also compute Pre∗(↑(q, n)) by the same technique as in Corollary
24 This can be used to determine whether a given 1-AVASS is a WSTS as follows.

I Theorem 26. The well structured problem is decidable for 1-AVASS.

Proof. First we show that M is a WSTS, iff for all negative transitions (q1, (x′ = ax+ b), q2),
the set {q1}×N is a subset of Pre∗(↑(q2, b)). For any negative transition (q1, (x′ = ax+b), q2),
we have (q1, 0)→ (q2, b). If M is a WSTS, by monotony, for any n ≥ 0, there exists a path
(q1, n) ∗−→ (q2, b

′) ≥ (q2, b) because (q1, n) ≥ (q1, 0). This implies that {q1} × N is a subset of
Pre∗(↑(q2, b)).

In the other direction, let there be a transition (q1, n)→ (q2, an+ b) and (q1, n
′) ≥ (q1, n).

If the transition is positive, i.e. a ≥ 0, then we directly have the transition (q1, n
′) →

(q2, an
′+b) ≥ (q2, an+b). If the transition is negative, then we have that (q2, an+b) ≤ (q2, b).

Since (q1, n
′) ∈ Pre∗(↑(q2, b)) (by hypothesis, since it is a negative transition), hence we

have that (q1, n
′) ∗−→ (q2, b

′) ≥ (q2, b) ≥ (q2, an+ b). Hence, M is monotone. Therefore, M is
a WSTS iff for all negative transitions (q1, (x′ = ax+ b), q2), the set {q1} × N is a subset of
Pre∗(↑(q2, b)).

Now, since Pre∗(↑(q, n)) is computable, we can check that for each negative transition
(q1, (x′ = ax+ b), q2), the set {q1} ×N is a subset of Pre∗(↑(q2, n)) to determine whether M
is a WSTS or not. J

I Example 27. Let us consider machine M1 in Figure 1 and its negative transition (q1, x
′ =

19 − x, q1). We observe that the set Pre∗(↑(q1, 19)) = {q1, q2} × {n : n ≥ 19} does not
contain {q1} × N, hence machine M1 is not a WSTS. However, in this example (Figure 1), if
we replace the transition (q1, (x′ = x − 13), q2) by (q1, (x′ = x + 1), q2), we will get a new
machine M2 which is still not a 1-VASS, but it is a WSTS.

Let us focus our attention to positive AVASS now. We know that for positive 1-AVASS
reachability is decidable from Corollary 24. We show that reachability is undecidable for
positive 2-AVASS by reduction from Post’s Correspondence Problem (PCP) [16]. Our result
completes the view about decidability of reachability for VASS extensions in small dimensions.
As a matter of fact, reachability is undecidable for VASS with two resets in dimension 3
(to adapt the proof in [7]), hence for positive 3-AVASS but it is decidable for VASS with
two resets in dimension 2 [12]. If we replace resets by affine functions, reachability becomes
undecidable in dimension two.

FSTTCS 2019
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,

[
(ak)2
(bk)2

])...

Figure 2 Construction for undecidability of reachability for positive 2-AVASS by reduction from
PCP.

Reichert gives in [20] a reduction from the Post correspondence problem to reachability
in a subclass of 2-AVASS and we may remark that his proof is still valid for positive 2-
AVASS. Blondin, Haase and Mazowiecki made some similar observations [1] for subclasses of
3− Z-AVASS, with positive matrices. Our proof is essentially the same as [20].

I Theorem 28. Reachability is undecidable for positive 2-AVASS.

Proof. Suppose we are given an instance of PCP, i.e. we are given a1, ..., ak, b1, ..., bk ∈ {0, 1}∗
for some k ∈ N. We want to check if there exists some sequence of numbers n1, ..., n` ∈
{1, ..., k} such that an1 ...an`

= bn1 ...bn`
(concatenated as strings).

We will construct the positive 2-AVASS as demonstrated in Figure 2, where |ai| refers
to the length of the string, and (ai)2 refers to the number encoded by the string ai if read
in binary (most significant digit to the left). The idea is that we use the two counters to
store the value of (an1 ...an`

)2 and (bn1 ...bn`
)2 for any n1, ..., n`. But we first increment each

counter to keep track of leading zeroes. Now, the configuration (q2; 0, 0) is reachable from
(q0; 0, 0) in the positive 2-AVASS described in Figure 2 iff the given PCP has an affirmative
answer. Hence, checking reachability in positive d-AVASS is undecidable for d ≥ 2. J

Also, we note that positive-AVASS are well-structured with strong monotony. Hence
coverability is decidable [13]. If we look at totally-positive AVASS, we can see that coverability
is already decidable by the same argument. However, reachability is also decidable.

I Theorem 29. Reachability is decidable in totally-positive AVASS for any dimension.

Proof. Let M = (Q,→) be a totally-positive d-AVASS. Given (q0;n1, ..., nd), suppose we
want to check reachability of (qf ;m1, ...,md). Let N = max{m1, ...,md}. Let fN : N →
{1, ..., N, ω} be the function which is identity on {1, ..., N} and maps {N+1, ...} to ω. Extend
this function to the set Nd component-wise. Since M is totally-positive, we can restrict our
search space from Q × Nd to Q × {0, ..., N, ω}d by applying fN to each configuration and
using the following arithmetic rules: 0.ω = 0, and for all k ≥ 1, k.ω = ω and ω + k = ω.

We claim that if (qf ;m1, ...,md) is reachable, then it is reachable in this restricted
search-space. This follows from the fact that given any element (n1, ..., nd) of Nd, and a
totally positive transition t = (A, b), we will have that t(fN (n1, ..., nd)) = fN (t(n1, ..., nd))
(t acts on fN (n1, ..., nd) to give an element in {0, ..., N, ω}d). This is because a totally
positive transition cannot decrease a value other than by multiplying it by 0, hence any
value greater than N will continue to be greater than N . Also note that, by choice of N ,
fN (m1, ...,md) = (m1, ...,md).

Once we have this, we can make an induction on the length of the path to see that if
(qf ;m1, ...,md) is reachable, it is reachable in the restricted search-space Q× {0, ..., N}d.

Since Q× {0, ..., N, ω}d is finite, this shows decidability of reachability. J



A. Finkel and E. Gupta 41:13

Coverability undecidable
Coverability decidable
Reachability decidable

Pre* computable

WSTS

Totally positive d-AVASS 1-AVASS

1-Minsky machines

VASS

Positive d-AVASS

2-Minsky machines
d-AVASS (d ≥ 2)

Figure 3 Showing reachability and coverability results for various AVASS models.

5 Conclusion and perspective

We introduced two variants of the well structured problem for PCM and we solve it for
many classes of PCMs. Moreover, we answer the decidability questions for reachability and
coverability for classes of PCMs and AVASSs (we summarise the results of Section 4 in
Figure 3).

Many open problems can be attacked like the complexity of reachability for 1-AVASS
(reachability is NP for 1-VASS and PSPACE for polynomial VASS), the size of Pre∗ of a
1-AVASS (and its relation with the theory of flattable VASS [18]), and the decidability of
the property for a Presburger relation on Nd to be a well-quasi ordering for d ≥ 2.

We also open the way to study the decidability of the well structured problems (for
various orderings) for many other models like pushdown counter machines, FIFO automata,
Petri nets extensions. For instance, we wish to solve the well structured problems for FIFO
automata. We know that lossy FIFO automata are well structured (for the subword ordering)
but what is the class of perfect FIFO automata which is well structured (for the prefix
ordering)?
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Abstract
Replicated Data Types (rdts) have been introduced as a suitable abstraction for dealing with
weakly consistent data stores, which may (temporarily) expose multiple, inconsistent views of their
state. In the literature, rdts are commonly specified in terms of two relations: visibility, which
accounts for the different views that a store may have, and arbitration, which states the logical order
imposed on the operations executed over the store. Different flavours, e.g., operational, axiomatic
and functional, have recently been proposed for the specification of rdts. In this work, we propose
an algebraic characterisation of rdt specifications. We define categories of visibility relations and
arbitrations, show the existence of relevant limits and colimits, and characterize rdt specifications
as functors between such categories that preserve these additional structures.
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1 Introduction

The cap theorem establishes that a distributed data store can simultaneously provide
two of the following three properties: consistency, availability, and tolerance to network
partitions [8]. A weakly consistent data store prioritises availability and partition tolerance
over consistency. As a consequence, a weakly consistent data store may (temporarily) expose
multiple, inconsistent views of its state; hence, the behaviour of operations may depend
on the particular view over which they are executed. Replicated data types (rdts) have
been proposed as suitable data type abstractions for weakly consistent data stores. The
specification of such data types usually takes into account the particular views over which
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Figure 1 A register specification.

operations are executed. A view is usually represented by a visibility relation, which is a
binary, acyclic relation over the operations (a.k.a. events) executed by the system. The
state of a store is described instead as a total order over the events, called arbitration,
which describes the way in which conflicting concurrent operations are resolved. Different
specification approaches for rdts are presented in the literature, all of them building on
the notions of visibility and arbitration [2, 3, 4, 5, 7, 6, 9, 11, 13, 14]. A purely functional
approach for the specification of rdts has been presented in [7, 6], where an rdt is associated
with a function that maps each visibility relation into a set of arbitrations.

Consider an rdt Register that represents a memory cell, whose content can be updated
and read. Following the approach in [7], the rdt Register is specified by a function that
maps visibility relations into sets of arbitrations: we call here such function SlwwR. Figure 1a
illustrates the definition of SlwwR for the case in which the visibility relation involves two
concurrent writes and a read. Events are depicted by pairs 〈operation, result〉 where wr(k)
stands for an operation that writes the value k and rd stands for a read. The two writes are
unrelated (i.e., they are not visible to each other), while the read operation sees both writes.
The returned value of the read operation is 2, which coincides with one of the visible written
values. According to Figure 1a, SlwwR maps such visibility graph into a set containing those
arbitrations (i.e., total orders over the three events in the visibility relation) in which wr(1)
precedes wr(2). Arbitrations may not reflect the causal ordering of events; in fact, the last
two arbitrations in the right-hand-side of the equation in Figure 1a place the read before
the operation that writes the read value 2. We remark that arbitrations do not necessarily
account for real-time orderings of events: they are instead possible ways in which events can
be logically ordered to explain a given visibility. For instance, the excluded arbitrations in the
image of SlwwR are the total orders in which wr(2) precedes wr(1), i.e., the specification bans
the behaviour in which a read operation returns a value that is different from the last written
one. An extreme situation is the case in which the specification maps a visibility relation into
an empty set of arbitrations, which means that events cannot be logically ordered to explain
such visibility. For instance, the equation in Figure 1b assigns an empty set of arbitrations
to a visibility relation in which the read operation returns a value that is different from the
unique visible written value (i.e., it returns 0 instead of 1). In this way, the specification
bans the behaviour in which a read operation returns a value that does not match a previous
written value. As originally shown [7], this style of specification can be considered (and it
is actually more general than) the model for the operational description of rdts proposed
in [4]. We refer the reader to [6] for a formal comparison of the two different approaches.

This work develops the approach suggested in [7] for the categorical characterisation
of rdt specifications. We consider the category PIDag(L) of labelled, directed acyclic
graphs and injective pr-morphisms, i.e., label-preserving morphisms that reflect directed
edges, and the category SPath(L) of sets of labelled, total orders and ps-morphisms, i.e.,
morphisms between sets of paths. A ps-morphism f : X1 → X2 from a set of paths X1 to a
set of paths X2 states that any total order in X2 can be obtained by extending some total
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order in X1. In this work we show that a large class of specifications, dubbed coherent, can
be characterised functorially. Roughly, a coherent specification accounts for those rdts
such that the arbitrations associated with a visibility relation can be obtained by extending
arbitrations associated with “smaller” visibilities: as illustrated in [6], they correspond to
what are called return value consistent rdts in [4]. We establish a bijection between functors
and specifications, showing that a coherent specification induces a functor from PIDag(L)
into SPath(L) that preserves colimits and binary pullbacks and vice versa.

The paper has the following structure. Section 2 offers some preliminaries on categories
of relations, which are used for proposing some basic results on categories of graphs and
paths in Section 3. Section 4 recalls the set-theoretical presentation of rdts introduced in [6].
Section 5 introduces our semantical model, the category of set of paths, describing some of its
basic properties with respect to limits and colimits. In Section 6 we present some categorical
operators for rdts, which are used in Section 7 to present our main characterisation results.
The paper is closed with some final remarks, a comparison of the proposed constructions
with those presented in [7], and some hints towards future work.

2 Preliminaries on Relations

Relations. Given a finite set E, a (binary) relation ρ over E is a subset ρ ⊆ E × E of the
cartesian product of E with itself. We use the pair 〈E, ρ〉 to denote a relation ρ over E, in
order to always have the set of events explicit, and simply ∅ to denote the empty relation.

A subset E′ ⊆ E is downward closed with respect to ρ if ∀e ∈ E, e′ ∈ E′.e ρ e′ implies e ∈ E′

and, when ρ is clear, we write bec for the smallest downward closed set including e ∈ E.

IDefinition 1 ((Binary Relation) Morphisms). A (binary relation) morphism f : 〈E, ρ〉 → 〈T, γ〉
is a function f : E→ T such that

∀e, e′ ∈ E. e ρ e′ implies f(e) γ f(e′)

A morphism f : 〈E, ρ〉 → 〈T, γ〉 is past-reflecting (shortly, pr-morphism) if

∀e ∈ E, t ∈ T. t γ f(e) implies ∃e′ ∈ E. e′ ρ e ∧ t = f(e′)

Note that both classes of morphisms are closed under composition: we denote as Bin the
category of relations and their morphisms and PBin the sub-category of pr-morphisms.

I Lemma 2 (Characterising pr-morphisms). Let f : 〈E, ρ〉 → 〈T, γ〉 be a morphism. If
1. f(e) γ f(e′) implies e ρ e′, and
2.

⋃
e∈E f(e) is downward closed,

then it is a pr-morphism. If f is injective, then the converse holds.

Proof. For ⇒), let us take e ∈ E and t ∈ T. If t γ f(e), then there exists e′ ∈ E such that
t = f(e′) because of (2). By (1), f(e′) γ f(e) implies e′ ρ e.

For⇐), by the definition of pr-morphism f(e) γ f(e′) implies ∃e ∈ E. e ρ e′ ∧ f(e) = f(e).
Since f is injective, e = e and hence e ρ e′. So, let T =

⋃
e∈E f(e). We want to show that

∀t ∈ T, t′ ∈ T . tγ t′ implies t ∈ T

The proof follows by contradiction. Assume that ∃t ∈ T, t′ ∈ T . t γ t′ ∧ t 6∈ T . By
definition of T ,∃e ∈ E such that f(e) = t′. Since f is a pr-morphism, then

t γ f(e) implies ∃e′ ∈ E. e′ ρ e ∧ t = f(e′)

Therefore t = f(e′) ∈ T , which contradicts the assumption t /∈ T . J
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Clearly, Bin has both finite limits and finite colimits, which are computed point-wise as
in Set. The structure is largely lifted to PBin.

I Proposition 3 (Properties of PBin). The inclusion functor PBin → Bin reflects finite
colimits and binary pullbacks.

In other words, since Bin has finite limits and finite colimits, finite colimits and binary
pullbacks in PBin always exist and are computed as in Bin. There is e.g. no terminal
object, since morphisms in Bin into the singleton are clearly not past-reflecting.

Monos in Bin are just morphisms whose underlying function is injective, and similarly in
PBin, so that the inclusion functor preserves (and reflects) them.

I Lemma 4 (Monos under pushouts). Pushouts in Bin (and thus in PBin) preserve monos.

We now introduce labelled relations. Consider the forgetful functors Ur : Bin→ Set and
Up : PBin→ Set, the latter factoring through the inclusion functor PBin→ Bin. Given a
set L of labels, we consider the comma categories Bin(L) = Ur ↓ L and PBin(L) = Up ↓ L:
finite colimits and binary pullbacks always exist and are essentially computed as in Bin.

Explicitly, an object in Ur ↓ L is a triple (E, ρ, λ) for a labeling function λ : E → L. A
label-preserving morphism (E, ρ, λ) → (E′, ρ′, λ′) is a morphism f : (E, ρ) → (E′, ρ′) such
that ∀s ∈ E. λ(s) = λ′(f(s)). Moreover, finite colimits and binary pullbacks exist and are
computed as in Bin. Similar properties hold for the objects and the morphisms of Up ↓ L.

3 Categories of Graphs and Paths

We now move to introduce specific sub-categories that are going to be used for both the
syntax and the semantics of specifications.

I Definition 5 (PDag). PDag is the full sub-category of PBin whose objects are directed
acyclic graphs.

In other terms, objects are relations whose transitive closures are strict partial orders.
I Remark 6. The full sub-category of Bin whose objects are directed acyclic graphs is not
suited for our purposes, since e.g. it does not admit pushouts, not even along monos. The
one with pr-morphisms is much more so, still remaining computationally simple.

I Proposition 7 (Properties of PDag). The inclusion functor PDag→ PBin reflects finite
colimits and binary pullbacks.

We now move to consider paths, i.e., relations that are total orders.

I Definition 8 (Path). Path is the full sub-category of Bin whose objects are paths.

Note that defining Path as only containing pr-morphisms would be too restrictive, since
there exists a pr-morphism between two paths if and only if one path is a prefix of the other.

I Proposition 9 (Properties of Path). The inclusion functor Path → Bin reflects finite
colimits.

As for relations, we consider suitable comma categories in order to capture labelled paths
and graphs. In particular, we use the forgetful functors Urp : Path→ Set and Upd : PDag→
Set: for a set of labels L we denote PDag(L) = Urp ↓ L and Path(L) = Upd ↓ L. Once more,
finite colimits and binary pullbacks always exist and are essentially computed as in Bin.
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4 Replicated Data Type Specification

We briefly recall the set-theoretical model of replicated data types (rdt) introduced in [6].
Our main result is its categorical characterisation, which is given in the following sections.

First, some notation. We denote a graph as the triple 〈E ,≺, λ〉 and a path as the triple
〈E ,≤, λ〉, in order to distinguish them. Moreover, given a graph G = 〈E ,≺, λ〉 and a subset
E ′ ⊆ E , we denote by G|E′ the obvious restriction (and the same for a path P).

We now define a product operation on a set of paths X = {〈Ei,≤i, λi〉}i. First, we say
that the paths of a set X are compatible if ∀e, i, j. e ∈ Ei ∩ Ej implies λi(e) = λj(e).

I Definition 10 (Product). Let X be a set of compatible paths. The product of X is⊗
X = {P | P is a path over

⋃
i

Ei and P|Ei
∈ X }.

Intuitively, the product of paths is analogous to the synchronous product of transition
systems, in which common elements are identified and the remaining ones can be freely
interleaved, as long as the original orders are respected. A set of sets of paths X1,X2, . . . is
compatible if

⋃
i Xi is so. In such case we can define the product

⊗
i Xi as

⊗ ⋃
i Xi.

Now, let us further denote with G(L) and P(L) the sets of (finite) graphs and (finite)
paths, respectively, labelled over L and with ε the empty graph. Also, when the set of labels
L is chosen, we let G(E , λ) and P(E , λ) the sets of graphs and paths, respectively, whose
elements are those in E and are labelled by λ : E → L.

I Definition 11 (Specifications). A specification S is a function S : G(L)→ 2P(L) such that
S(ε) = {ε} and ∀G. S(G) ∈ 2P(EG,λG).

In other words, a specification S maps a graph (interpreted in terms of the visibility
relation of a rdt) to a set of paths (that is, the admissible arbitrations of the rdt). Indeed,
note that P ∈ S(G) is a path over EG, hence a total order of the events in G.

As shown in [6], Definition 11 offers an alternative characterisation of rdts [4] for a
suitable choice of the set of labels. In particular, an rdt boils down to a specification labelled
over pairs 〈operation, value〉 that is saturated and past-coherent. The former property is a
technical one: roughly, if G′ is an extension of G with a fresh event e, then the admissible
arbitrations that a saturated specification S assigns to G′ (i.e., the set of paths S(G′)) are
included in the admissible arbitrations of G saturated with respect to e, i.e., all the paths
that extends a path in S(G) with e inserted at an arbitrary position. Coherence instead is
fundamental and expresses that admissible arbitrations of a visibility graph can be obtained
by composing the admissible arbitrations of smaller visibilities.

I Definition 12 ((Past-)Coherent Specification). Let S be a specification. We say that S is
past-coherent (briefly, coherent) if

∀G 6= ε. S(G) =
⊗
e∈EG

S(G|bec).

Explicitly, in a coherent specification S the arbitrations of a configuration G (i.e., the set
of paths S(G)) are the composition of the arbitrations associated with its sub-graphs G|bec.

Next example illustrates a coherent specification for the Register rdt.
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I Example 13 (Register). Fix the set of labels L = {〈wr(k), ok〉, 〈rd, k〉 | k ∈ N} ∪ {〈rd,⊥〉}.
Then, the specification of the rdt Register is given by the function SlwwR defined as

P ∈ SlwwR(G) iff ∀e ∈ EG.


λ(e) = 〈rd,⊥〉 implies ∀e′ ≺G e, k. λ(e′) 6= 〈wr(k), ok〉
∀k. λ(e) = 〈rd, k〉 implies ∃e′ ≺G e. λ(e′) = 〈wr(k), ok〉 and

∀e′′ ≺G e, k′ 6= k. e′ <P e′′ implies λ(e′′) 6= 〈wr(k′), ok〉

Intuitively, a visibility graph G is mapped to a non-empty set of arbitrations (i.e.,
SlwwR(G) 6= ∅) only when each event e in G associated with a read operation has a re-
turn value k that matches the value written by the greatest event e′ (according to <P). The
result of a read is undefined (i.e., ⊥) when it does not see any write (first condition).

5 The model category

In order to provide a categorical characterisation of coherent specifications, we must first
define precisely the model category. So far, we know that its objects have to be sets of
compatible paths. We fix a set of labels L, and we first look at a free construction for paths,
and then we turn our attention to morphisms.

5.1 Saturation
I Definition 14 (Path saturation). Let P be a path and f : (EP, λP) → (E , λ) a function
preserving labels. The saturation of P along f is defined as

sat(P, f) = {Q | Q ∈ P(E , λ) and f induces a morphism f : P→ Q}

Saturation is generalised to sets of paths X ⊆ P(E , λ) as
⋃

P∈X sat(P, f).

Note that, should f not be injective, it could be that sat(P, f) = ∅.

I Example 15. Consider the injective, label-preserving function f from {〈wr(1), ok〉, 〈wr(2),
ok〉} to {〈wr(1), ok〉, 〈wr(2), ok〉, 〈rd, 2〉}. Then, we have

sat

Ö 〈wr(1), ok〉

〈wr(2), ok〉

 , f

è
=


〈wr(1), ok〉

〈wr(2), ok〉

〈rd, 2〉}

,

〈wr(1), ok〉

〈rd, 2〉}

〈wr(2), ok〉

,

〈rd, 2〉}

〈wr(1), ok〉

〈wr(2), ok〉


Intuitively, saturation adds 〈rd, 2〉 – and in general events not in the image of f – to the
original path in all possible ways, preserving the order of original events.

I Definition 16 (Path retraction). Let Q be a path and f : E → EQ a function. The retraction
of Q along f is defined as

ret(Q, f) = {P | P ∈ P(E , λ) and f induces a morphism f : P→ Q}

The notion of retraction is extended to sets of paths X ⊆ P(E , λ) as
⋃

Q∈X ret(Q, f).

Note that λ is fully characterised as the restriction of λQ along the mapping. Should f be
injective, ret(Q, f) would be a singleton, and if f is an inclusion, then ret(Q, f) = Q|E .

We may now start considering the relationship between the two notions.
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I Lemma 17. Let X1 ⊆ P(E1, λ1) be a set of paths and f : (E1, λ1) → (E2, λ2) a function
preserving labels. Then X1 ⊆ ret(sat(X1, f), f). If f is injective, then the equality holds.

I Lemma 18. Let X2 ⊆ P(E2, λ2) be a set of paths and f : E1 → E2 a function. Then
X2 ⊆ sat(ret(X2, f), f).

We say that an injective function f is saturated with respect to X2 if the equality holds.

I Example 19. Consider the set of paths X1 and X2 and the pr-morphism f below

X1 =


〈wr(1), ok〉

〈wr(2), ok〉

 X2 =


〈wr(1), ok〉

〈wr(2), ok〉

〈rd, 2〉

 f :
〈wr(1), ok〉

〈wr(2), ok〉
→

〈wr(1), ok〉

〈wr(2), ok〉

〈rd, 2〉

the underlying function f (defined in Example 15) is not saturated with respect to X2 because


〈wr(1), ok〉

〈wr(2), ok〉

〈rd, 2〉

 6= sat(ret(


〈wr(1), ok〉

〈wr(2), ok〉

〈rd, 2〉

, f), f) = sat(


〈wr(1), ok〉

〈wr(2), ok〉

, f)

In fact, the ps-morphism f : X1 → X2 only adds the new event 〈rd, 2〉 on top of the path in
X1, thus making it a topological ps-morphism (see Section 7.3 later on).

5.2 From saturation to categories
We can exploit saturation to get a simple definition of our model category.

I Definition 20 (ps-morphism). Let X1 ⊆ P(E1, λ1) and X2 ⊆ P(E2, λ2) be sets of paths. A
path-set morphim (shortly, ps-morphism) f : X1 → X2 is a function f : (E1, λ1) → (E2, λ2)
preserving labels such that X2 ⊆ sat(X1, f).

Intuitively, there is a ps-morphism from the set of paths X1 to the set of paths X2 if any
path in X2 can be obtained by adding events to some path in X1. This notion captures the
idea that arbitrations of larger visibilities are obtained as extensions of smaller visibilities.

I Example 21. Consider the following three sets and the function f from Example 15

X1 =


〈wr(1), ok〉

〈wr(2), ok〉

 X2 =


〈wr(1), ok〉

〈wr(2), ok〉

〈rd, 2〉

,

〈wr(1), ok〉

〈rd, 2〉

〈wr(2), ok〉

 X3 =


〈wr(1), ok〉

〈wr(2), ok〉

〈rd, 2〉

,

〈wr(2), ok〉

〈rd, 2〉

〈wr(1), ok〉


Now, f induces a ps-morphism f : X1 → X2 because X2 ⊆ sat(X1, f) (the latter is shown in
Example 15). On the contrary, there is no ps-morphism from X1 to X3: the rightmost path
of X3 cannot be obtained by extending a path of X1 with an event labelled by 〈rd, 2〉.

I Definition 22 (Sets of Paths Category). We define SPath(L) as the category whose objects
are sets of paths labelled over L and arrows are ps-morphisms.

I Proposition 23 (Properties of SPath). The category SPath(L) has finite colimits along
monos and binary pullbacks.
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Proof.
(Strict) initial object. The (unique) initial object is 〈∅, {ε}, ∅〉, with ε ∈ P(∅, ∅) the empty

path. Let X ⊆ P(E , λ) and ! : ∅ → E the unique function. We have a function ! : (∅, ∅)→
(E , λ) such that X ⊆ sat({ε}, !) = P(E , λ).

Binary Pushouts. Let X ,X1, and X2 be sets of paths and fi : X → Xi ps-morphisms.
Consider the underlying functions fi : E → Ei and their pushout f′

i : Ei → E1 +E E2 in the
category of sets: it induces a pushout f′

i : Xi → sat(X1, f′
1) ∩ sat(X2, f′

2) in SPath(L).
Binary Pullbacks. Let X ,X1, and X2 be sets of paths and fi : Xi → X ps-morphisms.

Consider the underlying functions fi : Ei → E and their pullback f′
i : E1 ×E E2 → Ei

in the category of sets: it induces a pullback f′
i : ret(X1, f′

1) ∪ ret(X2, f′
2) → Xi in

SPath(L). J

The above characterisation of pushouts is enabled by the fact that we considered injective
functions. To help intuition, we now instantiate that characterisation to suitable inclusions.

I Lemma 24. Let fi : X → Xi be ps-morphisms such that the underlying functions fi : E → Ei
are inclusions and E = E1 ∩ E2. Then their pushout is given by f′

i : Xi → X1 ⊗X2.

Proof. By definition X1 ⊗X2 = {P | P is a path over
⋃
i Ei and P|Ei

∈ Xi}. Note also that
sat(Xi, f′

i) =
⋃

Q∈Xi
{P | P ∈ P(

⋃
i Ei,

⋃
i λi) and f′

i induces a path morphism f′
i : P → Q}.

Since f′
i is an inclusion, the latter condition equals to P|Ei

= Q, thus the property holds. J

I Example 25. Consider the following ps-morphisms
〈wr(1), ok〉

〈wr(2), ok〉

〈rd, 2〉

←

〈wr(1), ok〉

〈wr(2), ok〉

→

〈wr(1), ok〉

〈wr(2), ok〉

〈rd, 1〉

,

〈wr(2), ok〉

〈wr(1), ok〉

〈rd, 1〉


then, the pushout is given by the following ps-morphisms


〈wr(1), ok〉

〈wr(2), ok〉

〈rd, 2〉

→



〈wr(1), ok〉

〈wr(2), ok〉

〈rd, 1〉

〈rd, 2〉

,

〈wr(1), ok〉

〈wr(2), ok〉

〈rd, 2〉

〈rd, 1〉


←


〈wr(1), ok〉

〈wr(2), ok〉

〈rd, 1〉

,

〈wr(2), ok〉

〈wr(1), ok〉

〈rd, 1〉


An analogous property holds for pullbacks. Let fi : Xi → X be ps-morphisms such that

the underlying functions are inclusions: the pullback is given as f′
i :

⋃
i Xi|E1∩E2

→ Xi. In
particular, the square below is both a pullback and a pushout.

⋃
i Xi|E1∩E2

X1

X2 X1 ⊗X2

6 Structure and Operators for Visibility

We now study the category of visibility relations. We first introduce an operation that will
be handy for our categorical characterisation. We say that a graph G is rooted if there exists
a (necessarily unique) event e ∈ EG such that G = G|bec.
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I Definition 26 (Extension). Let G = 〈E ,≺, λ〉 and E ′ ⊆ E. We define the extension of G
over E ′ with ` as the graph G`E′ = 〈E>,≺ ∪ (E ′ × {>}), λ[> 7→ `]〉.

Here, E> denotes the extension of the set E with a new event >, labelled into `. Intuitively,
G`E′ is obtained by adding to the visibility relation G a new event “seeing” some events in E ′.
We call the inclusion G→ G`E′ an extension morphism. Should G`E′ be rooted, we call it a root
extension of G, and the associated inclusion a root extension morphism.

I Proposition 27. Rooted graphs form a family of separators of PDag(L).

Proof. We need to show that for any pair of pr-morphisms f1, f2 : G1 → G2 such that f1 6= f2
there is a rooted graph G and a morphism f : G→ G1 such that f; f1 6= f; f2. Given e ∈ EG1

such that f1(e) 6= f2(e), it suffices to consider the pr-morphism f : G1|bec → G1. J

We now further curb the arrows in PDag(L) to monic ones. Intuitively, we are only
interested in what happens if we add further events to visibility relations. We thus consider
the sub-category PIDag(L) of direct acyclic graphs and monic pr-morphisms. Note that the
chosen morphism f in the proof of Proposition 27 is mono, since morphisms in PDag(L)
are monic if and only if the underlying function is injective. We can then show that rooted
graphs are also a family of generators for the sub-category PIDag(L).

We first need a technical lemma.

I Lemma 28 (Monos under pushouts, 2). Pushouts in PDag(L) preserve monos.

We can then state an important characterisation of PIDag(L).

I Proposition 29. PIDag(L) is the smallest sub-category of PDag(L) containing all root
extension morphisms and closed under finite colimits.

Proof. First, note that, since pushouts in PDag(L) preserve monos, the smallest sub-
category of PDag(L) containing all root extensions and closed under finite colimits is surely
a sub-category also of PIDag(L). So, given a monic pr-morphism f : G1 → G2, we need to
prove that it can be generated from root extension morphisms via colimits. We proceed by
induction on the cardinality of EG2 .

If the cardinality is 0, then f must be the identity of the empty graph. Otherwise,
consider G2 and assume that it is rooted with root e. Now, if e ∈ img(f), since the image of
a pr-morphism is downward closed, it turns out that f is the identity of G2. If it is not in the
image, then f can be decomposed as G1 → (G2 \ e)→ G2: the left-most is given by induction,
while the right-most is a root extension morphism. Without loss of generality, let us assume
that G2 has two distinct roots, namely e1 and e2, and that the image of f is contained in
G2|be1c. Now, f can be decomposed as G1 → G2|be1c → G2: the left-most is given by induction,
while the right-most is obtained via the pushout of the span G2|be1c ∩ G2|be2c → G2|beic. J

7 A categorical correspondence

It is now the time for moving towards our categorical characterisation of specifications.
In this section we will show that coherent specifications induce functors preserving the
relevant categorical structure (soundness) and, conversely, that a certain class of functors
(basically, those preserving finite colimits and binary pullbacks) induce coherent specifications
(completeness). Finally, we will prove that these functions between functors and specifications
are mutually inverse, establishing a one-to-one correspondence (up-to isomorphism).

We first provide a simple technical result for coherent specifications.
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I Lemma 30. Let S be a coherent specification and E ⊆ EG. If E is downward closed, then
S(G)|E ⊆ S(G|E).

Proof. Let E be downward closed, and note that this amounts to requiring E =
⋃
e∈E bec,

hence for all e ∈ E we have that (G|E)|bec = G|bec. By the latter and by coherence we have

S(G)|E = (
⊗

e∈EG
S(G|bec))

∣∣∣
E
and S(G|E) =

⊗
e∈E S(G|bec). Note that (

⊗
e∈EG
S(G|bec))

∣∣∣
E
⊆⊗

e∈E S(G|bec) because a path in the former can always be restricted to a suitable path with
fewer events on the latter (the converse in general does not hold). J

7.1 Soundness
The notion of specification introduced in Definition 11 is oblivious to the existence of
morphisms between graphs. In the following we impose a minimal consistency requirement,
i.e., that a specification maps isomorphic graphs to isomorphic sets of paths, along the same
isomorphism on events. That is, if there exists an isomorphism in PDag from G1 to G2 with
underlying bijection f : EG1 → EG2 , then for all specifications S there is an isomorphism in
SPath(L) from S(G1) to S(G2) with the same underlying function.

I Proposition 31 (functors induced by specifications). A coherent specification S induces a
functor M(S) : PIDag(L)→ SPath(L).

Proof. For G we define M(S)(G) as S(G) and for f : G → G′ we define M(S)(f) as the ps-
morphism with underlying injective function f : (EG, λG) ↪→ (EG′ , λG′). The proof boils down
to showing that f really is a ps-morphism from S(G) into S(G′), i.e., S(G′) ⊆ sat(S(G), f)
and, since we are considering specifications preserving isomorphisms, we can restrict our
attention to the case where f is an inclusion.

Since f is a pr-morphism,
⋃

e∈EG
f(e) is downward-closed in G′ and thus by Lemma 30

we have S(G′)|EG
⊆ S(G′|EG

) = S(G), the latter equality given by coherence. Now, consider
a path P ∈ S(G′). Since P|EG

∈ S(G), we have P ∈ sat(S(G), f), because saturation adds
missing events – namely those in EG′ \ EG – to P|EG

in all possible ways. Therefore we can
conclude S(G′) ⊆ sat(S(G), f). J

It is a well-known fact that the category of sets and injective functions lacks pushouts.
The same also holds for PIDag(L). However, recall now that pushouts in PDag(L) preserve
monos (Lemma 28). Thus in the following we say that a functor F : PIDag(L)→ SPath(L)
weakly preserves finite pushouts (and in fact, finite colimits) if any commuting square in
PIDag(L) that is a pushout (via the inclusion functor) in PDag(L) is mapped by F to a
pushout in SPath(L).

I Theorem 32. Let S be a coherent specification. The induced functor M(S) : PIDag(L)→
SPath(L) weakly preserves finite colimits and preserves binary pullbacks.

Proof. The initial object is easy, since it holds by construction. As for pushouts and pullbacks:
since S is coherent, it boils down to Lemma 24. J

7.2 Completeness
It is now time for moving to the completeness results of our work, showing (a few alternatives
on) how to obtain a specification from a functor.

I Theorem 33. Let F : PIDag(L) → SPath(L) be a functor such that F(G) ⊆ P(EG, λG).
If F weakly preserves finite colimits and preserves binary pullbacks, it induces a coherent
specification S(F).
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Proof. Let S(F)(G) = F(G). We shall show that F(G) is coherent. Consider the following
pushout in PDag(L)

G|be1c∩be2c G|be2c

G|be1c G|be1c∪be2c

(7.1)

Since F preserves pullbacks, thus monos, and weakly preserves pushouts, this diagram is
mapped by F to the following pushout in SPath(L)

F(G|be1c∩be2c) F(G|be2c)

F(G|be1c) F(G|be1c∪be2c)
(7.2)

where all underlying functions between events are inclusions. By Lemma 24 we have that

F(G|be1c∪be2c) ' F(G|be1c)⊗ F(G|be2c)

Since clearly G = G|⋃
e∈EG

bec, by associativity of pushouts we obtain coherence

F(G) '
⊗
e∈EG

F(G|bec)

Isomorphism preservation follows from F being a functor. J

Combined with Theorem 32, the result above intuitively tells us that the coherence
of a specification roughly corresponds to the weak preservation of colimits. However, the
set-theoretical requirement F(G) ⊆ P(EG, λG) is still unsatisfactory, yet apparently unavoidable,
because a generic F could associate any set of paths to a graph. We can sharpen the result
by requiring functors to preserve specific properties for suitable arrows of PIDag(L). The
candidates are root extension morphisms, given the properties shown in Section 6. In order
to define the functors, we also need to consider a suitable subset of the arrows of SPath(L).

I Definition 34 (Saturated specifications). Let S be a specification. It is saturated if for all
graphs G and extensions G`E the inclusion f : EG → EG` is saturated with respect to S(G`E) (see
Lemma 18), that is

∀G, E , `. S(G`E) = sat(ret(S(G`E), f), f)

A saturation ps-morphism (along `) is a saturated ps-morphism f : X1 → X2 with
underlying function (E , λ)→ (E>, λ[> 7→ `]). We can now prove an instance of Theorem 33
concerning saturated specifications.

I Proposition 35. Let F : PIDag(L) → SPath(L) be a functor mapping root extension
morphisms into saturation ps-morphisms (along the same labels). If F weakly preserves finite
colimits, it induces a saturated, coherent specification S(F).

Proof. We first show that F preserves monos, which renders the assumption of Theorem 33
about preservation of pullbacks redundant. We will essentially follow the proof of Propos-
ition 29. Given f : G1 → G2 in PIDag(L), we proceed by induction on the cardinality of
EG2 . If EG2 is ∅, i.e., it is the initial object, then f is the identity on ∅, and the claim follows
by functors preserving identities. Suppose now that G2 is rooted with root e. If e ∈ img(f),
then f again is the identity. Otherwise, f can be decomposed as G1 → (G2 \ e) → G2: the
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left-most one satisfies the induction hypothesis, and the right-most one is a root extension
morphism, which by hypothesis is mapped to a (monic) saturation ps-morphism. Therefore,
by functoriality of F, the claim holds for the composition of these morphisms. If G2 is not
rooted, then f can be similarly decomposed as G1 → G2|be1c → G2. By induction the claim
holds for the left-most morphism. The right-most one is obtained via a pushout of the form
(7.1), which is mapped by F to a pushout of the form (7.2), because F (weakly) preserves finite
colimits. By induction hypothesis, the span of this pushout consists of monic ps-morphisms,
therefore we use Lemma 24 to conclude that the pushout morphisms are monic as well, hence
the right-most morphism satisfies our claim. Again, the claim for the whole of f follows from
functoriality of F. A similar inductive argument can be used to show that F(G) is a set of
paths over (EG, λG) (up to a label-preserving isomorphism of events). Therefore we can now
re-use the proof of Theorem 33 and obtain that S(F) is a coherent specification.

It remains to be shown that S(F) is saturated, that is F(G`E) = sat(ret(F(G`E), f), f).
If G`E is rooted, this follows from F mapping root extensions to saturation ps-morphisms.
Otherwise, by coherence, F(G`E) can be decomposed into the product

⊗
e∈(EG)>

F(G`E
∣∣
bec). For

each component of the product we have a root extension G`E
∣∣
bec \e→ G`E

∣∣
bec, which is mapped

by F to a saturation ps-morphism, therefore we have F(G`E
∣∣
bec) = sat(ret(F(G`E

∣∣
bec), fe), fe),

where fe is the underlying function between events of the root extension. Saturation of F(G`E)
follows by computing the product of these sets of paths. J

7.3 More Completeness
The need of finding a suitable image for root extension morphisms allows for alternative
choices. To this end, we introduce a different subset of the arrows of SPath(L).

I Definition 36 (Path extension/prefixing). Let P be a path and f : (EP, λP) → (E , λ) a
function preserving labels. The extension of P along f is defined as

ext(P, f) = {Q | Q ∈ P(E , λ) and f induces a pr-morphism f : P→ Q}

Similarly, let Q be a path and f : E → EQ a function preserving labels. The prefixing of Q
along f is defined as

pre(Q, f) = {P | P ∈ P(E , λ) and f induces a pr-morphism f : P→ Q}

Both definitions immediately extend to sets of paths. Should f be injective, pre(Q, f)
would be a singleton, and if f is an inclusion, then pre(Q, f) = Q|E , for the latter a prefix of
Q. Also, note that similarly P has to be a prefix for all the paths in ext(P, f).

I Example 37. A topological specification StopR for a Register can be defined as SlwwR in
Example 13 with the additional requirement that paths are topological orderings of visibilities

P ∈ StopR(G) iff P ∈ SlwwR(G) and ≺G ⊆ ≤P

In this way, StopR(G) excludes e.g. the two right-most arbitrations of the equation in Figure 1a.

I Definition 38 (Topological specifications). Let S be a specification. It is topological if

∀G, E , `. S(G`E) = ext(pre(S(G`E), f), f)

A topological ps-morphism (along `) is a ps-morphism f : X1 → X2 with underlying
function (E , λ) → (E>, λ[> 7→ `]) such that X2 = ext(pre(S(X2), f), f). The name is
directly reminiscent of what are called topological rdts in [10, 5], and in fact it similarly
guarantees that arbitrations preserve the visibility order. We can thus prove another instance
of Theorem 33, now concerning topological specifications.
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I Proposition 39. Let F : PIDag(L) → SPath(L) be a functor mapping root extension
morphisms into topological ps-morphisms (along the same labels). If F weakly preserves finite
colimits, it induces a topological, coherent specification S(F).

7.4 Interchangeability of Functors and Coherent Specifications
The connection between the construction of Theorem 32 and Theorem 33 is quite tight, and
in fact induces a one-to-one correspondence between functors and coherent specifications.

I Theorem 40. Let S be a coherent specification. Then S(M(S)) = S. Conversely, let
F : PIDag(L) → SPath(L) be a functor verifying the hypothesis of Theorem 33. Then
M(S(F)) ' F.

Proof. We first show that M(S(F)) ' F. For notational convenience, we denote M(S(F))
by M′. We will show the existence of a natural isomorphism ϕ : M′ ⇒ F. By definition,
we have M′(G) = S(F)(G) = F(G), therefore we can define ϕG = IdF(G). We need to prove
that it is natural, which in this case amounts to showing M′(f) = F(f), for f : G → G′ in
PIDag(L). This follows from M′(f) and F(f) having the same underlying function between
events, namely the inclusion (EG, λG)→ (EG′ , λG′).

Now we show that S(M(S)) = S for any coherent specification S. This follows directly
from the definition of M and S. In fact, S(M(S))(G) = M(S)(G) = S(G). J

The one-to-one correspondence can be lifted to the specific classes of saturated/topological
coherent specifications and to the functors of Proposition 35/Proposition 39, respectively.
However, what is most relevant is the fact the interchangeability allows one to leverage the
categorical machinery of the functor category for providing operators on specifications.
I Remark 41. Besides coherence, one of the keys of the previous correspondence is the (quite
reasonable) choice of specifications that preserve isomorphisms. In general terms, whenever
one needs to consider the relationship between different specifications, it is necessary to take
into account how the underlying sets of events are related. This is quite easy to accomplish
if we move to the functorial presentation. For example, we can say that a specification S1
refines a specification S2 if S1(G) ⊆ S2(G) for all graphs G. However, this is a very concrete
characterisation: it would be more general to check for the existence of a ps-morphism
S2(G2)→ S1(G1) whose underlying function f : EG2 → EG1 is a bijection, in order to abstract
from the identities of the events. In this case, a further constraint would be that f is
preserved along the image of the morphisms in PIDag(L). These requirements boil down to
the existence of a natural transformation M(S2)→M(S1).

8 Conclusions and Further Works

In this paper we have provided a functorial characterisation of rdt specifications. Our
starting point is the denotational approach proposed in [7, 6], in which rdt specifications
are associated with functions mapping visibility graphs into sets of admissible arbitrations
that are also saturated and coherent, and where a preliminary functorial correspondence was
proposed. In this paper we streamlined and expanded the latter result. We considered the
category PDag(L) of labelled, acyclic graphs and pr-morphisms for representing visibility
graphs. We equip PDag(L) with operators that model the evolution of visibility graphs
and we show that the sub-category PIDag(L) of monic morphisms can be generated by the
subset of root extensions via pushouts. For arbitrations, we take SPath(L), which is the
category of sets of labelled, total orders and ps-morphisms. Then, we show that each coherent
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specification mapping isomorphic graphs into isomorphic set of paths induces a functor M(S) :
PIDag(L)→ SPath(L). Conversely, we prove that a functor F : PIDag(L)→ SPath(L)
that preserves finite colimits and binary pullbacks induces an coherent specification S(F).
Moreover, M(S) and S(F) are shown to be inverses of each other.

With respect to the categorical results expressed in [7], besides the additional charac-
terisation of topological specifications, the key improvement has been the proof that the
coherence of specifications has a precise counterpart in terms of the weak preservation of
colimits on their functorial presentations, as stated by Theorem 32 and Theorem 33. We thus
removed the set-theoretical requirements occurring e.g. in [7, Section 5.3], as witnessed by the
definition of coherent functor there. We believe that this purely functorial characterisation of
rdts, as further witnessed by Proposition 35 and Proposition 39, provides an ideal setting
for the development of techniques for handling rdt composition, as briefly pointed out by
the functorial characterisation of refinement between specifications. Our long term goal is to
equip rdt specifications with a set of operators that enables us to specify and reason about
complex rdts compositionally, i.e., in terms of their constituent parts. We aim at providing
a uniform formal treatment to the compositional approaches proposed in [1, 10, 12].
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Abstract
In this paper, we investigate properties of cutting plane based refutations for a class of integer
programs called Horn constraint systems (HCS). Briefly, a system of linear inequalities A · x ≥ b is
called a Horn constraint system, if each entry in A belongs to the set {0, 1,−1} and furthermore
there is at most one positive entry per row. Our focus is on deriving refutations i.e., proofs of
unsatisfiability of such programs using cutting planes as a proof system. We also look at several
properties of these refutations. Horn constraint systems can be considered as a more general form of
propositional Horn formulas, i.e., CNF formulas with at most one positive literal per clause. Cutting
plane calculus (CP) is a well-known calculus for deciding the unsatisfiability of propositional CNF
formulas and integer programs. Usually, CP consists of a pair of inference rules. These are called
the addition rule (ADD) and the division rule (DIV). In this paper, we show that cutting plane
calculus is still complete for Horn constraints when every intermediate constraint is required to be
Horn. We also investigate the lengths of cutting plane proofs for Horn constraint systems.
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1 Introduction

This paper is concerned with the length of tree-like and Dag-like cutting plane refutations
of Horn constraint systems (HCSs). HCSs are a type of polyhedral constraint system in
which, each constraint is of the form a · x ≥ b, coefficients are limited to the set {0, 1,−1},
and each constraint has at most one variable with positive coefficient. HCSs find important
applications in several problem domains [6].

A refutation of a system of constraints is a certificate that proves the infeasibility of that
system. Associated with the concept of certificates is the concept of certifying algorithms.
A certifying algorithm is any algorithm that, instead of simply returning yes or no to a
feasibility query, provides a proof (certificate) that the returned response is correct [23].
Certifying algorithms for many combinatorial optimization problems have been studied in the
literature. This is especially true for certifying algorithms that utilize properties of graphical
structures [10,17,21].
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Certifying algorithms rely on the presence of short certificates, both positive and negative.
In case of Horn constraint systems, a satisfying assignment serves as a positive certificate
and it is clearly succinct. In this paper, we focus on negative certificates or refutations of
Horn constraint systems; in particular, we focus on cutting plane based refutations. Our
primary interest is the length of the refutations. This helps identify what restrictions can
be placed on cutting plane refutations of HCSs, while still guaranteeing the existence of
short refutations. In particular, we focus on the length of both tree-like refutations and
Dag-like refutations. We also investigate how the length of refutations changes when different
inference rules are used. In this paper, we use two well-known inference rules known as
the ADD rule and DIV rule [5] (see Section 2). Additionally we study the complexity of
finding read-once refutations of Horn constraint systems when we allow for constraints to be
multiplied by bounded coefficients.

The principal contributions of this paper are as follows:
1. Cutting plane tree-like refutations using only the ADD rule do not p-simulate cutting plane

tree-like refutations using both the ADD rule and DIV rule for HCSs (see Theorem 9).
2. There exist HCSs for which Tree-like refutations using the ADD and DIV rules must be

exponential in the size of the input HCS (see Theorem 10).
3. Dag-like refutations using the ADD and DIV rules are polynomial in the size of the input

HCS (see Theorem 11).
4. Finding read-once refutations of HCSs is NP-hard even when we allow for constraints

to be multiplied by coefficients bounded by a fixed constant (see Theorem 17).

Additionally, we derive interesting corollaries from the above results.
The rest of this paper is organized as follows: In Section 2, we introduce the problems

being studied. Section 3 provides motivation for studying this problem and describe the
related work in the literature. Our results for tree-like refutations are presented in Section 4.
In Section 5, we give our results for Dag-like refutations. We examine read-once refutations
with restricted multiplication in Section 6. We conclude in Section 7 by summarizing our
contributions, and outlining avenues for future research.

2 Statement of Problems

In this section, we define the problems under consideration.

I Definition 1. A system of constraints A · x ≥ b is said to be a Horn Constraint system
(HCS) or a Horn polyhedron if

1. The entries in A belong to the set {0, 1,−1}.
2. Each row of A contains at most one positive entry.
3. x is a real valued vector.
4. b is an integral vector.

In a constraint a · x ≥ b1, b1 is called the defining constant and in the constraint system
A · x ≥ b, b is referred to as the defining constant vector. The assumption that b is integral
is necessary to maintain the soundness of the proof systems discussed in this paper.

We are interested in certificates of infeasibility; in particular, we are interested in cutting
plane based refutations. In linear programs (systems of linear inequalities), we use the
following rule:
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ADD :
∑n

i=1 ai · xi ≥ b1
∑n

i=1 a′i · xi ≥ b2∑n
i=1(ai + a′i) · xi ≥ b1 + b2

(1)

We refer to Rule (1) as the ADD rule. This rule plays the same role as resolution in
clausal formulas. It is easy to see that Rule (1) is sound in that any assignment satisfying
the hypotheses must satisfy the consequent. Furthermore, the rule is complete in that if
the original system is linear infeasible, then repeated application of Rule (1) will result in a
contradiction of the form: 0 ≥ b, b > 0. The completeness of the ADD rule was established
by Farkas [11], in a lemma that is famously known as Farkas’ Lemma for systems of linear
inequalities [27].

Farkas’ lemma along with the fact that linear programs must have basic feasible solutions
establishes that the linear programming problem is in the complexity class NP ∩ coNP.
Farkas’ lemma is one of several lemmata that consider pairs of linear systems in which exactly
one element of the pair is feasible. These lemmas are collectively referred to as “Theorems of
the Alternative” [25].

I Definition 2. A linear refutation is a sequence of applications of the ADD rule that results
in a contradiction of the form 0 ≥ b, b ≥ 1.

In general, applying the ADD rule to an infeasible system A · x ≥ b, could result in a
contradiction of the form 0 ≥ b, b > 0. However, in case of Horn systems (with integral
defining constants), we must have b ≥ 1 (see [6]).

When studying integer feasibility, we typically use an additional rule. This is referred to
as the DIV rule and is described as follows:

DIV :
∑n

i=1 aij · xi ≥ bj d ∈ Z+ : aij

d ∈ Z, i = 1 . . . n∑n
i=1

aij

d · xi ≥
⌈

bj

d

⌉ (2)

Rule (2) corresponds to dividing a constraint by a common divisor d of the left-hand
coefficients and then rounding the right-hand side. Since each aij

d is an integer this inference
preserves integer solutions but does necessarily preserve linear solutions. However, for systems
of Horn constraints the DIV rule preserves linear feasibility, since in Horn polyhedra, linear
feasibility implies integer feasibility [6].

I Definition 3. An integer refutation is a sequence of applications of the ADD and DIV
rules that results in a contradiction of the form 0 ≥ b, b ≥ 1.

Note that for systems of Horn constraints, an integer refutation still proves linear
infeasibility.

We now formally define the types of refutations discussed in this paper.

I Definition 4. A Dag-like refutation is a refutation in which each constraint, can be used
any number of times. This applies to constraints present in the original system and those
derived as a result of previous applications of the inference rules.

I Definition 5. A tree-like refutation is a refutation in which each derived constraint, can
be used at most once. However, if a derived constraint needs to be reused, then it can be
re-derived.

I Definition 6. A read-once refutation is a refutation in which each constraint can be used
at most once. This applies to constraints present in the original system and those derived as
a result of previous applications of the inference rules.
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For both tree-like and Dag-like refutations, we are interested in the length of the refutation.
We measure the length of a refutation in terms of the number of inferences.

I Definition 7. The length of a refutation is the number of inferences (either the ADD rule
or the DIV rule) in the refutation.

We use |S| to denote the length of proof S. Using this definition of length, we can now
define the concept of p-simulation.

I Definition 8. Let S and S′ be two proof systems. S p-simulates S′ over a set of formulas
F , if there exists a polynomial p(n) such that for every formula f in F , there exists a proof
Sf of f under proof system S such that |Sf | ≤ p(|S′f |) where S′f is the shortest proof of f

under proof system S′.

This paper examines both tree-like refutations and Dag-like refutations using only the
ADD rule as well as these types of refutations using both the ADD and DIV rules.

3 Motivation and Related Work

Horn constraint systems generalize difference constraint systems. Recall that a difference
constraint is a relationship of the form: xi− xj ≥ bij . A conjunction of difference constraints
is called a Difference constraint system (DCS). It is well-known that a DCS is feasible if and
only if it has an integral solution (as long as the vector of defining constants is integral).
This is because the constraint matrix A of a DCS is Totally unimodular (TU) [27]. If A is
TU and b is integral, then all the extreme points of the polyhedron A · x ≥ b are integral.
Horn constraint matrices are not TU ; however, it is known that if A · x ≥ b is feasible, then
it has a minimal element, which is integral [32]. Horn constraint systems have been used as
domains in abstract interpretation [2, 9]. Horn systems also find applications in declarative
programming [16, 22]. The applications of Horn constraints to program verification has
been discussed extensively in [3, 20]. Recently, Horn clauses have been utilized to solve the
satisfiability problem for general CNF systems through MAXSAT resolution [4].

This paper is concerned with negative certificates. Assume that we are given a linear
constraint system P : A · x ≥ b (not necessarily Horn). Any satisfying assignment to the
system serves as a positive certificate which asserts the feasibility of P. In order to certify
the infeasibility of a linear system, we typically resort to Farkas’ lemma [11]. As per Farkas’
lemma, it suffices to provide a non-negative m-vector y, such that y ·A = 0, y · b < 0. This
vector y is called the Farkas witness of the infeasibility of P.

It is important to note that the absence of a Farkas witness guarantees linear feasibility
but not integer feasibility. For establishing integer infeasibility, additional inference rules are
required. One such inference system is the cutting plane calculus introduced by Gomory [12].
Gomory proposed cutting planes mainly as an algorithmic approach to solve integer programs
and was less concerned with proofs and proof lengths. One of the first papers to use cutting
planes as a propositional proof system is [8]. The connection between resolution and cutting
planes is explored in [14]. In [13], it is shown that there exist tautologies (the pigeonhole
principle) for which the number of resolution steps must be exponential in the size of the
input. Exponential lower bounds for cutting plane proofs are detailed in [5] and [26]. It is
unlikely that succinct certificates of infeasibility exist for integer programming, since this
would mean that integer programming lies in the complexity class NP ∩ coNP.

In this paper, we focus on deriving bounds on the lengths of cutting plane proofs in
restricted cutting plane systems. It is to be noted that placing restrictions on the type or
number of inferences that can be applied could cause the proof system to become incomplete.
There are several reasons to consider restricted proof systems, viz.
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1. Restricted proofs tend to be “short” (polynomial in the size of the input). For instance,
read-once refutations are at most linear in the size of the input. Read-once and literal-once
refutations have been discussed extensively for boolean formulas in [15] and [31]. This
is in stark contrast to general resolution. In general resolution a refutation could have
exponentially many steps [13].

2. In certain cases, the presence of restricted proofs can be determined in polynomial time.
For instance, we have shown that the problem of read-once refutations is in P for difference
constraints [29] and Unit Two Variable Per Inequality (UTPVI) constraints [30].

In recent work, we showed that the problem of finding read-once refutations under the
ADD and DIV rules in Horn constraint systems is NP-hard [19]. In this paper, we extend
these results by studying the lengths of tree-like and Dag-like refutations under the ADD
and DIV rules. We also examine read-once refutations when we allow for limited use of
multiplication.

4 Tree-like Refutations

In this section, we examine the length of tree-like refutations for HCSs.
First, we compare tree-like proofs using only the ADD rule to tree-like proofs using both

the ADD and DIV rules.

I Theorem 9. Tree-like proofs using only the ADD rule do not p-simulate tree-like proofs
using both the ADD rule and DIV rule for HCSs.

Proof. Consider the following HCS:

−x1 − x2 − x3 − . . .− xn ≥ 1 x3 − . . .− xn ≥ 0

x1 − x2 − x3 − . . .− xn ≥ 0
...

x2 − x3 − . . .− xn ≥ 0 xn ≥ 0
(3)

We will show that any tree-like refutation of System 3 that uses only the ADD rule has at
least (2n − 1) inferences. This will be done by induction on the number of variables. Let Hn

be System 3.
If n = 1, then H1 consists of the constraints −x1 ≥ 1 and x1 ≥ 0. This system has the

following refutations using only the ADD rule:
1. Apply the ADD rule to −x1 ≥ 1 and x1 ≥ 0 to get 0 ≥ 1.
This is a contradiction. Thus, System H1 has a refutation with 1 = 21 − 1 inference. Note
that this is the shortest refutation of System H1, thus any refutation of this system must
use at least 1 inference as desired.

Now assume that when n = k any refutation System Hk uses at least (2k − 1) inferences.
Let us look at System Hk+1. Without the constraint xk+1 ≥ 0, System Hk+1 can be satisfied
by setting x = (0, 0, 0, . . . , 0,−1). Thus, any refutation of System Hk+1 must use xk+1 ≥ 0.

Let Rk+1 be a refutation of Hk+1. Since the addition of constraints is associative we can
assume without loss of generality that Rk+1 consists of the following:
1. A derivation of a constraint of the form −c · xk+1 ≥ 1 for some constant c from System

Hk+1 \ {xk+1 ≥ 0}.
2. An additional c applications of the ADD rule (using the constraint xk+1 ≥ 0) to derive

the the constraint 0 ≥ 1.

Note that System Hk+1 \ {xk+1 ≥ 0} can be constructed from System Hk by adding
−xk+1 to every constraint. This means that any tree-like derivation of −c · xk+1 ≥ 1 for
some constant c from System Hk+1 \ {xk+1 ≥ 0} corresponds to a refutation of System Hk.
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Thus, by the inductive hypothesis, this derivation must use at least (2k − 1) inferences. Since
every constraint in Hk+1 \ {xk+1 ≥ 0} has a −xk+1 term, we must have that c ≥ 2k in the
resultant constraint.

Thus, to derive the constraint 0 ≥ 1 an additional c ≥ 2k inferences of the form “ADD
−c ·xk+1 ≥ 1 and xk+1 ≥ 0 to get −(c− 1) ·xk+1 ≥ 1” are needed. Since we desire a tree-like
refutation, we cannot shorten this refutation by reusing already derived constraints. Thus,
any refutation of System Hk+1 needs to use a total of 2k + 2k − 1 = 2k+1 − 1 inferences.

However, System 3 has the following tree-like refutation using both the ADD and DIV
rules:
1. Apply the ADD rule to −x1 − x2 − x3 − . . .− xn ≥ 1 and x1 − x2 − x3 − . . .− xn ≥ 0 to

get
−2 · x2 − 2 · x3 − . . .− 2 · xn ≥ 1.

2. Apply the DIV rule with d = 2 to−2·x2−2·x3−. . .−2·xn ≥ 1 to get−x2−x3−. . .−xn ≥ 1.
3. Apply the ADD rule to −x2 − x3 − . . . − xn ≥ 1 and x2 − x3 − . . . − xn ≥ 0 to get
−2 · x3 − . . .− 2 · xn ≥ 1.

4. Apply the DIV rule with d = 2 to −2 · x3 − . . .− 2 · xn ≥ 1 to get −x3 − . . .− xn ≥ 1.

5.
...

6. Apply the ADD rule to −xn ≥ 1 and xn ≥ 0 to get 0 ≥ 1.

This refutation has only (2 · n− 1) inferences. Thus, the tree-like refutation of System 3
that uses only the ADD rule is exponentially longer than the tree-like refutation using both
the ADD and DIV rules. J

Despite the fact that the DIV rule can result in much shorter tree-like refutations for
systems of Horn constraints, there are still systems of Horn constraints with exponentially
long refutations.

I Theorem 10. For every positive integer n, there exists an HCS with n variables for which
every tree-like cutting plane proof using both the ADD and DIV rules is exponential in the
size of the system.

Proof. We show this by introducing the variable x0 to System (3). Specifically, we examine
the following system of Horn constraints.

x0 − x1 − x2 − x3 − . . .− xn ≥ 1 x3 − . . .− xn ≥ 0

x1 − x2 − x3 − . . .− xn ≥ 0
...

x2 − x3 − . . .− xn ≥ 0 xn ≥ 0
−x0 − xi ≥ 0

(4)

We will examine how the minimum length of a tree-like proof using both the ADD rule
and DIV rule depends on the choice of xi in the constraint −x0 − xi ≥ 0.

By construction, the constraint x0 − x1 − x2 − x3 − . . .− xn ≥ 1 is the only constraint in
System (4) with the term x0. Thus, any constraint derived from x0−x1−x2−x3−. . .−xn ≥ 1
must have the term x0 until x0 is canceled from the constraint. This means that, the DIV rule
cannot be applied (with d > 1) to any constraint derived from x0−x1−x2−x3− . . .−xn ≥ 1
until x0 is eliminated. There are two ways to eliminate x0 from this constraint:

Type 1. Derive the constraint −x0 ≥ 0 from the remaining constraints and then eliminate
x0. In this case, the only constraint with −x0 is the constraint −x0 − xi ≥ 0. Thus,
we must derive the constraint xi ≥ 0. To do this we need to eliminate xi+1 . . . xn

from xi − xi+1 − . . .− xn ≥ 0 using the constraints where those variables have positive
coefficients.
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Type 2. Eliminate it by using the constraint −x0 − xi ≥ 0 and then eliminate the extra
copy of xi. Note that in this case the DIV rule cannot be applied until this extra copy is
eliminated. To do this without deriving the constraint xi ≥ 0 (since this would make it
the equivalent of a Type 1 refutation), we need to cancel the variables x1 . . . xi−1.

We will refer to these as Type 1 and Type 2 tree-like refutations. We will show that any
tree-like refutation of system (4) requires min(2 · n + 2n−i, 2 · (n− i) + 2i + 1) inferences.

First consider the case where xi = xn in System (4). This results in the following HCS.

x0 − x1 − x2 − x3 − . . .− xn ≥ 1 x3 − . . .− xn ≥ 0

x1 − x2 − x3 − . . .− xn ≥ 0
...

x2 − x3 − . . .− xn ≥ 0 xn ≥ 0
−x0 − xn ≥ 0

In this case, System (4) has the following Type 1 tree-like refutation.
1. Apply the ADD rule to xn ≥ 0 and −x0 − xn ≥ 0 to get −x0 ≥ 0.
2. Apply the ADD rule to −x0 ≥ 0 and x0 − x1 − x2 − x3 − . . .− xn ≥ 1 to get −x1 − x2 −

x3 − . . .− xn ≥ 1.

We have now derived System (3) with n variables. From Theorem 9, System (3) has a
tree-like refutation of length (2 · n − 1). Thus, if xi = xn, System (4) has a refutation of
length (2 · n + 1) as desired.

However, consider the case where xi = x1 in System 4. This results in the following HCS.

x0 − x1 − x2 − x3 − . . .− xn ≥ 1 x3 − . . .− xn ≥ 0

x1 − x2 − x3 − . . .− xn ≥ 0
...

x2 − x3 − . . .− xn ≥ 0 xn ≥ 0
−x0 − x1 ≥ 0

In this case, System (4) has the following Type 2 tree-like refutation.
1. Apply the ADD rule to −x0 − x1 ≥ 0 and x0 − x1 − x2 − x3 . . . xn ≥ 1 to get −2 · x1 −

x2 − x3 . . .− xn ≥ 1.
2. Apply the ADD rule to x1 − x2 − x3 − . . .− xn ≥ 0 and −2 · x1 − x2 − x3 . . .− xn ≥ 1 to

get −x1 − 2 · x2 − 2 · x3 − . . .− 2 · xn ≥ 1.
3. Apply the ADD rule to x1−x2−x3− . . .−xn ≥ 0 and −x1− 2 ·x2− 2 ·x3 . . .− 2 ·xn ≥ 1

to get −3 · x2 − 3 · x3 − . . .− 3 · xn ≥ 1.
4. Apply the DIV rule with d = 3 to−3·x2−3·x3−. . .−3·xn ≥ 1 to get−x2−x3−. . .−xn ≥ 1.

This results in System (3) with (n − 1) variables. This means that completing the
refutation will take an additional (2 · n− 3) inferences. Thus, in this case, System (4) has a
refutation of length (2 · n + 1) as desired.

Now we consider System (4). As stated previously, any tree-like refutation must be Type
1 or Type 2. Thus, we need to calculate the minimum number of inferences used by each
type of refutation.

First we find the minimum length of a Type 1 tree-like refutation. In the general case for
System (4), this refutation has the following form:
1. Apply the ADD rule to

xi − xi+1 − . . .− xn ≥ 0 and xi+1 − xi+2 . . .− xn ≥ 0

to get

xi − 2 · xi+2 − . . .− 2 · xn ≥ 0.
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2. Apply the ADD rule to xi − 2 · xi+2 − . . .− 2 · xn ≥ 0 and 2 copies of
xi+2 − xi+3 . . .− xn ≥ 0 to get

xi − 4 · xi+3 − . . .− 4 · xn ≥ 0.

3. For each r = 3 . . . (n− i− 1), apply the ADD rule to

xi − 2r−1 · xi+r − . . .− 2r−1 · xn ≥ 0

and 2r−1 copies of x+r − xi+r+1 . . .− xn ≥ 0 to get

xi − 2r · xi+r+1 − . . .− 2r · xn ≥ 0.

4. Apply the ADD rule to xi − 2n−i−1 · xn and 2n−i−1 copies of xn ≥ 0 to get xi ≥ 0.
5. Apply the ADD rule to xi ≥ 0 and −x0 − xi ≥ 0 to get −x0 ≥ 0.
6. Apply the ADD rule to −x0 ≥ 0 and x0 − x1 − x2 − x3 − . . .− xn ≥ 1 to get

−x1 − x2 − x3 − . . .− xn ≥ 1.

This takes a minimum of (2n−i + 1) inferences. We have now derived System (3) with n

variables. From Theorem 9, System (3) has a tree-like refutation of length (2 · n− 1). Thus,
the minimum length of a Type 1 tree-like refutation of System (4) is (2 · n + 2n−i) as desired.

Now we find the minimum length of a Type 2 tree-like refutation. In the general case for
System (4), this refutation has the following form:
1. Apply the ADD rule to

−x0 − xi ≥ 0 and x0 − x1 − x2 − x3 . . .− xn ≥ 1

to get

−x1 − x2 − . . .− 2 · xi − . . .− xn ≥ 1

2. Apply the ADD rule to

x1 − x2 − x3 − . . .− xn ≥ 0 and − x1 − x2 − . . .− 2 · xi − . . .− xn ≥ 1

to get

−2 · x2 − 2 · x3 − . . .− 3 · xi − . . .− 2 · xn ≥ 1.

3. Apply the ADD rule to −2 · x2 − 2 · x3 − . . . − 3 · xi − . . . − 2 · xn ≥ 1 and 2 copies of
x2 − x3 − . . .− xn ≥ 0 to get

−4 · x3 − 4 · x4 − . . .− 5 · xi − . . .− 4 · xn ≥ 1.

4. For each r = 3 . . . i− 1, apply the ADD rule to

−2r−1 · xr − 2r−1 · xr+1 − . . .− (2r−1 + 1) · xi − . . .− 2r−1 · xn ≥ 1

and 2r−1 copies of xr − xr+1 − . . .− xn ≥ 0 to get

−2r · xr+1 − 2r · xr+2 − . . .− (2r + 1) · xi − . . .− 2r · xn ≥ 1.

5. Apply the ADD rule to −(2i−1 + 1) · xi − 2i−1 · xi+1 − . . .− 2i−1 · xn ≥ 1 and (2i−1 + 1)
copies of xi − xi+1 . . .− xn ≥ 0 to get

−(2i + 1) · xi+1 − (2i + 1) · xi+2 − . . .− (2i + 1) · xn ≥ 1.
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6. Apply the DIV rule with d = (2i + 1) to

−(2i + 1) · xi+1 − (2i + 1) · xi+2 − . . .− (2i + 1) · xn ≥ 1

to get

−xi+1 − xi+2 − . . .− xn ≥ 1.

This takes a minimum of (2i + 2) inferences. We have now derived System (3) with (n− i)
variables. This means that completing the refutation will take an additional (2 · n− i− 1)
inferences. Thus, the minimum length of a Type 2 tree-like refutation of System (4) is
(2 · (n− i) + 2i + 1) as desired.

Thus, when xi = x n
2
any tree-like refutation of System 4 must have a length of at least

(n + 2 n
2 + 1).

x0 − x1 − x2 − x3 − . . .− xn ≥ 1 x3 − . . .− xn ≥ 0

x1 − x2 − x3 − . . .− xn ≥ 0
...

x2 − x3 − . . .− xn ≥ 0 xn ≥ 0
−x0 − x n

2
≥ 0

Thus, any tree-like refutation of this system that uses both the ADD rule and the DIV
rule must be exponential in the size of the system. J

5 Dag-like Refutations

In this section, we examine the lengths of Dag-like refutations of systems of Horn constraints.
Unlike tree-like refutations, Dag-like refutations of HCSs are guaranteed to be polynomially

sized.

I Theorem 11. Dag-like cutting plane proofs of Horn constraint systems are polynomial in
the size of the constraint system even when restricted to using only the ADD rule.

Proof. Let H be an unsatisfiable system of Horn constraints with m constraints over n

variables. If H has no positive absolute constraints (constraints of the form xi ≥ c), then
let D ⊆ H be the set of difference constraints in H. If x is a assignment to the variables in
H that satisfies every constraint in D, then for some positive constant M , (x−M · 1) is a
satisfying assignment to H. Thus, D must be unsatisfiable. It is easy in this case H has a
refutation of length at most m since D is an infeasible system of difference constraints.

If H has a positive absolute constraint xi ≥ c, then we can construct the system H′
by removing the constraint xi ≥ c and summing it with every constraint with the literal
−xi. This process is repeated, until a feasible system is derived or an infeasible system of
difference constraints is constructed.

Note that if an infeasible system of difference constraints is constructed, then the system
has a read-once refutation using only the ADD rule. This is a linearly sized proof of
infeasibility. To obtain this system, we eliminated at most (n− 1) constraints of the form
xi ≥ c. Each of these eliminations took at most m applications of the ADD rule. Since the
refutation of the resultant DCS is read-once, it cannot use more than m inferences. Thus,
any refutation discovered by this process has length at most m · n. J

Note that the refutation generated this way has the following properties:
1. Every intermediate constraint is a Horn constraint.
2. Only the ADD rule is used.
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Thus, we have the following corollaries:

I Corollary 12. Every infeasible system of Horn constraints has a refutation where every
intermediate constraint is Horn.

Proof. This follows immediately from the fact that in the refutation generated by Theorem
11, every intermediate constraint is Horn. J

I Corollary 13. If a Dag-like refutation of length n exists for an unsatisfiable Horn constraint
system H, then there exists a polynomial p such that there exists Dag-like refutation of length
p(n), even when all intermediate constraints are Horn.

Proof. Let D be a Dag-like refutation of H of length n. Let HD ⊆ H be the set of constraints
in H used by D. Thus, HD is an infeasible HCS. By Theorem 11, HD has a polynomially
sized Dag-like refutation D′ of length n′ where every intermediate constraint is Horn. Thus,
there exists a polynomial p such that n′ ≤ p(|HD|) ≤ p(n) since |HD| ≤ n. J

I Corollary 14. Dag-like refutations using only the ADD rule p-simulate Dag-like refutations
using both the ADD rule and DIV rule for HCSs.

Proof. Let H be an arbitrary HCS. Let D be the shortest Dag-like refutation of H that uses
both the ADD rule and the DIV rule, and let n be the length of D. Let HD ⊆ H be the set
of constraints in H used by D. Thus, HD is an infeasible HCS. By Theorem 11, HD has a
polynomially sized Dag-like refutation D′ of length n′ using only the ADD rule. Thus, there
exists a polynomial p such that n′ ≤ p(|HD|) ≤ p(n) since |HD| ≤ n. J

6 Restricted Read-once Refutations

In this section, we examine the complexity of finding read-once refutations of HCSs when we
allow for the multiplication of constraints by bounded coefficients. To accomplish this, we
introduce an inference rule known as the MUL rule. This rule is described as follows:

MUL :
∑n

i=1 aij · xi ≥ bj cj ∈ Z+∑n
i=1 cj · aij · xi ≥ cj · bj

(5)

Rule (5) corresponds to multiplying a constraint by a positive integer multiplier. Note
that, with unrestricted use of the ADD and MUL rules, any infeasible system of Horn
constraints has a read-once refutation. This refutation is constructed as follows:

1. Let H be an infeasible HCS, and let T be a tree-like refutation of H that uses only the
ADD rule.

2. For each constraint lj ∈ H, let cj be the number of times lj is used in T . If cj > 0, apply
the MUL rule, with multiplier cj to lj .

3. Use the ADD rule to sum together all the constraints generated with the MUL rule.

Thus, we examine the problem of finding read-once refutations in HCSs when we only
allow for restricted use of the MUL rule.

I Definition 15. An r-restricted read-once refutation using the ADD and MUL rules of an
HCS H, is a read-once refutation of H such that:

1. The MUL rule is only applied with with multiplier c ≤ r.
2. The MUL rule is only applied to constraints in H.
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First we show that, for any fixed constant r, the problem of finding an r-restricted
read-once refutation using the ADD and MUL rules is NP-hard. To accomplish this, we
utilize a reduction from the set packing problem.

I Definition 16. The set packing problem is the following: Given a set S, m subsets
S1, . . . , Sm of S, and an integer k, does {S1, . . . , Sm} contain k mutually disjoint sets.

This problem is known to be NP-complete [18].

I Theorem 17. Let r be any positive integer. Finding r-restricted read-once refutations
using the ADD and MUL rules is NP-hard for HCSs.

Proof. Consider an instance of the set packing problem and let h be the integer such that
2h ≤ r < 2h+1. We construct the system of Horn constraints H as follows:

1. For each xi ∈ S:
a. Create the variables xi and wi.
b. For each g = 1 . . . h, create the variables yi,(2·g−1) and yi,(2·g). Also create the

constraints yi,(2·g−1) − yi,(2·g+1) − yi,(2·g+2) ≥ 0 and yi,(2·g) − yi,(2·g+1) − yi,(2·g+2) ≥ 0.
c. Create the constraints xi − yi,1 − yi,2 ≥ 0, yi,(2·h−1) − wi ≥ 0, yi,(2·h) − wi ≥ 0, and

wi ≥ 0.
2. For j = 1 . . . k, create the variable vj .
3. For each subset Sl, l = 1 . . . m, and each j = 1 . . . k create the constraints vj−

∑
xi∈Sl

xi ≥
0.

4. Finally create the constraint −v1 − . . .− vk ≥ 1.

We will show that H has an r-restricted read-once refutation using the ADD and MUL
rules if and only if the sets S1, . . ., Sm have a packing of size k. First we assume that H has
a r-restricted read-once refutation R using the ADD and MUL rules.

Consider the constraint xi − yi,1 − yi,2 ≥ 0. Assume that R applies the MUL rule to this
constraint with multiplier ci. This results in the constraint ci · xi − ci · yi,1 − ci · yi,2 ≥ 0 To
eliminate the variables yi,1 and yi,2, R must also do the following:

1. Apply the MUL rule with multiplier ci to each the constraints yi,1 − yi,3 − yi,4 ≥
0 and yi,2 − yi,3 − yi,4 ≥ 0. Then apply the ADD rule to generate the constraint
ci · xi − 2 · ci · yi,3 − 2 · ci · yi,4 ≥ 0.

2. Apply the MUL rule with multiplier 2 · ci to each the constraints yi,3 − yi,5 − yi,6 ≥
0 and yi,4 − yi,5 − yi,6 ≥ 0. Then apply the ADD rule to generate the constraint
ci · xi − 4 · ci · yi,5 − 4 · ci · yi,6 ≥ 0.

3. Apply the MUL rule with multiplier 4 · ci to each the constraints yi,5 − yi,7 − yi,8 ≥
0 and yi,6 − yi,7 − yi,8 ≥ 0. Then apply the ADD rule to generate the constraint
ci · xi − 8 · ci · yi,7 − 8 · ci · yi,8 ≥ 0.

4. Apply the MUL rule with multiplier 2h−1 ·ci to each the constraints yi,(2·h−1)−wi ≥ 0 and
yi,(2·h)−wi ≥ 0. Then apply the ADD rule to generate the constraint ci ·xi−2h ·ci ·wi ≥ 0.

5. Apply the MUL rule with multiplier 2h · ci to the constraint wi ≥ 0. Then apply the
ADD rule to generate the constraint ci · xi ≥ 0.

Since R is an r-restricted read-once refutation, we have that 2h · ci ≤ r < 2 · 2h. Thus,
ci = 1.

By construction, xi − yi,1 − yi,2 ≥ 0 is the only constraint in H where xi has positive
coefficient. Thus, for each xi, R can only use one constraint where xi has negative coefficient.
Otherwise, R will be unable to cancel every instance of −xi.
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Note that, by construction, the only constraint in H with positive defining constant is
−v1 − . . . − vk ≥ 1. Thus, this constraint must by used in R. For each vi, R must use a
constraint corresponding to one of the sets S1, . . ., Sm. Recall, that xi can be used by at
most one of these constraints, thus the sets chosen for each vj must be mutually disjoint and
no set can be chosen multiple times. This can only happen if the sets S1, . . ., Sm have a
packing of size k.

Now assume that the sets S1, . . ., Sm have a packing of size k. Assume without loss of
generality that this packing is the sets S1, . . ., Sk. H has the following r-restricted read-once
refutation using the ADD and MUL rules.
1. Start with the constraint −v1 − . . .− vk ≥ 1.
2. For each vj , apply the ADD rule to the constraint vj −

∑
xi∈Sj

xi ≥ 0 and the result of
the previous application of the ADD rule.

3. Let L be the constraint derived through this process. Since the sets S1, . . ., Sk are
mutually disjoint, every variable xi in L has coefficient −1.

4. For each xi in L, derive the constraint xi ≥ 0, using the method detailed previously.
Then use the constraint xi ≥ 0 to eliminate −xi from L. J

Note that the construction used in Theorem 17 assumes that r is a fixed constant. Let
n be the number of variables in the HCS H constructed in the proof of Theorem 17. By
construction, we have that n = k + (2 · log2 r + 2) · |S|. We can assume without loss of
generality that k ≤ |S| (we cannot pack more than k non-empty subsets of S into S). Thus,
n ≤ |S| · (2 · log2 r + 3). Let c be an arbitrary positive integer. If we choose r = 2

|S|c−1−3
2 ,

then |S|c−1 = 2 · (log2 r) + 3 and nc−1 ≤ (2 · (log2 r) + 3)c. This means that log2 r is in
O(n1− 1

c ). This leads to the following corollary of Theorem 17.

I Corollary 18. Let c be an arbitrary positive integer. Finding r-restricted read-once refuta-
tions using the ADD and MUL rules is NP-hard for HCSs, even when r is O

(
2(n1− 1

c )
)
.

7 Conclusion

In this paper, we studied refutability in Horn constraint systems under various cutting plane
based proof systems. Horn constraint systems generalize difference constraint systems and
find applications in a number of domains, especially program verification. We looked at
both tree-like and Dag-like refutations. Both these proof systems are complete for Horn
constraint systems (assuming that the defining constants are integers). For both types of
refutations we looked at refutations using only the ADD rule as well as refutations using
both the ADD and DIV rules. We showed there exist HCSs with exponentially sized tree-like
refutations even when both the ADD and DIV rules are allowed. We also showed that every
HCS has a polynomially sized Dag-like refutation even when restricted to only the ADD
rule. It follows that cutting plane Dag-like refutations using only the ADD rule p-simulate
cutting plane Dag-like refutations using the ADD rule and DIV rule for HCSs. Additionally,
we established that if a cutting plane refutation of length n exists for an unsatisfiable Horn
constraint system, then there exists a cutting plane proof of length p(n), even when all
intermediate constraints are Horn. We also showed that, when we allow for constraints to
be multiplied by bounded coefficients, the problem of finding a read-once refutation of an
HCS is NP-complete. Our results are important because they are the first step towards
the design of efficient procedures in constraint solvers [7, 24,28].
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From our perspective, the following problems are worth pursuing:
1. Can we find the shortest tree-like or Dag-like proofs of an unsatisfiable Horn constraint

system, if only the ADD rule is permitted?
2. Can we find the shortest tree-like or Dag-like proofs of an unsatisfiable Horn constraint

system, if both the ADD and the DIV rules are permitted?

It is worth noting that in the case of Horn clauses the problem of finding the shortest
resolution proof is NP-hard [1]. Even worse, the problem is hard to linearly approximate [1].
However, these negative results do not directly apply to tree-like (or Dag-like) proofs in Horn
constraint systems.
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The generative capacity of combinatory categorial grammars as acceptors of tree languages is
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1 Introduction

Categorial grammars [5] were introduced alongside the phrase-structure grammars (regular,
context-free, context-sensitive grammars, etc.) of the Chomsky hierarchy [6] inspired by
classical notions from proof theory [1, 3]. Combinatory Categorial Grammar (CCG) [23, 24] is
an extension following the approach of combinatory logic [22, 7]. CCG received considerable
attention in theoretical computer science culminating in the proofs of its mild context-
sensitivity, which in particular, requires efficient parsing [27], as well as its equivalence to
several other established grammar formalisms [28]. It has since become a widely applied
formalism in computational linguistics [18, 17].

The basis for CCG is provided by a lexicon and a rule system. The lexicon assigns
syntactic categories to the symbols of the input and the rule system describes how adjoining
categories can be combined to eventually obtain a (binary) derivation tree. The mentioned
equivalence result due to Vijay-Shanker and Weir [28] shows that CCG, Tree-Adjoining
Grammar (TAG) [12] as well as linear indexed grammars [11] are equivalent in expressive
power, which establishes that they generate the same string languages. However, the used
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construction depends on the ability to restrict the combination rules and to include entries
for the empty word in the lexicon. Modern variants of CCG disfavor rule restrictions and the
obtained pure CCG are strictly less expressive than TAG [14] unless unbounded generalized
composition rules are permitted, in which case they are strictly more expressive than TAG [26].
Indeed, CCG with unbounded composition rules, rule restrictions as well as ε-entries in the
lexicon are Turing-complete [15].

The mentioned studies examine the string (or weak) generative capacity of CCG, but
already [26] asks for the tree (or strong) generative capacity or, more specifically, the expres-
siveness of the tree languages of CCG derivation trees [10]. Koller and Kuhlmann [13] show
that CCG and TAG generate incomparable classes of dependency trees. In this contribution,
we answer the original question and characterize the tree languages accepted by CCGs, and
relate them to the standard notions of regular [9, 10] and context-free tree languages [19, 20].
A tree language F is accepted by a CCG G if F is obtained as a relabeling of the derivation
tree language of G. Our work therefore is similar in spirit to that of Tiede [25], who studied
the strong generative capacity of Lambek-style categorial grammars [16].

In the variant of CCG we investigate, the rule system is finite and includes only application
and composition operators (i.e. rules based on the B-combinator of combinatory logic [8]).
In general, we allow rule restrictions that further constrain the categories the rules can be
applied to. Notice that our results concern only binary trees since the derivation trees of
CCGs are binary. Our main result is that the tree languages accepted by CCGs can also be
generated by simple monadic context-free tree grammars (Theorem 20). For CCG without
rule restrictions this inclusion is proper since not even all regular tree languages [10] are
accepted by these CCGs (Theorem 22). In addition, we show that CCGs without composition
operations, which are weakly equivalent to (ε-free) context-free grammars, generate a strict
subclass of the regular tree languages that does not even include all local tree languages
(Theorem 9). Finally, if we limit the permitted composition operators to first degree, then
exactly the regular tree languages are accepted (Theorem 14).

2 Preliminaries

We denote the set of nonnegative integers by N and let [k] = {i ∈ N | 1 ≤ i ≤ k} for every
k ∈ N. The power-set (i.e. set of all subsets) of a set A is P(A) = {A′ | A′ ⊆ A}, and
P+(A) = P(A) \ {∅} contains all nonempty subsets. As usual, an alphabet is a finite set of
symbols. The monoid (Σ∗, ·, ε) consists of all strings (i.e. sequences) over a set Σ together
with concatenation · and the empty string ε. We often write concatenation by juxtaposition.
The length of a string w ∈ Σ∗ (i.e. the number of components in the sequence) is denoted
by |w|. Any set L ⊆ Σ∗ is a language, and the languages form a monoid (P(Σ∗), ·, {ε}) with
concatenation lifted to languages by L · L′ = {w · w′ | w ∈ L, w′ ∈ L′}. Every mapping
f : Σ → ∆∗ [respectively, f : Σ → P(∆∗)] extends uniquely to a monoid homomorphism
f ′ : Σ∗ → ∆∗ [respectively, f ′ : Σ∗ → P(∆∗)]. We will not distinguish the mapping f and its
induced homomorphism f ′, but rather use f for both.

Given two sets A and A′, a relation from A to A′ is a subset ρ ⊆ A×A′. The inverse of ρ
is ρ−1 = {(a′, a) | (a, a′) ∈ ρ}, and for every B ⊆ A, we let ρ(B) = {a′ | ∃b ∈ B : (b, a′) ∈ ρ}.
The relation ρ ⊆ A×A′ can also be understood as a mapping ρ̂ : A→ P(A′) with ρ̂(a) = ρ({a})
for all a ∈ A. We will not distinguish these two representations.

We build binary trees over the set Σ2 of binary internal symbols, the alphabet Σ1 of
unary internal symbols, and the alphabet Σ0 of leaf symbols.1 Formally, the set TΣ2,Σ1(Σ0)
of binary (Σ2,Σ1)-trees indexed by Σ0 is the smallest set T such that (i) a ∈ T for all a ∈ Σ0,

1 We explicitly allow an infinite set of internal binary symbols.
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(ii) n(t) ∈ T for all n ∈ Σ1 and t ∈ T , and (iii) c(t1, t2) ∈ T for all c ∈ Σ2 and t1, t2 ∈ T . We
use graphical representations of trees to increase the readability. Every subset F ⊆ TΣ2,Σ1(Σ0)
is a tree language. The mapping pos : TΣ2,Σ1(Σ0)→ P+({1, 2}∗) assigning positions to a tree
is defined by (i) pos(a) = {ε} for all a ∈ Σ0, (ii) pos(n(t)) = {ε} ∪ {1 ·w | w ∈ pos(t)} for all
n ∈ Σ1 and t ∈ TΣ2,Σ1(Σ0), and (iii) for all c ∈ Σ2 and t1, t2 ∈ TΣ2,Σ1(Σ0),

pos
(
c(t1, t2)

)
=
{
ε
}
∪
{

1 · w | w ∈ pos(t1)
}
∪
{

2 · w | w ∈ pos(t2)
}
.

We let leaves(t) = {w ∈ pos(t) | w · 1 /∈ pos(t)} be the set of leaf positions in t, and
ht(t) = maxw∈leaves(t) |w| be the height of the tree t. The subtree of t at position w ∈ pos(t)
is denoted by t|w, and the label of t at position w is denoted by t(w). Moreover, t[t′]w denotes
the tree obtained from t by replacing the subtree at position w by the tree t′ ∈ TΣ2,Σ1(Σ0).
Given ∆ ⊆ Σ2 ∪ Σ1 ∪ Σ0, let pos∆(t) = {w ∈ pos(t) | t(w) ∈ ∆}. We simply write posδ(t)
instead of pos{δ}(t).

We reserve the use of the symbol �. The set CΣ2,Σ1(Σ0) of contexts contains all trees
of TΣ2,Σ1(Σ0 ∪ {�}), in which the special symbol � occurs exactly once. Let C ∈ CΣ2,Σ1(Σ0).
Since pos�(C) contains one element, we often identify it with its only element. To save space,
we write tC for C[t]w, where w = pos�(C).2

A relabeling is a mapping ρ : (Σ2 ∪Σ1 ∪Σ0)→ P+(∆) for some alphabet ∆.3 It induces a
mapping ρ̂ : TΣ2,Σ1(Σ0)→ P+(T∆,∆(∆)) for every t ∈ TΣ2,Σ1(Σ0) by

ρ̂(t) =
{
u ∈ T∆,∆(∆) | pos(u) = pos(t), ∀w ∈ pos(u) : u(w) ∈ ρ

(
t(w)

)}
.

In the following, we again do not distinguish between the relabeling ρ and its induced
mapping ρ̂ on trees. A simple (monadic) context-free tree grammar [19, 20] (sCFTG) is a
system G = (N,Σ, I, P ) such that (i) N = N1 ∪N0, where N1 and N0 are alphabets of unary
and nullary nonterminals, respectively, (ii) Σ = Σ2 ∪ Σ0, where Σ2 and Σ0 are alphabets of
internal and leaf terminal symbols, respectively, such that N ∩Σ = ∅, (iii) I ⊆ N0 are nullary
start nonterminals, and (iv) P is a finite set of productions such that

P ⊆
(
N0 × TΣ2,N1(Σ0 ∪N0)

)
∪
(
N1 × CΣ2,N1(Σ0 ∪N0)

)
.

The grammar is called monadic, because there are only nullary and unary nonterminals;
simple means that the rules are linear and nondeleting, so all subtrees of a nonterminal on
the left side of a rule have to appear exactly once on the right side. If N1 = ∅, then G is
a regular tree grammar (RTG). We write productions (n, r) as n→ r. Next, we define the
rewrite semantics [2] for the sCFTG G. For arbitrary ξ, ζ ∈ TΣ2,N1(Σ0 ∪N0) and positions
w ∈ pos(ξ) we let ξ ⇒G,w ζ if there exists a production n→ r ∈ P such that

ξ|w = n and ζ = ξ[r]w with n ∈ N0, or
ξ|w = n(ξ′) and ζ = ξ[ξ′r]w with n ∈ N1 and ξ′ ∈ TΣ2,N1(Σ0 ∪N0).

We write ξ ⇒G ζ if there exists w ∈ pos(ξ) such that ξ ⇒G,w ζ. The tree language F(G)
generated by G is F(G) = {t ∈ TΣ2,∅(Σ0) | ∃n0 ∈ I : n0 ⇒+

G t}, where ⇒+
G is the transitive

closure of ⇒G. The tree languages generated by sCFTGs are context-free,4 and a tree
language F is regular if and only if there exists an RTG G such that F = F(G). A detailed
introduction to trees and tree languages can be found in [10].

2 This order tC is beneficial for arguments C (see Section 3).
3 We require that each input symbol can be relabeled.
4 Note that this is not an equivalence. There are context-free tree languages that are not generated by

any sCFTG.
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Figure 1 Derivations using the RTG G1 (left) and the sCFTG G2 (right) of Examples 1 and 2,
respectively.

I Example 1. The regular tree grammar G1 = (N,Σ, I, P ) with N = N0 = I = {s},
Σ2 = {σ}, Σ0 = {α, β}, and P = {s → σ(α, σ(s, β)), s → σ(α, β)} generates the leaf
language {αnβn | n ≥ 1}. Note that because it is an RTG, all nonterminals are nullary and
thus leaves, which is similar to the property of right-linearity that can be encountered in
CFGs.

Two important facts concerning the regular tree languages are that they properly include
the derivation tree languages of CFGs and that their leaf languages are exactly the context-free
languages.

I Example 2. The sCFTG G2 = (N,Σ, I, P ) with N = N0 = I = {s}, N2 = {n}, Σ2 = {σ},
Σ0 = {α, β, γ} and

P =
{
s→ σ(α, σ(β, γ)), s→ σ(α, σ(n(β), γ)),
n→ σ(α, σ(n(σ(�, β)), γ)), n→ σ(α, σ(σ(�, β), γ))}

generates the leaf language {αnβnγn | n ≥ 1}. Since G2 is simple, the placeholder �, which
indicates the new position of the subtree under the unary nonterminal symbol n, appears
exactly once on the right side of the respective rules.

3 Combinatory Categorial Grammars

Combinatory categorial grammars (CCGs) extend the classical categorial grammars of
Ajdukiewicz and Bar-Hillel [4] by rules inspired by combinatory logic [8]. Here, as in
most of the formal work on CCGs, we restrict our attention to the rules of composition,
which are based on the B-combinator.

Let A be an alphabet, and let C(A) = TS,∅(A), where S = {/, /} is the set of slashes.
The elements of C(A) are called categories (over A), of which the elements of A ⊆ C(A) are
atomic. We write categories using infix notation, omitting unnecessary parentheses based
on the convention that slashes are left-associative. Thus every category takes the form
c = a|1c1 · · · |kck where a ∈ A, |i ∈ S, and ci ∈ C(A), for all i ∈ [k]. The atomic category a
is called the target of c and the slash–argument pairs |ici are called the arguments of c.
If ci ∈ A for all i ∈ [k], we call c a first-order category. The set of all first-order categories
over A is denoted by Cf (A). The number k is called the arity of c. Note that, from the
tree perspective, the sequence of arguments is a context α = �|1c1 · · · |kck. The number k
is the length of α; we write it as |α|. We let A(A) ⊆ CS,∅(A) be the set of all argument
contexts (over A). Finally, for every k ∈ N, we let C(A, k) = { c ∈ C(A) | arity(c) ≤ k } and
A(A, k) = {α ∈ A(A) | |α| ≤ k }.
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Intuitively, a category c/c′ can be combined with a category c′ to its right to become c;
similarly, a category c /c′ can be combined with c′ to its left. Formally, given an alphabet A
and k ∈ N, a rule of degree k over A takes one of two possible forms [28]:

ax/c, c|1c1 · · · |kck → ax|1c1 · · · |kck (forward rule)
c|1c1 · · · |kck, ax /c→ ax|1c1 · · · |kck (backward rule)

where a ∈ A, c ∈ C(A) ∪ {y}, and |i ∈ S and ci ∈ C(A) ∪ {yi} for every i ∈ [k]. The
category ax|c with | ∈ {/, /} is called the primary input category and the other cate-
gory c|1c1 · · · |kck is the secondary input category of the rule. The categories c, c1, . . . , ck can
thus be either concrete categories from C(A) or a category variable {y, y1, . . . , yk} that will
match each category from C(A). Similarly, the argument context variable x will match each
argument context of A(A). We let R(A) be the set of all rules over A, and for every k ∈ N
let R(A, k) be the finite set of all generic (i.e. always using variables instead of concrete
categories) rules over A with degree at most k. Rules of degree 0 are called application rules,
whereas rules of higher degree are called composition rules. A rule system is a pair Π = (A,R)
consisting of an alphabet A and a finite set R ⊆ R(A) of rules over A. A ground instance
of a rule r is obtained by substituting concrete categories for the variables {y, y1, . . . } and
a concrete argument context for the variable x in r. The set of all ground instances of Π
induces a relation →Π ⊆ C(A)2 × C(A), which extends to a relation ⇒Π ⊆ C(A)∗ × C(A)∗ by
⇒Π = { (ϕ c c′ ψ, ϕ c′′ ψ) | ϕ,ψ ∈ C(A)∗; c, c′ →Π c′′ }.

I Example 3. Consider the rule r = Dx/D, D/E /C → Dx/E /C, where {C,D,E} are
atoms and x is an argument context variable. A possible ground instance of this rule
is D/C/E/D, D/E /C → D/C/E/E /C, where x was replaced by the argument context
�/C/E. The primary input category c1 = D/C/E/D has target D and arguments /C, /E,
and /D. As c1 takes three atomic categories as arguments, it is a first-order category and
arity(c1) = 3. The rule degree is determined by the number of arguments replacing the last
argument of the primary input category, so r has degree k = 2. Note that D/C/E/D is short
for ((D/C)/E)/D, which is different from (D/C)/(E/D). The rules r′ = Dx/(E/D), E/
D /C → Dx /C and r′′ = Dx/(E/D), E/D /(C/C)→ Dx /(C/C) both have first degree.

IDefinition 4 ([28]). A combinatory categorial grammar (CCG) is a tuple G = (Σ, A,R, I, L)
consisting of an alphabet Σ of input symbols, a rule system (A,R), a set I ⊆ A of initial
categories, and a finite relation L ⊆ Σ × C(A) called lexicon. It is a k-CCG [resp. pure
k-CCG], for k ∈ N, if each r ∈ R has degree at most k [resp. if R = R(A, k)].

I Example 5. The classical categorial grammars of Ajdukiewicz and Bar-Hillel [4],
which are also called AB-grammars, are 0-CCGs. However, the term 0-CCG is more general
since as opposed to AB-grammars, they allow rule restrictions (i.e. they are not necessarily
pure). As a concrete example, let G3 = (Σ, A,R(A, 0), I, L) be the CCG given by the input
alphabet Σ = {c, d}, the atomic categories A = {C,D}, the set of initial categories I = {C},
and the lexicon L with L(c) = {C/D, C/D/C} and L(d) = {D}. Clearly, it is a 0-CCG. For
a slightly more involved example containing rule restrictions, see Example 15.

I Definition 6. A combinatory categorial grammar G = (Σ, A,R, I, L) accepts the category
sequences C(G) ⊆ C(A)∗ and the string language L(G) ⊆ Σ∗, where

C(G) = {ϕ ∈ C(A)∗ | ∃a0 ∈ I : ϕ⇒∗(A,R) a0} and L(G) = L−1(C(G)) .

A tree t ∈ TC(A),∅(L(Σ)) is a derivation tree of G if t(w · 1), t(w · 2)→(A,R) t(w) for every
w ∈ pos(t) \ leaves(t). The set of all such trees is denoted by D(G).

FSTTCS 2019
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Figure 2 Derivations using the AB-grammar G3 (left) and the CCG G4 (right) of Examples
5 and 15, respectively.

The grammar of Example 5 accepts L(G3) = {cidi | i ≥ 1}, which is context-free but
not regular. A derivation tree for the string ccdd is shown in Figure 2. We draw derivation
trees according to the standard conventions for CCGs, so the root is drawn at the bottom.
The dotted lines visualize the input symbol–category mapping implemented by the lexicon.
Overall, G3 accepts the category sequences C(G3) = {(C/D/C)i−1 · (C/D) ·Di | i ≥ 1}.

The language accepted by a CCG is obtained by relabeling the leaf categories of the
derivation trees using the lexicon. For the accepted tree language we similarly allow a
relabeling to avoid the restriction to the particular symbols of C(A).

I Definition 7. Let G = (Σ, A,R, I, L) be a CCG and ρ : C(A) → P+(∆) be a relabeling.
They accept the tree language Fρ(G) = {ρ(d) ∈ T∆,∅(∆) | d ∈ D(G), d(ε) ∈ I}. A tree lan-
guage F ⊆ T∆,∅(∆) is acceptable by the CCG G if there exists a relabeling ρ′ : C(A)→ P+(∆)
such that F = Fρ′(G).

Because L(Σ) is finite, there exists k ∈ N such that L(Σ) ⊆ C(A, k). The least such inte-
ger k is called the arity of L and denoted by arity(L); i.e. arity(L) = max{arity(c) | c ∈ L(Σ)}.
If L = ∅, then we let arity(L) = 0.

4 0-CCGs

Let G = (Σ, A,R, I, L) be a 0-CCG. An important property of 0-CCGs is that each category
that occurs in a derivation tree has arity at most arity(L). Thus, derivation trees are built
over a finite set of symbols.

I Theorem 8 (see [4] and [25, Proposition 3.25]). The string languages accepted by 0-CCGs
are exactly the ε-free context-free languages. Moreover, for each 0-CCG G the derivation tree
language D(G) and the accepted tree languages are regular.

To characterize the tree languages accepted by 0-CCGs, we need to introduce an additional
structural property of the derivation tree language D(G) and the acceptable tree languages.
Roughly speaking, the min-height mht(t) of a tree t is the minimal length of a path from
the root to a leaf. Recall that the height coincides with the maximal length of those
paths. For all alphabets Σ2 and Σ0, let mht: TΣ2,∅(Σ0)→ N be such that mht(a) = 0 and
mht(c(t1, t2)) = 1 + min(mht(t1),mht(t2)) for all a ∈ Σ0, c ∈ Σ2, and t1, t2 ∈ TΣ2,∅(Σ0). A
tree t ∈ TΣ2,∅(Σ0) is universally mht-bounded by h ∈ N if mht(t|w) ≤ h for every w ∈ pos(t).
Finally, a tree language F ⊆ TΣ2,∅(Σ0) is universally mht-bounded by h if every t ∈ F is
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Figure 3 Decomposition into spinal runs and the corresponding derivation tree of the 0-CCG.

universally mht-bounded by h, and it is universally mht-bounded if there exists h ∈ N such
that it is universally mht-bounded by h. Note that “universally mht-bounded” is a purely
structural property of a tree as it only depends on the shape of the tree and is completely
agnostic about the node labels. It is thus preserved by the application of a relabeling.
Consequently, ρ(F) is universally mht-bounded by h if and only if F is universally mht-
bounded by h for every tree language F ⊆ TΣ2,∅(Σ0) and relabeling ρ : (Σ2 ∪ Σ0)→ P+(∆).

Let us reconsider the 0-CCG G3 of Example 5. The set D(G3) is universally mht-bounded
by 1 (see Figure 2). It turns out that exactly the universally mht-bounded regular tree
languages are acceptable by 0-CCGs. We already observed that the tree languages acceptable
by 0-CCGs are regular, but for the converse we have to exploit the universal mht-bound.
We utilize those short paths to a leaf to decompose the tree into spines, which are short
paths in the tree that lead from a node to a leaf and are never longer than the universal
min-height. The primary categories for the applications are placed along those spines and
each spine terminates in an atomic category that can be combined with the category from
another spine. The idea of the construction is illustrated in Figure 3. This close relation and
the good closure properties of regular tree languages allow us to derive a number of closure
results for the tree languages acceptable by 0-CCGs (see Table 1).

I Theorem 9. Let F ⊆ TΣ2,∅(Σ0) be a tree language. Then F is acceptable by some 0-CCG
if and only if it is regular and universally mht-bounded.

We have seen that, while basic categorial grammars and context-free grammars are weakly
equivalent, they are not strongly equivalent when considered as tree-generating devices. More
specifically, the class of derivation tree languages of basic categorial grammars are a proper
subclass of the class of local tree languages (i.e. derivation tree languages of context-free
grammars). This result is similar to a result by Schabes et al. [21] showing that context-free
grammars are not closed under strong lexicalization, meaning that there are context-free
grammars such that no lexicalized grammar5 generates the same derivation tree language.

5 A CFG is called lexicalized if every production contains a terminal symbol.
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Table 1 Closure properties of the tree languages acceptable by 0-CCGs and 1-CCGs.

regular tree languages tree languages
closure \ class = tree languages acceptable by 1-CCGs acceptable by 0-CCGs

union 3 3

intersection 3 3

complement 3 7

relabeling 3 3

α-concatenation [10] 3 3

α-iteration [10] 3 7

5 1-CCGs

In this section, we will consider 1-CCGs, which allow rules of degree at most 1. Thus, the
secondary input categories appearing in their derivation tree languages have at most one
additional argument after the category consumed by the composition. We will show that the
1-CCGs accept exactly the regular tree languages by showing inclusion in both directions.

I Lemma 10. For each 1-CCG G the derivations D(G) and the accepted tree language are
regular.

The following lemma establishes a normal form for regular tree grammars that is easily
achieved using standard techniques. For every m ∈ N, let Zm = {i ∈ N | 0 ≤ i < m}.

I Lemma 11. For each RTG G there exists an equivalent RTG G′ = (Zm,Σ, I ′, P ′) in
normal form, in which every nonterminal n ∈ Zm generates a uniquely defined terminal
symbol σn; i.e. for all n ∈ Zm there exists σn ∈ Σ such that t(ε) = σn for all t ∈ TΣ
with n⇒+

G′ t.

Given an RTG G = (Zm,Σ, I, P ) in the normal form of Lemma 11, we are allowed to
regard only the nonterminals of G when constructing an equivalent 1-CCG. Our goal is to find
a 1-CCG G′ = (Σ′, A,R, I ′, L) and a projection π : C(A)→ Zm such that F(G) = Fπ′◦π(G′).
Because π maps from categories to nonterminals, but F(G) is labeled by terminal symbols,
we need the projection π′ : Zm → Σ to map from nonterminals to terminals. This function is
well-defined due to the constraint on G, that each nonterminal generates a single terminal.

Given a production n→ σ(n1, n2) ∈ P and a projection π : C(A)→ Zm, we need categories
c1 ∈ π−1(n1) and c2 ∈ π−1(n2) for each category c ∈ π−1(n) such that c1, c2 → c is a valid
ground instance of a rule in R. This ensures that each category can be derived by the
composition of two categories mapped to matching nonterminals. We only regard first-order
categories with at most one argument due to the restriction on 1-CCGs. Starting from
any nonterminal, the productions P allow the derivation of at most all ordered pairs of
nonterminals. The number of ordered pairs Z2

m increases quadratically in m, whereas the
number of different composition input pairs resulting in a fixed category increases only
linearly in |A|. The category matrix depicted in Figure 4 illustrates that a first-order category
with one argument is the result of the forward compositions of |A| different category pairs.
In addition to composition rules, application rules are neccessary to obtain an atomic initial
category. Based on these observations, we construct a 1-CCG G′ with m2 atoms in the
following way.
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I Definition 12. Given an RTG G = (Zm,Σ, I, P ) in the normal form of Lemma 11, we
construct the 1-CCG G′ = ({x},Z2

m, R, π
−1(I) ∩ Z2

m, L) with

R =
{
a/b, b→ a | π(a)→ σ

(
π(a/b), π(b)

)
∈ P, σ ∈ Σ2, a, b ∈ Z2

m

}
∪
{
a/b, b/c→ a/c | π(a/c)→ σ

(
π(a/b), π(b/c)

)
∈ P, σ ∈ Σ2, a, b, c ∈ Z2

m

}
L = {(x, a) | a ∈ C(A, 1) ∩ Cf (A), π(a)→ α ∈ P, α ∈ Σ0, a ∈ Z2

m}

where the mapping π : (Z2
m ∪ {n/n′ | n, n′ ∈ Z2

m}) → Zm is given by π
(
(i, j)

)
= i and

π
(
(i, j)/(i′, j′)

)
= i+ j′ mod m for all i, i′, j, j′ ∈ Zm.

I Lemma 13. For each RTG G there exists a 1-CCG G′ accepting the tree language F(G).

Proof. We have to establish that the 1-CCG G′ = ({x},Z2
m, R, π

−1(I), L) of Definition 12
accepts the tree language F(G) of RTG G = (Zm,Σ, I, P ) using the relabeling π′ ◦ π. The
category c = (i, j)/(i′, j′) is the result of the forward composition of (i, j)/(k, l) and (k, l)/
(i′, j′), where i, i′, j, j′, k, l ∈ Zm. Figure 4 illustrates the projection π by means of a projection
matrix, which is a category matrix with categories replaced according to the projection.
Row and column labels follow lexicographic order. When we slice it evenly into blocks of
size m ×m, we can observe that the entries in the rows cycle through the nonterminals,
whereas in a single column, each block has only a single nonterminal in all m entries. This
is because the value of j′ changes in every entry, whereas the value of i changes only every
m entries. Nonetheless, a complete column of the whole projection matrix contains all
m nonterminals. Relabeling in this manner ensures that all pairs of nonterminals are covered
by arbitrary pairs of row and column. These are determined by the result category.

Given a category (i, j)/(i′, j′) and an ordered pair (g, h) of nonterminals, we need to
verify that there exist k, l ∈ Zm with π((i, j)/(k, l)) = g and π((k, l)/(i′, j′)) = h. Since
g = (i+l) mod m and h = (k+j′) mod m, we obtain l = (g−i) mod m and k = (h−j′) mod m.
Furthermore, given an arbitrary atom (i, j) and nonterminals g, h ∈ Zm, we want to find a
category (i, j)/(k, l) and an atom (k, l) such that π((i, j)/(k, l)) = g and π((k, l)) = h. From
the definition of the projection, π((k, l)) = k, so we have k = h and l = (g − i) mod m.

We relabel F(G′) using π′ ◦ π as described above. Due to the fact that the categories
occurring in derivation trees of G′ cannot have higher order or arity greater than 1, they
never leave the domain of π. As a result, we were able to construct a 1-CCG accepting
the tree language F(G). Thus, for each regular tree language, we can construct a 1-CCG
accepting it. J

I Theorem 14. The tree languages accepted by 1-CCGs are exactly the regular tree languages.

6 Inclusion in the Context-Free Tree Languages

In this section, we want to relate the derivation tree languages of CCGs to the context-free
tree languages. However, this is complicated by the presence of potentially infinitely many
categories. Let us illustrate the problem first.

I Example 15. Let G4 = (Σ, A,R, {D}, L) be the 3-CCG given by the alphabet Σ = {c, d, e},
the atomic categories A = {C,D,E}, the lexicon L with L(c) = {C}, L(d) = {D/E /C,
D/E/D /C}, L(e) = {E}, and the rule set R consisting of the rules

Dx/D, D/E/D /C → Dx/E/D /C Dx/E, E → Dx

Dx/D, D/E /C → Dx/E /C C, Dx /C → Dx

FSTTCS 2019
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a0 a1 a2 a3

a0 a0/a0 a0/a1 a0/a2 a0/a3

a1 a1/a0 a1/a1 a1/a2 a1/a3

a2 a2/a0 a2/a1 a2/a2 a2/a3

a3 a3/a0 a3/a1 a3/a2 a3/a3

(0, 0) (0, 1) (0, 2) (1, 0) (1, 1) (1, 2) (2, 0) (2, 1) (2, 2)

(0, 0) 0 1 2 0 1 2 0 1 2

(0, 1) 0 1 2 0 1 2 0 1 2

(0, 2) 0 1 2 0 1 2 0 1 2

(1, 0) 1 2 0 1 2 0 1 2 0

(1, 1) 1 2 0 1 2 0 1 2 0

(1, 2) 1 2 0 1 2 0 1 2 0

(2, 0) 2 0 1 2 0 1 2 0 1

(2, 1) 2 0 1 2 0 1 2 0 1

(2, 2) 2 0 1 2 0 1 2 0 1

Figure 4 The category matrix (left) contains all first-order categories of arity 1 with only forward
slashes in a CCG with four atoms. Each category is the result of the forward composition of a category
taken from the same row and one from the same column, respectively. The i-th entry of each row can
be combined with the i-th entry of each column. Thus, each category is the result of four different
forward compositions. The projection matrix (right) shows a 1-CCG with nine atomic categories after
relabeling using projection π : C(A)→ Z3, obtained from an RTG with three nonterminals by applying
Definition 12. Suppose we want to find two categories projected to nonterminals (g, h) = (0, 2) whose
composition yields (i, j)/(i′, j′) = (0, 1)/(0, 1). These are categories (0, 1)/(1, 0) and (1, 0)/(0, 1)
since (k, l) = ((h− j′) mod 3, (g − i) mod 3) = ((2− 1) mod 3, (0− 0) mod 3) = (1, 0).

where x ∈ A(A). From a few sample derivation trees (see Figure 2) we can convince ourselves
that G4 accepts the string language L(G4) = { cidiei | i ≥ 1 }, which shows that 3-CCGs can
accept non-context-free string languages. In addition, the derivation trees D(G4) contain
infinitely many categories as labels.

Since the classical tree language theory only handles finitely many labels, we switch to
a different representation and consider rule trees. To simplify the notation, we introduce
the following shorthands. We let T = TR,∅

(
L(Σ)

)
be the set of all potential rule trees (see

Definition 16), and for all alphabets N1 and N0 we let SF(N1, N0) = TR,N1

(
L(Σ) ∪N0

)
be

the forms of a sCFTG with unary nonterminals N1 and nullary nonterminals N0.

I Definition 16. Let G = (Σ, A,R, I, L) be a CCG. A tree t ∈ T is a rule tree of G if
catG(t) ∈ I, where catG : T→ C(A) is the partial function that is inductively defined by

catG(c) = c for all c ∈ L(Σ),
catG

(
(ax/c, cγ → axγ)(t1, t2)

)
= aαγ for all trees t1, t2 ∈ T such that catG(t1) = aα/c

and catG(t2) = cγ, and
catG

(
(cγ, ax /c→ axγ)(t1, t2)

)
= aαγ for all trees t1, t2 ∈ T such that catG(t1) = cγ and

catG(t2) = aα /c.
The set of all rule trees of G is denoted by R(G).

The rule trees provide a natural encoding of the (successful) derivation trees of a CCG
using only finitely many labels. More precisely, there is an (obvious) bijection between the
derivation trees D(G) and the domain of the function catG.

In the following, let G = (Σ, A,R, I, L) be a CCG. Our goal is to construct an sCFTG
that generates exactly the rule tree language R(G). To this end, we first need to limit the
arity of the categories. Let k ∈ N be the maximal arity of a category in

I ∪ L(Σ) ∪ {cγ | ax/c, cγ → axγ ∈ R} ∪ {cγ | cγ, ax /c→ axγ ∈ R} ,

i.e. the maximal arity of the categories that occur in the lexicon, as initial category, or
as the secondary premise of a rule of R. Roughly speaking, the constructed sCFTG will
use the categories C(A, k) as nullary nonterminals and tuples 〈a, |c, γ〉 consisting of an
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(ax/a, a→ ax)

(c/a, ax\c→ ax/a)

(a, cx\a→ cx)

a c/a\a

(ax/b, b/c\c→ ax/c\c)

a/b/b b/c\c

a

(ax/a, a→ ax)

(c/a, ax\c→ ax/a)

〈c/a〉 (ax/b, b/c\c→ ax/c\c)

a/b/b 〈b/c\c〉

〈a〉

〈a, /a, �〉

〈a, \c, /a〉

〈a, /b, /c\c〉

〈a/b/b〉

Figure 5 Rule tree t (without lexical entries), spinal(t), and its encoding enc(t).

atomic category a ∈ A, a single argument |c with | ∈ S and c ∈ C(A, k), and an argument
tree γ ∈ A(A, k) as unary nonterminals. Recall that we write substitutions α[t] as tα
for α ∈ A(A) and t ∈ C(A) ∪ A(A).

I Definition 17. We construct the sCFTG G′ = (N1 ∪N0, R ∪ L(Σ), I ′, P ) with
N1 = {〈a, |c, γ〉 | a ∈ A, | ∈ S, c ∈ C(A, k), γ ∈ A(A, k)} and N0 = {〈c〉 | c ∈ C(A, k)},
I ′ = {〈a0〉 | a0 ∈ I}, and
the following set P of productions

P =
{
〈c〉 → c | c ∈ L(Σ)

}
∪ (1){

〈a, /c, γ〉 → s
(
�, 〈cγ〉

)
| s =

(
ax/c, cγ → axγ

)
∈ R

}
∪ (2){

〈a, /c, γ〉 → s
(
〈cγ〉,�

)
| s =

(
cγ, ax /c→ axγ

)
∈ R} ∪ (3){

〈aαγ〉 → 〈a, |c, γ〉
(
〈aα|c〉

)
| a ∈ A, α, γ ∈ A(A), | ∈ S, c ∈ C(A, k),
|α| < k, |αγ| ≤ k

}
∪ (4){

〈a, |c, γ〉 → 〈a, |′c′,�〉
(
〈a, |c, γ|′c′〉(�)

)
| a ∈ A, |, |′ ∈ S, c, c′ ∈ C(A, k), γ ∈ A(A, k − 1)

}
(5)

We still have to establish that G′ indeed generates exactly R(G). This will be achieved
by showing both inclusions in the next chain of lemmas.

I Lemma 18. F(G′) ⊆ R(G).

For the converse, we decompose and encode rule trees R(G) in a more compact manner.
First, we translate a rule tree into its primary spine form. For all a ∈ A, c ∈ C(A, k),
γ ∈ A(A, k), and t1, t2 ∈ T we let

spinal
(
c
)

= c

spinal
(
(ax/c, cγ → axγ)(t1, t2)

)
= (ax/c, cγ → axγ)

(
spinal(t1), 〈c〉

)
spinal

(
(cγ, ax /c→ axγ)(t1, t2)

)
= (cγ, ax /c→ axγ)

(
〈c〉, spinal(t2)

)
.

Clearly, spinal : T→ TR,∅(L(Σ) ∪N0). An example is shown in Figure 5. Additionally, we
encode rule trees using only the nonterminals of G′ [i.e. a tree of T∅,N1(N0)]. To this end,
we define a mapping enc: T → T∅,N1(N0). For all a ∈ A, c ∈ C(A, k), γ ∈ A(A, k), and
t1, t2 ∈ T we let

enc(c) = 〈c〉
enc
(
(ax/c, cγ → axγ)(t1, t2)

)
= 〈a, /c, γ〉

(
enc(t1)

)
enc
(
(cγ, ax /c→ axγ)(t1, t2)

)
= 〈a, /c, γ〉

(
enc(t2)

)
.

This encoding is also demonstrated in Figure 5.
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〈a/b/c〉 ⇒G′

〈a, /b, /c〉

〈a/b/b〉
⇒G′

〈a, \c, �〉

〈a, /b, /c\c〉

〈a/b/b〉

⇒G′

〈a, /a, �〉

〈a, \c, /a〉

〈a, /b, /c\c〉

〈a/b/b〉

Figure 6 Derivation of the encoding.

I Lemma 19. 〈catG(t)〉 ⇒∗G′ enc(t) ⇒∗G′ spinal(t) for every t ∈ T with catG(t) ∈ C(A, k),
and hence R(G) ⊆ F(G′).

I Theorem 20. The rule trees R(G) of a CCG G can be generated by an sCFTG.

7 Proper Inclusion for Pure CCGs

In this section, we show that there exist CFG derivation tree languages that cannot be
accepted by any pure CCG. A CCG (Σ, A,R, I, L) is pure if R = R(A, k) for some k ∈ N.
In particular, this shows that the inclusion demonstrated in Section 6 is proper for pure
CCGs. We start with our counterexample CFG. To make the text more readable, we assume
henceforth that all computations with nonterminals are performed modulo 3.

I Example 21. Let us consider the CFG Gex = (N,Γ, 〈0, 0〉, P ) with the nonterminals
N = {〈i, j〉 | 0 ≤ i, j ≤ 2}, the terminals Γ = {α}, and the set P of productions contains
exactly 〈i, j〉 → 〈i + 1, j〉 〈i, j + 1〉 and 〈i, j〉 → α for every 〈i, j〉 ∈ N . Clearly, the tree
language D(Gex) is not universally mht-bounded.

Theorem 9 already shows that the tree language D(Gex) cannot be accepted by any
0-CCG. Similarly, it is impossible to accept D(Gex) with a pure CCG. This follows from
the transformation schemes of [14] that change the order of consecutive application and
non-application operations, resulting in derivation trees with reordered subtrees and therefore
with the wrong shape after relabeling. Due to the absence of rule restrictions in pure CCGs,
the applicability of these transformations cannot be prevented.

I Theorem 22. The tree language D(Gex) cannot be accepted any pure CCG.

8 Conclusion

We have shown that the tree languages accepted by CCGs with limited composition depth
and rule restrictions are a subset of the tree languages generated by simple monadic context-
free tree grammars. This inclusion is proper for pure CCGs (i.e. without rule restrictions).
In addition, the tree languages accepted by 0-CCGs are a proper subset of regular tree
languages, whereas those accepted by 1-CCGs are exactly the regular tree languages. While
the step from 0-CCGs to 1-CCGs does not increase the weak generative capacity, the strong
generative capacity increases. We also observe that there is no difference in expressivity for
0-CCGs between the pure and non-pure variants, while for higher rule degrees, pure CCGs
are strictly weaker. The first statement follows from the fact that we are able to construct
an equivalent pure 0-CCG for each mht-bounded regular tree language.
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The construction used in the classical proof of weak equivalence between CCG and
TAG [28] demonstrated that there is no difference in weak generative capacity between
2-CCGs and k-CCGs with k > 2 and that the inclusion of higher-order categories in the
lexicon does not change weak generative capacity. However, as stated in the Introduction, this
construction utilizes ε-entries, which are problematic from a computational point of view [15].
Future work should explore the relationship between TAG and CCG, and in particular
the effects of higher rule degrees k (up to unlimited composition depth) and higher-order
categories, in the absence of ε-entries. Another interesting direction is strong generative
capacity: If for a given sCFTG a strongly equivalent CCG could be constructed (the inverse
direction of what we showed in Theorem 20), this would characterize the tree-generative
capacity of CCG exactly. Furthermore, the effect of the inclusion of additional rules on the
expressivity should be studied.
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1 Introduction

Cyclic proof systems have received much attention in the recent years. Proofs in such systems
are graphs rather than trees, and they must satisfy a certain validity criterion.

Such systems have been proposed for instance by Brotherston and Simpson in the context
of first order logic with inductive predicates [4], as an alternative to the standard induction
schemes. The infinite descent principles associated to cyclic proofs are in general at least as
powerful as the standard induction schemes, but the converse is a delicate problem. It was
proven only recently that it holds in certain cases [3, 18], and that there are also cases where
cyclic proofs are strictly more expressive [2].

Cyclic proof systems have also been used in the context of the µ-calculus [8], where we
have inductive predicates (least fixpoints), but also coinductive predicates (greatest fixpoints),
and alternation of those. Proof theoretical aspects such as cut-elimination were studied
from the linear logic point of view [11, 10], and these systems were recently used to obtain
constructive proofs of completeness for Kozen’s axiomatisation [9, 1].

Building on these works, Das and Pous considered the simpler setting of Kleene algebra,
and proposed a cyclic proof system for regular expression containments [6]. The key observa-
tion is that regular expressions can be seen as µ-calculus formulas using only a single form of
fixpoint: the definition of Kleene star as a least fixpoint (e∗ = µx.1 + e · x). Their system is
based on a non-commutative version of µMALL [10], and it is such that a sequent e ` f is
derivable if and only if the language of e is contained in that of f . This work eventually led
to an alternative proof of left-handed completeness for Kleene algebra [5].
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45:2 Cyclic Proofs and Jumping Automata

In the latter works, it is natural to consider regular expressions as datatypes [12], and
proofs of language containments as total functions between those datatypes [13]. Such a
computational interpretation of cyclic proofs was exploited to prove cut-elimination in [7].

We follow the same approach here, focusing on an even simpler setting: our sequents
essentially have the shape A∗ ` 2, where A is a finite alphabet and 2 is a type (or formula)
for Boolean values. Cyclic proofs no longer correspond to language containments: they give
rise to functions from words to Booleans, i.e. , formal languages. We characterise the class
of languages that arise from such proofs.

If we keep a purely linear proof system, as in [6, 7], we show that we obtain exactly the
regular languages. In contrast, if we allow the contraction rule, we can express non-regular
languages. We show that in this case, we obtain the languages that are recognisable by a
new class of automata, which we call jumping multihead automata1. Indeed, cyclic proofs
are more expressive than the plain one-way multihead automata that were studied in the
literature [14]. Intuitively, when reading a word, a multihead automaton may only move its
heads forward, letter by letter, while a jumping multihead automaton also has the possibility
to let a given head jump to the position of another head. This gives the opportunity to record
positions in the word, and to repeatedly analyse the suffixes starting from those positions.

Outline

We define our cyclic proof system and its computational interpretation in Sect. 2. Then we
define jumping multihead automata and establish their basic properties (Sect. 3). We prove
the equivalence between the two models in Sect. 4 (Thm. 19), from which it follows that we
capture precisely the regular languages in the linear case (Thm. 24). We discuss directions
for future work in Sect. 5.

Notation

Given sets X,Y , we write X × Y for their Cartesian product, X ] Y for their disjoint union,
and X∗ for the set of finite sequences (lists) over X. Given such a sequence l, we write |l| for
its length and li or l(i) for its ith element. We write B for the set {ff , tt} of Booleans, and
〈x, y, z〉 for tuples. We use commas to denote concatenation of both sequences and tuples,
and ε to denote the empty sequence. We write Im(f) for the image of a function f .

2 Infinite proofs and their semantics

We let a, b range over the letters of a fixed and finite alphabet A. We work with only two
types (or formulas): the type A of letters, and the type A∗ of words. We let e, f range over
types, and E,F range over finite sequences of types. Given such a sequence E = e1, . . . , en,
we write [E] for the set e1 × · · · × en.

We define a sequent proof system, where sequents have the shape E ` 2, and where proofs
of such sequents denote functions from [E] to B, i.e. subsets of [E].

1 This new class should not be confused with the jumping finite automata introduced by Meduna and
Zemek [16], which are not multihead.
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E,F ` 2
w
E, e, F ` 2

E, e, e, F ` 2
c

E, e, F ` 2
(E,F ` 2)a∈A

A
E,A, F ` 2

E,F ` 2 E,A,A∗, F ` 2
∗

E,A∗, F ` 2
t
` 2

f
` 2

Figure 1 The rules of C.

f
` 2

f
` 2

t
` 2

w
A∗ ` 2

...

A∗ ` 2
A

A,A∗ ` 2
∗

A∗ ` 2

...

A∗ ` 2
A

A,A∗ ` 2
∗

A∗ ` 2
•

• •

•
...

A∗ ` 2

...

A∗ ` 2
w
A∗, A∗ ` 2

w
A,A∗, A∗ ` 2

∗
A∗, A∗ ` 2

c
A∗ ` 2

•

Figure 2 Two regular preproofs; only the one on the left is valid.

2.1 Infinite proofs
We now define the cyclic proof system whose six inference rules are given in Fig. 1. In
addition to two structural rules (weakening and contraction), we have a left introduction
rule for each type, and two right introduction rules for Boolean constants. Note that there
is no exchange rule, which explains why the structural and left introduction rules use two
sequences E and F rather than a single one.

The left introduction rule for type A∗ corresponds to an unfolding rule, looking at A∗
as the least fixpoint expression µX.(1 ] A × X) (e.g., from µ-calculus). The left premiss
intuitively corresponds to the case of an empty list, while the right premiss covers the case
of a non-empty list. Except from weakening and contraction, those rules form a very small
fragment of those used for Kleene algebra in [7] (interpreting A as a sum 1 + · · ·+ 1 with |A|
elements and 2 as the binary sum 1 + 1).

Note that we are not interested in provability in the present paper: every sequent can be
derived trivially, using weakenings and one of the two right introduction rules. The objects
of interest are the proofs themselves; this explains why we have two axioms for proving the
sequent ` 2: they correspond to two different proofs.

We set B = A ] {0, 1}. A (possibly infinite) tree is a non-empty and prefix-closed subset
of B∗, which we view with the root, ε, at the bottom; elements of B∗ are called addresses.

I Definition 1. A preproof is a labelling π of a tree by sequents such that, for every node v

with children v1, . . . vn, the expression
π(v1) · · · π(vn)

π(v)
is an instance of a rule from Fig. 1.

A preproof is regular if it has finitely many distinct subtrees, i.e. it can be viewed as the
unfolding of a finite graph. A preproof is affine if it does not use the c-rule.

If π is a preproof, we note Addr(π) its set of addresses, i.e. its underlying tree. The
formulas appearing in lists E,F of any rule instance are called auxiliary formulas. The non
auxiliary formula appearing in the conclusion of a rule is called the principal formula.

A ∗ address in a preproof π is an address v which is the conclusion of a ∗ rule in π.
Two examples of regular preproofs are depicted in Fig. 2. The alphabet A is assumed to

have exactly two elements, so that the A rule is binary. Backpointers are used to denote
circularity: the actual preproofs are obtained by unfolding the graphs. The preproof on the
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45:4 Cyclic Proofs and Jumping Automata

right might look suspicious: it never uses the axioms t or f . In fact, only the one on the
left satisfies the validity criterion which we define below. Before doing so, we need to define
a notion of thread, which are the branches of the shaded trees depicted on the preproofs.
Intuitively a thread follows a star formula occurrence along a branch of the proof. First we
need to define parentship and ancestor relations.

I Definition 2. A [star] position in a preproof π is a pair 〈v, i〉 consisting of an address v
and an index i ∈ [0; |E| − 1], where π(v) = E ` 2 [and Ei is a star formula]. A position
〈w, j〉 is the parent of a position 〈v, i〉 if |v| = |w| + 1 and, looking at the rule applied at
address w the two positions point at the same place in the lists E,F of auxiliary formulas, or
at the formula e when this is the contraction rule, or at the principal formula A∗ when this
is the ∗ rule and v = w1. We write 〈v, i〉C 〈w, j〉 in the former cases, and 〈v, i〉 C· 〈w, j〉 in
the latter case. Position 〈w, j〉 is an ancestor of 〈v, i〉 when those positions are related by the
transitive closure of the parentship relation.

The graph of the parentship relation is depicted in Fig. 2 using shaded thick lines and an
additional bullet to indicate when we pass principal star steps (C·). Note that in the ∗ rule,
the principal formula occurrence A∗ is not considered as a parent of the occurrence of A in
the right premiss.

We can finally define threads and the validity criterion.

I Definition 3. A thread is a possibly infinite branch of the ancestry graph. A thread is
principal when it visits a ∗ rule through its principal formula. A thread is valid if it is
principal infinitely often.

In the first preproof of Fig. 2, the infinite green thread 〈ε, 0〉 B· 〈1, 1〉B 〈11, 0〉 B· 〈111, 1〉B
〈1111, 0〉 . . . is valid, as well as every other infinite thread. There is no valid thread in the
second preproof: taking a principal step forces the thread to terminate.

I Definition 4. A preproof is valid if every infinite branch contains a valid thread. A proof
is a valid preproof. We write π : E ` 2 when π is a proof whose root is labelled by E ` 2.

In the examples from Fig. 2, only the preproof on the left is valid, thanks to the infinite
green thread. The second preproof is invalid: infinite threads along the (infinitely many)
infinite branches are never principal.

This validity criterion is essentially the same as for the system LKA [7], which in turn is
an instance of the one used for µMALL [10]: we just had to extend the notion of ancestry
to cover the contraction rule. Note however that the presence of this rule induces some
subtleties. For instance, while in the cut-free fragment of LKA, a preproof is valid if and
only if it is fair (i.e. every infinite branch contains infinitely many ∗ steps [7, Prop. 8]), this
is no longer true with contraction: the second preproof from Fig. 2 is fair and invalid.

In the affine case, due to the fragment we consider here, and since we do not include cut,
the situation is actually trivial:

I Proposition 5. Every affine preproof is valid.

2.2 Computational interpretation of infinite proofs
We now show how to interpret a proof π : E ` 2 as a function [π] : [E]→ B. Since proofs
are not well-founded, we cannot reason directly by induction on proofs. We use instead the
following relation on partial computations, which we prove to be well-founded thanks to the
validity criterion.
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I Definition 6. A partial computation in a fixed proof π is a pair 〈v, s〉 consisting of an
address v of π with π(v) = E ` 2, and a value s ∈ [E]

Given two partial computations, we write 〈v, s〉 ≺ 〈w, t〉 when
1. |v| = |w|+ 1,
2. for every i, j such that 〈v, i〉C 〈w, j〉, we have si = tj, and
3. for every i, j such that 〈v, i〉 C· 〈w, j〉, we have |si| < |tj |.
The first condition states that the subproof at address v should be one of the premisses of
the subproof at w; the second condition states that the values assigned to star formulas
should remain the same along auxiliary steps; the third condition ensures that they actually
decrease in length along principal steps.

I Lemma 7. The relation ≺ on partial computations is well-founded.

Proof. Suppose by contradiction that there exists an infinite descending sequence. By
condition 1/, this sequence corresponds to an infinite branch of π. By validity, this branch
must contain a thread which is principal infinitely many times. This thread contradicts
conditions 2/ and 3/ since we would obtain an infinite sequence of lists of decreasing
length. J

I Definition 8. The return value [v](s) of a partial computation 〈v, s〉 with π(v) = E ` 2
is a Boolean defined by well-founded induction on ≺ and case analysis on the rule used at
address v.
w : [v](s, x, t) , [v0](s, t)
c : [v](s, x, t) , [v0](s, x, x, t)
t : [v]() , tt
f : [v]() , ff

A : [v](s, a, t) , [va](s, t)
∗ : [v](s, l, t) is defined by case analysis on the list l:

[v](s, ε, t) , [v0](s, t)
[v](s, x :: q, t) , [v1](s, x, q, t)

In each case, the recursive calls are made on strictly smaller partial computations: they occur
on direct subproofs, the values associated to auxiliary formulas are left unchanged, and in
the second subcase of the ∗ case, the length of the list associated to the principal formula
decreases by one.

I Definition 9. The semantics of a proof π : E ` 2 is the function [π] : s 7→ [ε](s).

(Note that we could give a simpler definition of the semantics for affine proofs by reasoning on
the total size of the arguments; such an approach however breaks in presence of contraction.)

Let us compute the semantics of the first (and only) proof in Fig. 2. Recall that A has
two elements in this example, so set A = {a, b} (and thus B = {0, 1, a, b}), and let us use a
(resp. b) to navigate to the left (resp. right) premiss of the A rule. Starting from words aba
and aab, we get the two computations on the left below:

[ε](ab)
= [1](a, b)
= [1a](b)
= [1a1](b, ε)
= [1a1b](ε)
= [1a1b0]()
= ff

[ε](aab)
= [1](a, ab)
= [1a](ab)
= [1a1](a, b)
= [1a1a](b)
= [1a1a0]()
= tt

[ε](ε) = ff
[ε](au) = [ε](u)
[ε](bu) = [1a](u)

[1a](ε) = ff
[1a](au) = tt
[1a](bu) = [ε](u)

Using the fact that the subproofs at addresses ε, 1a and 1a1b are identical, we can also
deduce the equations displayed on the right, which almost correspond to the transition
table of a deterministic automaton with two states ε and 1a. This is not strictly speaking a
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π

E, F ` 2

...

E,A∗, F ` 2
wA

E,A,A∗, F ` 2
∗

E,A∗, F ` 2
•

Figure 3 Weakening stars (Prop. 10).

ff

tt

...

A∗ ` 2
ff

×

...

A∗, A∗ ` 2
∗

A∗, A∗ ` 2
∗

A∗, A∗ ` 2
∗

A∗, A∗ ` 2
∗

A∗, A∗ ` 2
c

A∗ ` 2
∗

A∗ ` 2
•

•
•

•
•
•

•

Figure 4 A regular proof for {a2n

| n ∈ N}.

deterministic automaton because of the fifth line: when reading an a, the state 1a decides to
accept immediately, whatever the remainder of the word. We can nevertheless deduce from
those equations that ε recognises the language A∗aaA∗.

Trying to perform such computations on the invalid preproof on the right in Fig. 2 gives
rise to non-terminating behaviours, e.g., [ε](ε) [0](ε, ε) [00](ε) . . . and [ε](x :: q) 
[0](x :: q, x :: q) [01](x, q, x :: q) [010](q, x :: q) [0100](x :: q) . . . .

Before studying a more involved example, we prove the following property:

I Proposition 10. The weakening rule (w) is derivable in a way that respects regularity,
affinity, existing threads, and the semantics.

Proof. When the weakened formula is A, it suffices to apply the A rule and to use the
starting proof |A| times. When the weakened formula is A∗, assuming a proof π : E,F ` 2, we
construct the proof in Fig. 3. The step marked with wA is the previously derived weakening
on A. The preproof is valid because this step does preserve the blue thread. J

As a consequence, the full proof system is equivalent to the one without weakening. We shall
see that the system would remain equally expressive with the addition of an exchange rule
(see Rem. 23 below), but that the contraction rule instead plays a crucial role and changes
the expressive power.

Let us conclude this section with an example beyond regular languages: we give in Fig. 4
a proof whose semantics is the language of words over a single letter alphabet, whose length
is a power of two (a language which is not even context-free). Since the alphabet has a single
letter, the A rule becomes a form of weakening, and we apply it implicitly after each ∗ step.
We also abbreviate subproofs consisting of a sequence of weakenings followed by one of the
two axioms by tt, ff , or just × when it does not matter whether we return true or false.

Writing n for the word of length n and executing the proof on small numbers, we observe

[ε](0) = [0]() = ff
[ε](1) = [1](0) = [10](0, 0) = [100](0) = tt
[ε](2) = [1](1) = [10](1, 1) = [101](1, 0) = [1010](1) = [ε](1) = tt
[ε](3) = [1](2) = [10](2, 2) = [101](2, 1) = [1011](2, 0) = ff
[ε](4) = [1](3) = [10](3, 3) = [101](3, 2) = [1011](3, 1) = [10111](3, 0) = [101111](2, 0)

= [101](2, 0) = [1010](2) = [ε](2) = tt

More generally, the idea consists in checking that the given number can be divided by two
repeatedly, until we get 1. To divide a number represented in unary notation by two, we copy
that number using the contraction rule, and we consume one of the copies twice as fast as the
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other one (through the three instances of the ∗ rule used at addresses 101, 1011, and 10111);
if we reach the end of one copy, then the number was even, the other copy precisely contains
its half, and we can proceed recursively (through the backpointer on the left), otherwise the
number was odd and we can reject. The subproof at address 101110 is never explored: we
would be in a situation where the slowly consumed copy gets empty before the other one.

Finally note that every (even undecidable) language can be represented using an infinite
(in general non regular) proof: apply the left introduction rules eagerly, and fill in the left
premisses of the ∗ rules using the appropriate axiom.

3 Jumping multihead automata

Now we introduce the model of Jumping Multihead Automata (JMA) and establish its basic
properties. We will prove in Sect. 4 that its expressive power is precisely that of cyclic proofs.

3.1 Definition and semantics of JMAs
Let A be a finite alphabet and / /∈ A be a fresh symbol. We note A/ = A ∪ {/}.

IDefinition 11. A jumping multihead automaton (JMA) is a tupleM = 〈S, k, s0, sacc, srej , δ〉
where:

S is a finite set of states;
k ∈ N is the number of heads;
s0 ∈ S is the initial state;
sacc ∈ S and srej ∈ S are final states, respectively accepting and rejecting;
δ : Strans × (A/)k −→ S × Actk is the deterministic transition function, where Strans ,
S \ {sacc, srej} is the set of non-final states, and Act , {�, �} ∪ {J1, J2, . . . , Jk}.

In the transition function, symbols � and � stand for “stay in place” and “move forward”
respectively, and action Ji stands for “jump to the position of head number i”. Intuitively,
if the machine is in state s, each head j reads letter ~a(j), and δ(s,~a) = (s′, α), then the
machine goes to state s′ and each head j performs the action α(j). Accordingly, to guarantee
that the automaton does not try to go beyond the end marker of the word, we require that if
δ(s,~a) = (s′, α), then for all j ∈ J1, kK with ~a(j) = / we have α(j) 6= �.

A configuration of a JMAM = 〈S, k, s0, sacc, srej , δ〉 is a triple c = (w, s, p) where w is
the input word, s ∈ S is the current state, and p = (p1, . . . , pk) ∈ J0, |w|Kk gives the current
head positions. If the position pi is |w| then the head i is scanning the symbol /.

The initial configuration on an input word w is (w, s0, (0, . . . , 0)). Let w = a0a1 . . . an−1
be the input and an = /. Let (w, s, (p1, . . . , pk)) be a configuration with s ∈ Strans, and
(s′, (x1, . . . , xk)) = δ(s, (ap0 , . . . apk

)) be given by the transition function. Then the successor
configuration is defined by (w, s′, (p′1, . . . , p′k)), where for all i ∈ J1, kK p′i depends on xi in
the following way:

(1) p′i = pi if xi = � (2) p′i = pi + 1 if xi = � (3) p′i = pj if xi = Jj

A configuration (w, s, p) is final if s ∈ {sacc, srej}. It is accepting (resp. rejecting) if
s = sacc (resp. s = srej). A run of a JMAM on w is a sequence of configurations c0, c1, . . . , cr

on w where c0 is the initial configuration, and ci+1 is the successor configuration of ci for all
i. If cr is rejecting (resp. accepting), we say that the word w is rejected (resp. accepted) by
M. We say thatM terminates on w if there is a maximal finite run ofM on w, ending in a
final configuration. The language ofM, noted L(M), is the set of finite words accepted by
M, i.e. the set of words w ∈ A∗ such thatM has an accepting run on w.
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I Example 12. The language L = {a2n | n ∈ N} can be recognised by the following JMA
with two heads. (Missing transitions all go to the rejecting final state.)

s0 s1 s2

srej

sacc

(a, /),�, J1
(a, a),�, �

(a, a), �, �

(a, /), �,�
(/, /),�,�

(a, /),�,�

The idea behind the automaton is similar as the proof given in Fig. 4: one head advances
at twice the speed of the other. When the fast head reaches the end of the word, it either
rejects if the length is odd and at least 2, or jumps to the position of the slow head located
in the middle of the word. From there, the automaton proceeds recursively.

Notice that on an input word u, three scenarios are possible: the automaton accepts by
reaching sacc, rejects by reaching srej , or rejects by looping forever. In order to translate
JMAs into cyclic proofs, whose validity criterion ensures termination, it is convenient to
forbid the last scenario. We ensure such a property by a syntactic restriction on the transition
structure of JMAs.

The transition graph of a JMAM = 〈S, k, s0, sacc, srej , δ〉 is the labelled graph GM =
(S,E), where the vertices are states S, and the set of edges is E ⊆ S × S ×Actk, defined by
E = {(s, s′, α) | ∃~a ∈ (A/)k, δ(s,~a) = (s′, α)}.

A JMA M is progressing if for every cycle e1e2 . . . el in its transition graph, where
ei = (si, si+1, αi) for each i ∈ J1, lK and sl+1 = s1, there exists a head j ∈ J1, kK with
α1(j)α2(j) . . . αl(j) ∈ (�∗ · � ·�∗)+. (Intuitively we require that for every loop, one of the
head does not jump during this loop and moves forward at least once).

The JMA from Ex. 12 always terminates, but it is not progressing due to the loop
on the initial state. It could easily be modified into a progressing JMA by introducing a
new intermediary state instead of looping on s0. In fact, even in cases where a JMA can
indefinitely loop on some inputs, one can always turn it into a progressing one recognising
the same language. Hence all JMAs are assumed to be progressing from now on.

I Lemma 13. Every JMA can be converted into a progressing JMA with the same language.

Proof. We use the fact that the number of possible configurations on a given word w is
bounded polynomially in the length of w. We add heads to the JMA that just advance
counting up until this bound, making the JMA progressing. Details are given in [15,
Appendix]. J

I Lemma 14. Given a JMA M, we can check in NL whether M is progressing. If M is
progressing, then it terminates on all words.

3.2 Expressive power of JMAs
Write JMA(k) for the set of languages expressible by a progressing JMA with k heads. JMAs
encode only DLogSpace languages; one-head JMAs capture exactly the regular languages.

I Lemma 15.
⋃

k≥1 JMA(k) ⊆ DLogSpace.

Proof. It is straightforward to translate a JMA with k heads into a Turing machine using
space O(logk(n)), by remembering the position of the heads. J
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I Lemma 16. JMA(1) = Reg.

As mentioned in the introduction, (non-jumping) multihead automata have already been
investigated in the literature [14]. They consist of automata with a fixed number of heads (k)
that can either only go from left to right, (like our JMAs, case of 1-way automata, 1DFA(k)),
or in both directions (case of 2-ways automata, 2DFA(k)). We briefly compare JMAs to
those automata, starting with the 1-way case.

First of all, it is clear that for all k ≥ 1, 1DFA(k) ⊆ JMA(k) (in particular, because
1DFAs can be assumed to be progressing without increasing the number of heads).
I Remark 17. Since emptiness, universality, regularity, inclusion and equivalence are unde-
cidable for 1DFAs with 2 heads [14], these problems are also undecidable for JMAs with
2 heads.

The following proposition shows that the ability to jump increases the expressive power.

I Proposition 18. For all k ≥ 1, JMA(2) * 1DFA(k).

Proof. It is proven in [19] that (1DFA(k))k∈N forms a strict hierarchy, by defining a language
Lb that is recognisable by a 1DFA with k heads if and only if b <

(
k
2
)
. We slightly modify

these languages so that they become expressible with a two heads JMA while keeping the
previous characterisation for 1DFA. Details are given in [15, Appendix]. J

Concerning 2-ways automata (2DFA) it is known that
⋃

k≥1 2DFA(k) = DLogSpace [14],
so that by Lem. 15 every JMA can be translated into a deterministic multihead 2-way
automaton, not necessarily preserving the number of heads. The converse direction is more
delicate. The language of palindromes belongs to 2DFA(2), but we conjecture that it cannot be
represented by a JMA, whatever the number of heads. We also conjecture that (JMA(k))k∈N
forms a strict hierarchy: we think that the language L = al1$al2$ . . . $alk $aΠk

i=1li can be
recognised by a JMA only if it has strictly more than k heads.

4 Equivalence between JMAs and cyclic proofs

We now turn to proving the following characterisation.

I Theorem 19. The languages recognised by JMAs are those recognised by regular proofs.

We prove the theorem in the next two subsections, by providing effective translations between
the two models. Notice that by Rem. 17, the theorem implies that for regular proofs π,
emptiness and other basic properties of [π] are undecidable.

4.1 From JMAs to cyclic proofs
LetM = 〈S, k, s0, sacc, srej , δ〉 be a jumping multihead automaton. We want to build a regular
proof πM of A∗ ` 2 such that [πM] = L(M). A difficulty is that heads in the automaton
may stay in place, thus reading the same letter during several steps. In contrast the letters
are read only once by cyclic proofs, so that we have to remember this information. We do
so by labelling the sequents of the produced proof πM with extra information describing
the current state of the automaton. If k′ ∈ N, let Fk′ be the set of injective functions
J1, k′K→ J1, kK. A labelled sequent is a sequent of the form (A∗)k′ ` 2 together with an extra
label in S ×Fk′ × (A ∪ {�, /})k.

The intuitive meaning of a label (s, f, ~y) is the following: s is the current state of the
automaton, f maps each formula A∗ of the sequent to a head of the automaton, and ~y stores
the letter that is currently processed by each head. Symbol � is used if this letter is unknown,
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45:10 Cyclic Proofs and Jumping Automata

and the head is scheduled to process this letter and move to the right. The values intuitively
provided to each A∗ formula of the sequent are the suffixes to the right of the corresponding
heads of the automaton. On the examples, labels will be written in grey below the sequents.

It will always be the case that if the label of (A∗)k′ is (s, f, ~y), then Im(f) ⊆ {i | yi 6= /},
i.e. all heads reading symbols from A ∪ {�} correspond to a formula A∗ in the sequent. We
say that a sequent is fully labelled if its label does not contain �.

The construction of πM will proceed by building gadgets in the form of proof trees, each
one (apart from the initial gadget) connecting a labelled sequent in the conclusion to a finite
set of labelled sequents in the hypotheses. If some labelled sequents in the hypotheses have
already been encountered, we simply put back pointers to their previous occurrence. Since
the number of labelled sequents is finite, this process eventually terminates and yields a
description of πM.

When describing those gadgets we abbreviate sequences of inference steps or standalone
proofs using double bars labelled with the involved rule names.

Initial gadget. The role of the initial gadget is to reach the first labelled sequent from the
conclusion A∗ ` 2. It simply creates k identical copies of A∗. This expresses the fact that the
initial configuration is 〈w, s0, (0, 0, ...0)〉. We note idk the identity function on J1, kK. The
initial labelled sequent is (A∗)k ` 2 together with label (s0, idk, (�, . . . ,�)).

The initial gadget is as follows:
(A∗)k ` 2

s0,idk,(�,...,�)
c, . . . , c

A∗ ` 2

Reading gadget. Every time the label (s, f, ~y) of the current address is not fully labelled,
we use the gadget readi, where i = min{j | ~y(j) = �} to process the first unknown letter.

We note i′ = f−1(i) the position of the A∗ formula corresponding to head i and define
the gadget readi as follows:

(A∗)k′−1 ` 2
s,f ′,(y1,...,yi−1,/,...,yk)

( (A∗)k′ ` 2
s,f,(y1,...,yi−1,a,...,yk)

)
a∈A

A

(A∗)i′−1, A,A∗, (A∗)k′−i′ ` 2
∗

(A∗)k′ ` 2
s,f,(y1,...,yi−1,�,...,yk)

where f ′(x) ={
f(x) if 1 ≤ x < i′

f(x+ 1) if i′ ≤ x ≤ k′ − 1

Transition gadget. Thanks to the readi gadgets, we can now assume we reach a fully labelled
sequent, with label of the form (s, f, (y1, . . . , yk)). If s /∈ {sacc, srej}, we use a transition
gadget, whose general shape is as on the right below, with (s′, α) = δ(s, (y1, . . . , yk)):

This gadget is designed such that for all i ∈ J1, kK:
if α(i) = � then zi = yi

if α(i) = � then zi = �,
if α(i) = Jj then zi = yj .

(A∗)k′′ ` 2
s′,f ′,(z1,...,zk)

δ

(A∗)k′ ` 2
s,f,(y1,...,yk)

In the last case, a contraction is used to duplicate the A∗ formula corresponding to head j,
and the function f ′ maps this new formula to head i. The occurrence of A∗ corresponding
to yi is weakened (possibly after having been duplicated if another head jumped to i).



D. Kuperberg, L. Pinault, and D. Pous 45:11

We describe this gadget on two examples below. An element f : J1, k′K→ J1, kK is simply
represented by f(1)f(2) . . . f(k′).

δ(s, (a, b, /)) = (s′, (�,�, J1)) δ(s, (c, d, e)) = (s′, (J3, �, J2))

A∗, A∗, A∗ ` 2
s′,132,(�,b,a)

c
A∗, A∗ ` 2
s,12,(a,b,/)

A∗, A∗, A∗ ` 2
s′,231,(e,�,d)

w,w
A∗, A∗, A∗, A∗, A∗ ` 2

c, c
A∗, A∗, A∗ ` 2

s,123,(c,d,e)

Notice that it is also possible to avoid unnecessary contractions, in order to bound the number
of A∗ formulas in a sequent by k. The symbol � means that the formula A∗ is scheduled for
a ∗ rule, and will be immediately processed thanks to the gadget readi as described above.

Final gadget. It remains to describe what happens if the current sequent is fully labelled
with s ∈ {sacc, srej}. In this case, we simply conclude with a (tt) axiom if s = sacc or with a
(ff) axiom if s = srej .

This achieves the description of the preproof πM. The following lemma expresses its
correctness; we prove it in [15, Appendix].

I Lemma 20. IfM is a progressing JMA, the preproof πM is valid, and [πM] = L(M).

4.2 From cyclic proofs to JMAs
Let π be a regular proof with conclusion A∗ ` 2. Let k be the maximal number of star
formulas in the sequents of π. We build a JMAM with k heads such that L(M) = [π].

The idea of the construction is to store all necessary information on the current state
of the computation in π into the state space of M, besides the content of star formulas.
This includes the current address in π, and the actual letters corresponding to the alphabet
formulas, together with some information linking star formulas to heads of the automaton.

This allowsM to mimic the computation of [π] on an input u, in a similar way as the
converse translation from Sect. 4.1. In particular, we keep the invariant that the value
associated to each star formula is the suffix of u to the right of the corresponding head ofM.

State space ofM. Let m be the maximal number of alphabet formulas in the sequents of
π. We use a register with m slots, each one possibly storing a letter from A. Let R =

⋃m
i=0A

i

be the set of possible register values. An element b1 . . . bi of R describes the content of the i
alphabet formulas of the current sequent. We denote the empty register by ♦. Intuitively,
the register needs to store the values that have been processed by the automaton, but are
still unknown in the proof π as they are represented by alphabet formulas.

Let F be the set
⋃k

i=0J1, kKi. An element f ∈ F associates to each A∗ formula of a
sequent the index of a head ofM. This allows us to keep track of the correspondence between
heads ofM and suffixes of the input word being processed by π.

We define the state space ofM as S = (Addr(π)×R×F) ∪ {sacc, srej}.
Notice that Addr(π) is infinite, soM is an infinite-state JMA. However, if π has finitely

many subtrees, we will be able to quotient Addr(π) by v ∼ w if v and w correspond to the
same subtree, and obtain a finite-state JMA.
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If (v, r, f) is a state ofM, we will always have |r| = m′ and |f | = k′, where m′ (resp. k′)
is the number of alphabet (resp. star) formulas in π(v). Moreover, for all i ∈ J1,m′K, the ith

alphabet formula contains the letter r(i) stored in the ith slot of the register r.
The initial state is s0 = (ε,♦, 1). It points to the root of π, with empty register, and

maps the only star formula to head 1.

Transition function ofM. If s = (v, r, f) is a state ofM, and ~a = (a1, . . . , ak) is the tuple
of letters read by each head with ai ∈ A/, we want to define δ(s,~a) = (s′, α) ∈ S ×Actk.

We write αid for the action tuple (�, . . . ,�) leaving each head at the same position. We
write movei (resp. jumpi,j) for the element of Actk which associates to heads i′ 6= i the
action � and to head i the action � (resp. jump to head j).

First of all, if the rule applied to v in π is an axiom (tt) (resp. (ff)), we set s′ = sacc
(resp. srej) and α = αid . This allowsM to stop the computation and return the same value
as [π]. Otherwise, we define s′ = (v′, r′, f ′) and α depending on the rule applied to v in π.
By Prop. 10, we can assume that the proof π does not use the weakening rule. Let m′ (resp.
k′) be the number of alphabet (resp. star) formulas in π(v).

Contraction Rule: We set v′ = v0, and do a case analysis on the principal formula:
ith alphabet formula: we set f ′ = f , r′ = r(1) · · · r(i− 1) · r(i) · r(i) · r(i+ 1) · · · r(m′)
and α = αid .
ith star formula: let j ∈ J1, kK be the smallest integer not appearing in f , corresponding
to the index of the first available head. We want to allocate it to this new copy, by
making it jump to the position of the head f(i). We take r′ = r, f ′ = f(1) · · · f(i) · j ·
f(i+ 1) · · · f(k′), and α = jumpj,f(i).

Star rule: Let i be the index of the principal star formula. We now want the head j , f(i)
pointing on this formula to move right. The letter processed by this head will be added
to the register.

if ~a(j) = /, the head reached the end of the input. This corresponds to the left premiss
of the ∗ rule. We set v = v0, f ′ = f(1) · · · f(i− 1)f(i+ 1) · · · f(k′), r′ = r and α = αid .
if ~a(j) ∈ A, we set v′ = v1, f ′ = f , α = movei, and r′ = r(1) · · · r(i′)~a(i)r
(i′ + 1) · · · r(m′), where i′ is the number of A formulas before the principal star
formula.

Let i be the index of the principal A formula, and a = r(i) be the letter associated to it.
We define v′ = va, f ′ = f , α = αid, and r′ = r(1) . . . r(i− 1)r (i+ 1) . . . r(m′), i.e. we
erase the ith slot.

This completes the description of the JMAM = 〈S, k, s0, sacc, srej , δ〉.

I Lemma 21. The JMAM is progressing, and L(M) = [π].

I Example 22. We can obtain a progressing JMA for the language L = {a2n | n ∈ N} by
translating the proof from Fig. 4 using the above procedure. As there are at most two star
formulas in the sequents of the proof, the produced JMA has two heads. As there is only
one letter in the alphabet, we can just forget the register. Similarly we consider that any
ff part (resp. tt part) of the proof corresponds to the state srej (resp. sacc). Using _ for
reading any symbol (a letter a or /), we can represent the obtained automaton as follows:
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ε; (1) 1; (1) 11; (1, 2) sacc

111; (1, 2)

srej 1111; (1, 2) 11111; (1, 2)

(a,_), �,�

(/,_),�,�

(_,_),�, J1 (_, /),�,�

(_, a),�, �(_, /),�,�

(_, a),�, �

(_, /),�,� (_, a),�, �

(a,_), �,�

I Remark 23. Our encoding from regular proofs to JMAs would still work if we had included
an exchange rule in the system, and the encoding from JMAs to regular proofs does not
require the exchange rule. Therefore, such a rule would not increase the expressive power.

4.3 The affine case: regular languages

Looking at the encodings in the two previous sections, we can observe that:
the encoding of an affine regular proof is a JMA with a single head: in absence of
contraction, all sequents in proof ending with A∗ ` 2 have at most one star formula;
the encoding of a JMA with a single head does not require contraction: this rule is used
only for the initial gadget and when the action of a head is to jump on another one.

As a consequence, we have a correspondence between affine regular proofs and JMAs with a
single head, whence, by Lemma 16:

I Theorem 24. The regular languages are those recognisable by affine regular proofs.

5 Conclusion

We have defined a cyclic proof system where proofs denote formal languages, as well as a
new automata model: jumping multihead automata. We have shown that regular proofs
correspond precisely to the languages recognisable by jumping multihead automata, and that
affine regular proofs correspond to regular languages. We see two directions for future work.

First, we restricted to sequents of the shape E ` 2 in order to focus on languages. The
proof system we started from (LKA [7]) however makes it possible to deal with sequents of
the shape E ` e: it suffices to include right introduction rules for the alphabet (A) and star
formulas (A∗). By doing so, we obtain a system where proofs of A∗ ` A∗ denote transductions:
functions from words to words. We conjecture that in the affine case, we obtain exactly
the subsequential transductions [17], i.e. transductions definable by deterministic 1-way
transducers. In the general case (with contraction), we would need a notion of jumping
multihead transducers.

Second, we used a cut-free proof system. While adding the cut rule for the presented
system (restricted to sequents E ` 2) seems peculiar since the input and output are not of
the same shape, it becomes reasonable when moving to general sequents for transductions.
We have observed that we can go beyond MSO-definable transductions when doing so, even
in the affine case. We would like to investigate and hopefully characterise the corresponding
class of transductions.
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Abstract
We study the safety verification (reachability problem) for concurrent programs with uninterpreted
functions/relations. By extending the notion of coherence, recently identified for sequential programs,
to concurrent programs, we show that reachability in coherent concurrent programs under various
scheduling restrictions is decidable by a reduction to multistack pushdown automata, and establish
precise complexity bounds for them. We also prove that the coherence restriction for these various
scheduling restrictions is itself a decidable property.
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1 Introduction

Verification against assertion violations for sequential programs that have only Boolean
variables and have recursive function calls is decidable, as the problem is equivalent to
pushdown automata reachability/emptiness. However, generalizations of this result to other
settings is hard. First, there are hardly any positive results for verifying recursive programs
that work over infinite domains. Second, concurrent recursive program verification is typically
undecidable (two stacks suffice to encode the executions of Turing machines) if the interaction
of the threads is not restricted in any way.

A recent paper by Mathur et al. introduces a decidable class of sequential programs where
the data domain is infinite [27]. The first ingredient for decidability is that the programs
compute terms over functions and compare them over relations that are both assumed to be
uninterpreted. The theory of uninterpreted functions is an important theory. Theoretically,
it was the one studied by Gödel for his completeness theorems [15], and practically, the
decidability of validity of its quantifier-free fragment is exploited by SMT solvers and is often
used (typically in combination with other theories) to solve feasibility of loop-free program
snippets, in bounded model-checking, and to validate verification conditions [10]. The second
ingredient for decidability is a technical restriction called coherence. Coherent programs
have two properties – the memoizing property (which intuitively says that computed terms
once dropped cannot be recomputed) and the early assume property (which intuitively says
that equality assumptions in program executions happen early, well before their superterms
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are computed and dropped). The work by [27] shows that for coherent programs, one can
build a streaming congruence closure algorithm with finite memory, and by modeling this
algorithm as an automaton, verify programs.

From a practical point of view, uninterpreted abstractions have been considered [18], and
a recent paper shows that verifying programs using an uninterpreted abstraction can be
effective [12]. Also, extensions of the decidable verification result for uninterpreted programs
has found applications in verifying memory-safety for heap-manipulating programs, where
heaps are naturally modeled using infinite domains [28].

In this paper, we consider the problem of verifying concurrent uninterpreted programs,
with both recursion and shared memory.

Note that concurrent recursive programs even over Boolean domains have an undecidability
verification (reachability) problem. Programs with uninterpreted functions/relations are
much more complex than programs with Boolean domains – it is easy to see that we can
simulate a program with Boolean domains by using a program with no functions or relations,
with two special immutable variables for T and F , and only using equality relations in the
program. Moreover, this will always yield a coherent program. Consequently, concurrent
recursive coherent uninterpreted programs clearly have an undecidable reachability problem.

There has been a rich literature of work that has identified restrictions of concurrent
recursive Boolean programs for which reachability is decidable (see [2, 9, 19, 21, 24, 25, 30]).
Verification of such programs can be modeled as reachability/emptiness problem in multistack
pushdown systems and several underapproximations based on restricting the scheduling of
threads has yielded decidability. These include bounded context-switching [30], bounded
scope executions [24], (k, d)-budgeted executions [2], k-phase executions [20], k-path-tree
executions [23], etc. Some generalizations of the above decidability results that show
decidability when manipulating multiple stacks in a way that the accesses correspond to
bounded tree-width manipulations are also known [13, 26], and some of these restrictions
have been applied for finding errors in predicate abstracted programs as well [17, 31, 21].
There has also been a lot of work on studying register automata (both sequential and
concurrent) on data words where registers can read data from infinite domains but use only
equality/disequality checks (note that uninterpreted functions/relations that must satisfy
the congruence axioms are not allowed) [6, 7, 14, 8, 29]; see also work extending to programs
where variables range over natural numbers, with equality, but with no functions [1].

The goal of this paper is to establish decidability results for concurrent recursive programs
working over infinite uninterpreted data domains with certain scheduling restrictions that
were shown to yield decidable reachability in the setting of Boolean programs. Our main
results are that coherent concurrent program safety verification (for a notion of coherence
for concurrent programs we define) is decidable for bounded context-switching, bounded
scope executions, (k, d)-budgeted executions, k-phase executions, ordered executions, and
k-path-tree executions.

There are two primary technical challenges to establish our results. First, we need to
define an appropriate extension of coherence for concurrent programs. We propose such a
natural extension. We model a concurrent program as working on a data-domain that is
shared amongst all processes; we think this is an important design decision as the alternative
choice of having local universes is both unnatural (domains of programs in the real world are
often common, like integers or other forms of data structures) and prohibits communication of
unbounded data between processes. The notion of coherence (memoizing and early assumes)
is defined based on the frontier of computation, which includes all variables that could
ever come into scope. This includes the unbounded copies of local variables stored in each
program’s stack as well as the shared variables.
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The second challenge is to build a multistack automaton that accurately captures the
feasibility of coherent runs of the concurrent recursive program. In the automata constructed
in [27] for sequential programs, the automata do not store actual elements of the universe
in the stack or state, of course, as the universe is infinite. Rather, the automata store
relationships between variables – more precisely the equalities between variables in the
initial model defined by the equality assumptions occurring in the program’s execution, the
disequality constraints implied by it, and certain local function maps between variables. Let
us call this the EDF information – information on equalities, disequalities, and function maps
between variables. The automaton constructed by [27] effects a streaming congruence closure
algorithm that has finite memory by keeping track of the EDF information on variables
currently in scope after any execution.

In concurrent programs, the EDF information is significantly harder to keep track of
because it includes relationships between not just the local variables of one process or
relationships between local variables and shared variables, but also between local variables of
different processes. For example, when a call returns in a local thread, it has to recover all
EDF information between new local variables in scope and local variables of other threads.

The above complications mean that we cannot simply abstract each local thread into its
EDF information and then take their concurrent evolution. In fact, our results do not extend
to parameterized concurrent systems (where there are an unbounded number of processes),
even for the cases where Boolean program verification under certain scheduling restrictions
are known to be decidable (e.g., bounded rounds is known to be decidable [21]).

Our multistack automaton construction instead maintains a complex invariant – an element
in the stack for a process p contains several kinds of information: the EDF information on
local variables of p and shared variables at the time the push (function call) happened, EDF
relationship of local variables in p to local variables in p just below the stack (the caller’s
variables), and most importantly, EDF information between local variables across processes
at the time this information was pushed onto the stack. Maintaining this complex invariant
at every stage is involved, and gives us the reduction from reachability of concurrent coherent
programs to multistack automata reachability.

The reduction to multistack automata reachability is rewarding as we can exploit the fact
that reachability of the latter under various scheduling restrictions have been well studied for
establishing decidability. Utilizing these results, we show that concurrent coherent program
reachability is decidable for the following restrictions: bounded context-switching, bounded
scope executions (k, d)-budgeted executions, k-phase executions, ordered executions, and
k-path-tree executions. We also show that our decidability results have optimal complexity.
In fact we can show that the complexity of verification of coherent concurrent programs is
precisely the same as that for Boolean programs under similar scheduling restrictions.

There is another natural related question that arises: Given a concurrent program with a
scheduling restriction as above, how can the user determine whether it is coherent? We show
that checking whether a concurrent program is coherent under these scheduling restrictions
is also decidable and decidable in the same time complexity as the reachability algorithm.

2 Concurrent Uninterpreted Programs

In this section, we introduce the notion of concurrent programs over data domains with
uninterpreted functions and relations. We start by recalling some definitions about first order
data structures, then we recall the definition of uninterpreted sequential programs and then
we extend it to concurrent programs.
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A first order signature is (C,F ,R) where C is a set of constants, F is a set of function
symbols, and R is a set of relation symbols. Relations and functions have an implicitly
assigned arity in N>0. A signature is algebraic if R is empty and in this case we denote
it simply as the pair (C,F). A data model for (C,F ,R) is M = (U, {JcK | c ∈ C}, {JfK |
f ∈ F}, {JRK | R ∈ R}) consisting of a universe, and an interpretation on the universe for
constants, functions and relations (a data model for an algebraic signature will not have
an interpretation for the relations). The set of terms is defined inductively as follows: each
constant from C is a term and for any m-ary function f and terms t1, . . . , tm, f(t1, . . . , tm) is
also a term. An immediate superterm of t is f(t1, . . . , tm) where t ∈ {t1, . . . , tm}. A superterm
of t is either an immediate superterm of t or an immediate superterm of a superterm of t.
The interpretation of a term t inM is denoted as JtKM.

In the following, for an integer n > 0, we denote with [n] the set {1, . . . , n}.

2.1 Uninterpreted sequential programs
We consider simple sequential programs over uninterpreted functions and relations, and with
possibly recursive calls to methods. We fix a finite set of variables V which includes both
local and global variables used by the programs to store information during a computation.
Values are manipulated by using function and relation symbols from a first order signature
(C,F ,R). We also fix a finite set of method names M . A program is essentially formed
of a list of method definitions, one for each method name in M and such that there is a
main method, i.e., the method from which the execution starts, that we denote m0. We
allow methods to return tuples of values, thus for every method m ∈M , we fix a tuple of
distinct output variables om. Also for the ease of presentation and without loss of generality,
we assume that all methods have the same list of parameters which coincides with a fixed
permutation of all the local variables. In the following, we denote such list as lvars. Each
method body contains assignments, sequencing, conditionals, loops and method calls.

The precise syntax is given by the following grammar:

〈pgm〉 ::= m⇒ om〈 stmt〉 | 〈pgm〉 〈pgm〉
〈stmt〉 ::= 〈stmt〉; 〈stmt〉 | skip | x := y | x := f(z) | assume(〈cond〉)

| w := m(lvars) | if (〈cond〉) then 〈stmt〉 else 〈stmt〉 | while (〈cond〉) 〈stmt〉
〈cond〉 ::= x = y | x = c | c = d | R(z) | 〈cond〉 ∨ 〈cond〉 | ¬〈cond〉

In the above, m ∈ M is a method name, c, d ∈ C are constants, f ∈ F is a function
name, R ∈ R is a relation name, x, y ∈ V are variables, w is a tuple of variables from V ,
and z is a tuple of constants from C and variables from V . Moreover, we allow for standard
operators: ‘:=’ is the assignment operator, ‘;’ is the program sequencing operator, skip is
the “do nothing” statement, if-then-else is the usual conditional statement and while is
the usual loop statement. Method calls are handled as usual with a call stack. Namely, a
configuration of the program consists of a stack which stores the history of positions at which
calls were made, along with valuations for local variables, and the top of the stack contains
the local and global valuations, and a pointer to the current statement being executed. Note
that we do not make use of an explicit return statement: a call to module m is returned
when there are no more statements of m to execute (the values that need to be returned are
assigned to the output variables om before the call ends).

For the ease of presentation, in the rest of the paper we will assume that the programs
have only conditionals of the form ‘x = y’ and ‘x 6= y’, constants will not appear in any of
the program expressions and the signature is algebraic, i.e., R is empty. Note that this is
without loss of generality. In fact, any relation R can be captured by a function fR with the
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same arity and a Boolean variable bR. A Boolean combination of conditions can be modeled
using the if-then-else construct. Constants can be removed by using instead variables that
are not modified in the program.

Fix a set of functions F . An execution of a sequential program over a set of variables V and
set of methods M is a sequence over the alphabet Π = {“x := y”, “x := f(z)”, “assume(x =
y)”, “assume(x 6= y)”, “call m”, “w := return” | x, y, z, w are in V,m ∈M}. In particular,
for a program P , denoting bd(m) the body of a method m ∈M , the set of complete executions
of P is generated by the following context-free grammar:

Xε → ε

Xskip; st → Xst

Xx:=y; st → “x := y” · Xst

Xx:=f(z); st → “x := f(z)” · Xst

Xassume(c); st → “assume(c)” · Xst

Xif(c) then st1 else st2 ; st → “assume(c)” · Xst1 ; st | “assume(¬c)” ·Xst2 ; st

Xwhile(c) {st1} ; st → “assume(c)” · Xst1 ; while(c) {st1} ; st | “assume(¬c)” · Xst

Xw:=m(lvars) ; st → “call m” ·Xbd(m) · “w := return” · Xst

where Xst denotes the nonterminal symbol corresponding to a statement st and Xbd(m0) ; ε is
the start symbol (recall m0 is the main method). An execution is any prefix of a complete
execution. Note that not all the executions are feasible.

2.2 Concurrent uninterpreted programs
A concurrent uninterpreted program is a finite set of recursive uninterpreted programs running
in parallel and sharing a finite set of variables S. The syntax of concurrent programs is
defined by extending the syntax of the sequential programs with the following rule:

〈conc-pgm〉 ::= 〈pgm〉 | 〈pgm〉 || 〈conc-pgm〉

where each sequential program uses its own set of local and global variables along with the set
of the shared variables (for a sequential program the shared variables are as global variables,
the only difference is that they can be read and written also by the other sequential threads).

For the rest of the paper, we fix a concurrent uninterpreted program P that is formed
by the sequential programs P1, . . . , Pn (where n > 0). We refer to programs P1, . . . , Pn as
the component programs of P. We denote with Vi the set of local and global variables of
each Pi and assume that the sets S, V1, . . . , Vn are pairwise disjoint. Further, we denote
Vars = S ∪

⋃n
i=1 Vi the set of all variables used in P. Any (complete) execution of P is

obtained as an interleaving ρ1, . . . , ρn where ρi is a (complete) execution of Pi for i ∈ [n].
To distinguish among the different sequential programs in a concurrent execution, we

assume pairwise disjoint alphabets and for each program Pi, we will denote the corresponding
alphabet Πi and any symbol of the form “a” as 〈a〉i, that is, we let Πi = {〈x := y〉i, 〈x :=
f(z)〉i, 〈assume(x = y)〉i, 〈assume(x 6= y)〉i, 〈call m〉i, 〈w := return〉i | x, y, z, w are in Vi ∪
S,m ∈M}. Thus, the overall alphabet for P is Π =

⋃
i∈[n] Πi.

At the beginning of any execution each variable x is set according to an initial inter-
pretation of the data model that we denote with init(x). Then, the variables are updated
according to the intended semantics of the statements.

For any ρ′ such that ρ · ρ′ · ρ′′ is an execution of P and i ∈ [n], we say that ρ′ is i-matched
if all the calls of program Pi (i.e., of the form 〈call m〉i) that occur in ρ′ are matched within
ρ′. The map Comp captures the term associated with program variables at the end of any
execution. Denoting with ρ any execution of P, Comp is inductively defined as follows:
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comp(ε, x) = init(x) x ∈ Vars
Comp(ρ.〈x := y〉i, x) = Comp(ρ, y)

Comp(ρ.〈x := y〉i, x′) = Comp(ρ, x′) x′ ∈ Vars and x′ 6= x

Comp(ρ · 〈x := f(z)〉i, x) = f(Comp(ρ, z1), . . . , Comp(ρ, zr)) where z = (z1, . . . , zr)
Comp(ρ · 〈x := f(z)〉i, x′) = Comp(ρ, x′) x 6= x′

Comp(ρ · 〈assume(x = y)〉i, x′) = Comp(ρ, x′) x′ ∈ Vars
Comp(ρ · 〈assume(x 6= y)〉i, x′) = Comp(ρ, x′) x′ ∈ Vars

Comp(ρ · 〈call m〉i · ρ′

·〈(w1, . . . wr := return〉i, wj)
= Comp(ρ · 〈call m〉i · ρ′, om[j]) ρ′ is i-matched

Comp(ρ · 〈call m〉i · ρ′

·〈(w1, . . . wr := return〉i, x)
= Comp(ρ, x)

ρ′ is i-matched,
x 6∈ {w1, . . . wr}

We denote with ≤ the prefix relation among executions, i.e., for executions ρ, ρ′, with
ρ′ ≤ ρ we mean that ρ′ is a prefix of ρ. The set of all the terms computed by an execution ρ
is Terms(ρ) =

⋃
ρ′≤ρ,x∈Vars Comp(ρ′, x).

The semantics of uninterpreted programs is defined with respect to a data model that
gives a meaning to the elements in the signature, and thus to the computed terms. An
execution ρ is said to be feasible with respect to a data model if the assumptions it makes
are true in that model. To formalize the notion of feasible executions we first define the sets
of the equality assumes and the disequality assumes of an execution.

For any execution ρ, the set of equality assumes of ρ, denoted α(ρ), is a subset of
Terms(ρ)× Terms(ρ) inductively defined as: α(ε) = ∅; and if σ is 〈assume(x = y)〉i, i∈ [n],
then α(ρ · σ) = α(ρ)∪ {(Comp(ρ, x), Comp(ρ, y))}, otherwise α(ρ · σ) = α(ρ). Similarly, the set
of disequality assumes β(ρ) can be defined as: β(ε) = ∅; and if σ is 〈assume(x 6= y)〉i, i∈ [n],
then β(ρ · σ) = β(ρ) ∪ {(Comp(ρ, x), Comp(ρ, y))}, otherwise β(ρ · σ) = β(ρ).

An execution ρ is feasible in a data-model M if JtKM = Jt′KM for every (t, t′) ∈ α(ρ),
and JtKM 6= Jt′KM for every (t, t′) ∈ β(ρ).

We recall that an equivalence relation ∼=⊆ Terms × Terms is said to be a congruence
if whenever t1 ∼= t′1, t2 ∼= t′2, . . . tm ∼= t′m and f is an m-ary function then f(t1, . . . tm) ∼=
f(t′1, . . . t′m). Given a binary relation A ⊆ Terms × Terms, the congruence closure of A,
denoted ∼=A, is the smallest congruence containing A. We can then show:

I Proposition 1. An execution ρ is feasible in some data model if and only if ∼=α(ρ) ∩β(ρ) = ∅.

3 Verification of concurrent uninterpreted programs

The basic verification problem is reachability that consists of checking whether a given set
of target states is reachable in a program execution. For uninterpreted programs, there
is an additional request: the execution must be feasible in some data model. The target
set is often captured by a program counter (corresponding to an assertion) and a Boolean
combination of equalities over program variables. As also observed in [27], by simple program
transformations, the reachability problem for uninterpreted programs can always be reduced
to checking the existence of a feasible complete execution (the assertion condition is translated
into a block containing assume and if statements). In such a translation the size of the
resulting program is linear in the sizes of the starting program and the assertion conditions.
Thus we consider the following reachability problem for concurrent uninterpreted programs:

I Definition 2 (Reachability). Given a concurrent uninterpreted program P, the reachability
problem asks whether there exists a feasible complete execution of P.
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We observe that this decision problem is already undecidable for sequential uninterpreted
programs even in absence of recursive method calls, and becomes EXPTIME-complete if the
search is restricted to coherent computations [27]. Unfortunately, in the case of concurrent
uninterpreted programs, assuming coherence does not suffice to gain decidability. In fact,
reachability is undecidable even for concurrent programs with variables ranging over finite
domains and with only two component programs. Consequently, we further restrict the
executions by adopting some limitations studied in the literature that bound the interaction
among the component programs.

In the rest of this section, we define first the notion of coherence, then the above mentioned
restrictions for concurrent uninterpreted programs, and then the general bounded reachability
problem. Finally, we conclude with a high level description of our approach to decide it.

Coherence. For terms t1, t2 ∈ Terms and congruence ∼= on Terms, we say that t2 is a
superterm of t1 modulo ∼= if there are terms t′1, t′2 ∈ Terms such that t′1 ∼= t1, t′2 ∼= t2 and t′2
is a superterm of t′1. For the ease of presentation in the informal descriptions we will identify
equivalent terms, and thus we will refer to a term meaning any of its equivalent terms. For
example, if we say that a term t is recomputed in an execution, we actually mean that the
computed term t is equivalent to a term that was computed earlier in the execution. Also,
we call a superterm modulo an equivalence ∼= simply a superterm.

The notion of coherent execution introduced in [27] for sequential programs naturally
extends to concurrent programs by using the Comp map defined above. Informally, an
execution is coherent if it is memoizing and has early assumes. The memoizing property says
that if a term t is recomputed there must be a variable that currently evaluates to t. The
early assume property instead imposes constraints on when 〈assume(x = y)〉i steps are taken
within the execution: it requires that such assume statements appear before the execution
reassigns all the variables storing any computed term t that is a superterm of the terms
stored in x or y (i.e., before it “drops” all of such superterms).

Formally, we say that a (complete) execution ρ over variables Vars is coherent if it satisfies
the following two properties:
1. (Memoizing) Let π′ = π · 〈x := f(z)〉i be a prefix of ρ and let t = Comp(π′, x). If there is

a term t′ ∈ Terms(π) such that t′ ∼=α(π) t, then there must exist some y ∈ V such that
Comp(π, y) ∼=α(π) t.

2. (Early Assumes) Let π′ = π · 〈assume(x=y)〉 be a prefix of ρ and let tx = Comp(π, x) and
ty = Comp(π, y). If there is a term t′ ∈ Terms(π) such that t′ is either a superterm of tx or
of ty modulo ∼=α(π), then there must exist a variable z ∈ V such that Comp(π, z) ∼=α(π) t

′.
A coherent program is a program whose executions are all coherent.

In the literature, there is a notion of freshness [32, 8] that may remind people of the
notion of memoizing above; however, these are not similar, as the memoizing restriction
is on freshness of the computed terms and not on the underlying semantics of the data
values computed (two terms may be different but still correspond to the same element in a
particular data model).

Bounding the interaction among the component programs. Denote with Π =
⋃
i∈[n] Πi

the alphabet over variables V and functions F . Also, for any ρ′ such that ρ · ρ′ · ρ′′ is an
execution of P and i ∈ [n], we say that ρ′ is i-matched if all the calls of program Pi (i.e.,
of the form 〈call m〉i) that occur in ρ′ are matched within ρ′. For integers k, d > 0, we
consider the bounding conditions that restrict the search respectively to the following sets of
executions:
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a k-context execution ρ is the concatenation of k contexts, i.e., ρ = ρ1 . . . ρk where
ρi ∈ Π∗ji

, for i ∈ [k] and ji ∈ [n], is a context of Pji
(bounded context-switching, con for

short) [30];
a k-scoped execution ρ is such that for each pair of matching call and return from any Πi,
the portion of ρ delimited by them does not contain more than k contexts of Pi, i.e., for
any decomposition ρ = ρ′.σc.ρ

′′.σr.ρ
′′′ where for some i ∈ [n], σc is of the form 〈call m〉i,

σr is of the form 〈w := return〉i, and ρ′′ is i-matched, ρ′′ does not contain more than k
contexts of Pi (scope-bounded matching relations, sco for short) [24];
a (k, d)-budget execution ρ is such that for each component program Pi and for each ρ′′
such that ρ = ρ′.ρ′′.ρ′′′ where the call stack of Pi contains more than d calls, there are at
most k contexts of Pi in ρ′′ (budget-bounded context-switching, bud for short) [2]1;
a k-phase execution is the concatenation of k phases where a phase of component program
Pi is a sequence from Π where all the return symbols are from alphabet Πi, i.e., are of
the form 〈w := return〉i (bounded number of phases, pha for short) [20];
an ordered execution ρ is such that for each j ∈ [n] and for each return σr from Πj ,
all the calls from Πi, with i < j, that occur in ρ before σr are matched, i.e., for each
decomposition ρ = ρ′.σr.ρ

′′, ρ′ is i-matched for all i < j (ordered matching relations, ord
for short) [11];
a k-path-tree execution ρ is such that it can be encoded into a stack tree2 whose nodes
can be discovered in the order given by ρ by a walk that starts from the root and visits
each node at most k times (bounded path-trees, pat for short) [23].

Bounded reachability. The bounded reachability problem asks to solve reachability by
restricting the search within a subset of the coherent program executions that satisfy a given
bounding condition. Formally:

I Definition 3 (Bounded Reachability). Given a concurrent uninterpreted program P and
a bounding condition B over the executions of P, the B-bounded reachability problem asks
whether there exists a feasible and coherent complete execution of P that satisfies B.

In the following, we will refer to a B-bounded reachability problem as B-reach.

Decision algorithm. We reduce the bounded reachability problem to a reachability problem
in multistack visibly pushdown automata (Mvpa). In particular, we construct an Mvpa
AVars that captures exactly all the coherent and feasible executions over an alphabet Π, and
an Mvpa AP that captures all the executions of P . We then take the intersection of the two
Mvpa’s and check if it accepts an execution that fulfills the bounding condition. In Section
4, we construct AVars and prove its correctness, and in Section 5 we give AP and discuss the
correctness and complexity of the decision algorithm for the considered bounding conditions.

1 The original definition admits a different value of k and d for each component program however the
computational complexity of the reachability problem is the same.

2 A stack tree is a binary tree obtained by labeling the root with the first symbol of ρ, and then the
successor in ρ labels the left child unless it is a matched return, and in this case it labels the right child
of the matching call.
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4 MVPA capturing coherent and feasible executions

In this section, we construct an Mvpa AVars that accepts all the coherent and feasible
executions of a concurrent uninterpreted program over the variables Vars and functions F .

The crux of the construction is to represent and maintain the equality/disequality/func-
tional (EDF) relationship between variables along a concurrent execution. Concurrency
poses new challenges on how to maintain this EDF information. Besides the terms that
are currently stored in the program variables, we need to account for those in the local
variables of unreturned calls (still in a call stack) for each of the component programs.
In concurrent programs, a term can flow from a local variable into a shared variable and
then to a local variable of another component program thus potentially establishing direct
equality/inequality/superterm relations among the terms stored in two local variables of two
different component programs. Moreover, as the execution proceeds, these terms can go deep
down into their respective call stacks while no other currently used variable stores them (nor
terms that are equivalent to them), and still on returning, these relations need to be restored.

We organize this complex (and unbounded) piece of information into stack and shared
states. Stack states are kept into the stacks of the corresponding component programs while
shared states are maintained in the control state of the Mvpa, and both of them store the
relations among the content of all variables. To link the shared state with all the stack states
at the top of the stacks and a stack state to the next stack state below into the stack, we
use shadow variables, i.e., additional variables that are used in our relations as placeholders
for actual program variables. For each component program we add a shadow variable for
each program variable. The stack state of a component program is then augmented with
its shadow variables, and the shared state is augmented with the overall set of shadow
variables (we need to link this state to all the stacks). When a method call of component
Pi is issued, we push into stack i the stack state of Pi that can be derived from the current
shared state, and then update the shared state by setting the shadow variables of Pi equal
to the corresponding program variables. Shadow variables stay unchanged in all the other
cases, and thus we maintain the invariant that a shadow variable of Pi has the value of the
corresponding program variable at the time the current method of Pi was called (the initial
value in the case of the main method). This way, in each stack, a stack state l is linked to the
state l′ below it by having each shadow variable of l to evaluate equal to the corresponding
program variable in l′, thus forming a chain across the stack values. The same holds for the
shared state and the stack states at the top of all the stacks.

We recall that a multistack visibly pushdown automaton (Mvpa) consists of a finite control
along with one or more pushdown stores (stacks) that are driven by the input. We refer the
reader to [3, 24] for the details.

In the rest of the section, we first formalize the introduced notions, then we give some
details on the construction of the Mvpa and argue its correctness.

Shadow variables. Fix i ∈ [n]. For each component program Pi, we consider a shadow
variable for each shared variable and for each variable of all the component programs Pj
with j ∈ [n]. We denote the first set as S′i and the second set as V ′i,j . Further, we denote
Vars′i = S′i ∪

⋃
j∈[n] V

′
i,j (the overall set of shadow variables for Pi), Vars′ =

⋃
i∈[n] Vars′i

(the set of all the shadow variables), V = Vars ∪ Vars′ (the overall set of variables), and
Vi = Vars ∪ Vars′i (the set of the program variables along with the shadow variables of Pi).

We extend the notation Comp to capture the described semantics of the shadow variables as
follows. For i ∈ [n], denoting with x′ ∈ Vars′i the shadow variable corresponding to x ∈ Vars,
we set: Comp(ε, x′) = Comp(ε, x), Comp(ρ.〈call m〉i, x′) = Comp(ρ, x) (i.e., x′ stores the value
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of x on calling a method), Comp(ρ.〈call m〉i.ρ′.〈w := return〉i, x′) = Comp(ρ, x′) where ρ′ is i-
matched (i.e., after the call the previous value of x′ is restored) and Comp(ρ.σ, x′) = Comp(ρ, x′)
for all σ 6∈ {〈call m〉i, 〈w := return〉i | m is a method}.

States and invariants. For an equivalence relation ∼ over a set V , we denote with V/∼
the quotient set, i.e., {[v]∼ | v ∈ V }.

Given a set of variables V and a set of functions F , let (E,D,P,B) be a tuple such that:
E ⊆ V × V is an equivalence relation over V ;
D ⊆ V/E × V/E is a symmetric relation;
P is a partial interpretation of the functions from F over the equivalence classes of E
(for an r-ary function f , P (f) is a partial map from (V/E)r to V/E);
B is such that for an r-ary function f , B(f) is map from (V/E)r to {⊥,>}.

A shared state (resp. stack state of Pi for i ∈ [n]) is a tuple of the form (E,D,P,B) as above
where V = V (resp. V = Vi).

In our construction, along any execution, we aim to maintain a shared state (E,D,P,B)
such that E tracks the occurred equivalences, D tracks the occurred inequalities, P captures
the superterm relation among the currently stored terms, and B signals that some superterms
of the currently stored terms have been already computed. Formally, we wish to maintain
the following:

Invariants. For an execution ρ, variables x, y, x1, . . . , xr ∈ Vars and function f ∈ F ,
I1. (x, y) ∈ E if and only if Comp(ρ, x) ∼=α(ρ) Comp(ρ, y);
I2. ([x]E , [y]E) ∈ D if and only if there are t0, t1 ∈ Terms(ρ) s.t. (t0, t1) ∈ β(ρ), and for

i ∈ {0, 1}, ti ∼=α(ρ) Comp(ρ, x) and t1−i ∼=α(ρ) Comp(ρ, y);
I3. P (f)([x1]E , . . . , [xr]E) = [x]E if and only if t ∼=α(ρ) f(t1, . . . , tr) with t = Comp(ρ, x) and

ti = Comp(ρ, xi) for i ∈ [r];
I4. B(f)([x1]E , . . . , [xr]E) = > if and only if there is a prefix ρ′ of ρ s.t. t ∼=α(ρ) f(t1, . . . , tr)

with t = Comp(ρ′, z) for some z ∈ Vars and ti = Comp(ρ, xi) for i ∈ [r].

4.1 The Mvpa AVars

AVars uses n stacks, one for each component program Pi. The symbols of stack i are the
stack states. The control states are q̄fs, q̄mem, q̄ea and the shared states. Intuitively, q̄fs,
q̄mem, and q̄ea are entered when respectively the feasibility, memoizing and early assume
property is violated by the input execution. The set of initial states is a singleton containing
only the shared state (E0, ∅, P0, B0) where E0 = {(x, x) | x ∈ V}, and for each f ∈ F , P0(f)
is undefined and B0(f) is the constant map assigning ⊥. Let Q̄fs be the set containing q̄fs
and all the shared states (E,D,P,B) such that D is not irreflexive. All the control states
are accepting except for q̄mem, q̄ea and all the states from Q̄fs. The transition relation is
defined below.

As we go along with the description of the transitions, we also convey a proof by induction
of the fulfillment of the invariants I1–I4 at the control states of the form (E,D,P,B) assuming
that the concurrent execution that leads to such states is coherent. Indeed, in our proof we
show a stronger property. In fact, we show that invariants I1–I4 hold with respect to V (not
only Vars) and additionally:
I5. for i ∈ [n] and any execution of the form ρ = ρ′.〈call m〉i.ρ′′ where ρ′′ is i-matched, the

stack state at the top of the stack for program Pi after reading ρ fulfills I1–I4 on ρ′.
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The induction is on the length of the input execution. The base case, i.e., when the
execution is empty, is a direct consequence of I1–I5 holding at the initial state of AVars.

Transitions from non-accepting states. The only transitions going out of the states q̄fs,
q̄mem, and q̄ea are transitions to themselves (sink rejecting states). From all states of the
form (E,D,P,B) such that D is not irreflexive, it is only possible to reach q̄fs.

Internal transitions from accepting states. We describe the internal transitions from a
control state q of the form (E,D,P,B) such that D is irreflexive. We start by analyz-
ing two cases that can take to states that are not of the form (E′, D′, P ′, B′). On the
input symbol 〈x := f(x1, . . . , xr)〉i, AVars enters q̄mem if B(f)([x1]E , . . . , [xr]E) = > and
P (f)([x1]E , . . . , [xr]E) is undefined (i.e., when we are trying to recompute a term that is
not stored in any variables at this point of the execution and thus the memoizing property
breaks). On the input symbol 〈assume(x = y)〉i, AVars enters q̄ea if there is a superterm t of
either the term stored in x or the one stored in y that is stored in z and there is a function
f ∈ F s.t. B(f)([x1]E , . . . , [xr]E) = > but P (f)([x1]E , . . . , [xr]E) is undefined where z is
one of x1, . . . , xr (i.e., we get evidence that no term equivalent to a previously computed
superterm of those stored in either x or y is currently stored, and thus the early assume
property breaks).

In the remaining cases, the internal transitions take to a state of the form (E′, D′, P ′, B′)
such that on input σ and with i ∈ [n]: if σ = 〈assume(x = y)〉i, we merge the equivalence
classes of x and y and propagate equality on the stored superterms (by P ), then update
D, P and B according to the equivalence classes of E′; if σ = 〈assume(x 6= y)〉i, we just
add ([x]E , [y]E) and ([y]E , [x]E) to the set of inequalities D; if σ = 〈x := f(x1, . . . , xr)〉i, we
essentially move x to the equivalence class P (f)([x1]E , . . . , [xr]E) if defined and start a new
one otherwise, remove the pairs of D involving x if x was the only variable of its class, and
update P and B according to E′; the case σ = 〈x := y〉i is simpler than the previous one, we
just need to remove the pairs of D involving x if x was the only variable of its class, merge
the equivalence classes of x and y, and modify P and B accordingly. It is simple to see that
the invariants I1–I5 are preserved.

Push and pop transitions. The only push and pop transitions are from control states of the
form (E,D,P,B). As for the internal transitions, (E,D,P,B) is updated with the purpose
of preserving the wished invariants. Additionally, on a call symbol of the form 〈call m〉i,
the shadow variables of component program Pi are set to the terms currently stored in the
corresponding program variables (by enforcing equality with these variables) and the current
stack state (i.e., the restriction of the current control state to the variables Vi) is pushed
onto stack i. On a return symbol of the form 〈w := return〉i, the stack state at the top of
stack i is popped and merged with the current control state such that the resulting state
relates: the terms at the beginning of the resumed method call (referred by the variables
from Vars′i in the popped state) to the rest of the terms of the current state (referred by the
variables other than Vars′i in the current control state). Below, we give the details only for
the return transitions.

Let σ = 〈w := return〉i be the input symbol, q = (E,D,P,B) be the current control state,
m be the returned method and q` = (E`, D`, P`, B`) be the top symbol of stack i. From q, by
reading σ and popping q`, AVars moves to a control state q′ = (E′, D′, P ′, B′) that is obtained
as follows. We start by renaming in q` each variable x to x. Denote Vars = {x | x ∈ Vars}
and Vars′i = {x′ | x′ ∈ Vars′i} (recall that q` is over the set of variables Vi). Then, we define
q′′ as the component-wise union of q and q` (i.e., we retain the equivalences, inequalities and
map definitions from these states). Note that q′′ is over the variables from V ∪ Vars ∪ Vars′i.
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Now, we update q′′ by assuming the equations x′ = x for x ∈ Vars where x′ ∈ Vars′i and
x ∈ Vars are the variables corresponding to x in the respective sets. In the resulting state
we then drop all the variables from Vars′i ∪ Vars and rename back each variable x′ ∈ Vars′i
to the corresponding variable x′ ∈ Vars′i. The resulting state qmrg is thus over the variables
from V. Finally, we get q′ by updating this state according to the assignments w := om.

To argue the induction step in this case, let ρ = ρ′.〈call m〉i.ρ′′ where ρ′′ is i-matched.
From the induction hypothesis, q` fulfills I1–I4 restricted to Vi on ρ′ (I5) and q fulfills I1–I4
on ρ. Thus, by effect of the equations x′ = x that we assumed to get qmrg from q′′, we
relate the valuation of each variable at the end of ρ′ to: its valuation at the end of ρ for
the variables listed in w (i.e., before assigning the terms returned by method m), and its
valuation at the end of ρ.〈w := return〉i for the remaining ones. Therefore, the state qmrg
fulfills I1–I4 on ρ.〈wm := return〉i except for assuming the valuation Comp(ρ, w) for w in w.
Finally, since q′ is obtained from qmrg through the assignments w := om, we get that q′ fulfills
I1–I4 on ρ.〈wm := return〉i. Further, after the transition is taken, the stack state at the top
of the stack must clearly fulfill I5. In fact, since on reading a call of Pi we push onto the
corresponding stack the restriction of the control state to Vi, by the inductive hypothesis we
get that I1–I4 clearly holds up to that point of the computation.

Correctness. From the above arguments, the following lemma holds:

I Lemma 4. Let ρ be a coherent concurrent execution over variables Vars and functions F .
If AVars reaches a control state of the form (E,D,P,B) after reading ρ, then (E,D,P,B)
satisfies the invariants I1–I4.

By building on the results from [27] and the above lemma, we get:

I Lemma 5. Let ρ be a coherent concurrent execution over variables Vars and functions
f ∈ F . For σ ∈ Π, the following holds:
1. ρ is infeasible iff AVars enters a state in Q̄fs on input ρ;
2. ρ.σ is not memoizing iff AVars enters q̄mem on input ρ.σ;
3. ρ.σ does not satisfy the early-assumes property iff AVars enters q̄ea on input ρ.σ.

Since the only non-accepting states of AVars are q̄mem , q̄ea and all the states from Q̄fs, by
inductively applying the above lemma we get:

I Theorem 6. A concurrent computation ρ is accepted by AVars if and only if ρ is coherent
and feasible.

By assuming that the signature has constant size, the number of different tuples of the
form (E,D,P,B) over the set of variables V is O(2|V|O(1)) where |V| = O(n |Vars|), and thus,
also the size of AVars is V is O(2|V|O(1)).

5 Checking bounded reachability and coherence

Fix a concurrent uninterpreted program P with component programs P1, . . . , Pn.

Reduction to Mvpa reachability. By standard constructions, it is possible to construct an
Mvpa AP of size exponential in the number of components n that accepts all and only the
complete executions of P.

Since the stack operations are visible in the input alphabet, the intersection of two Mvpas
is still an Mvpa that can be obtained by the cross product of the starting Mvpas [3, 24].
Denoting AP,Vars the Mvpa capturing the intersection of AP and AVars, the size of AP,Vars

is 2|V|O(1) (note that |V| ≥ n). Thus, by Theorem 6, we have:
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I Theorem 7. AP,Vars has size 2|V|O(1) and accepts all and only the coherent and feasible
executions of P.

Decidable bounded reachability problems. By restricting the executions with the bounding
conditions given in Section 3, we obtain versions of Mvpa’s that have a decidable reachability
problem. This along with Theorem 7 gives the decidability of the bounded reachability
problem for concurrent uninterpreted programs under all the considered bounding conditions.
Concerning to the computational complexity, we have the following upper-bounds (we denote
with A an n-stack Mvpa):

from [30], the Mvpa reachability problem within k context-switches can be solved in time
O(k3|A|5(n|Q|)k) where Q denotes the set of control states of A, thus by Theorem 7 we
get that con-reach can be decided in time exponential in the size of V and k;
from [24] we have that the Mvpa reachability problem restricted to k-scoped executions
can be decided in O(2n|Q|2kn+1) time, and thus by Theorem 7 we get that sco-reach
can be decided in time exponential in the size of V and k;
from [2], we have that the Mvpa reachability problem restricted to (k, d)-budget executions
can be decided in time exponential in (|A|+ d+ k); by encoding the stacks up to depth
d into the control state, we can give a decision algorithm in the style of that given for
the scope-bounded restriction that takes O(2n(|Q|+ |Γ|nd)2kn+1) time, which gives for
bud-reach an upper-bound that is exponential in size of V, d and k;
from [23], we have that the Mvpa reachability problem restricted to k-path-tree executions
can be decided in time 2O(k(n+log |A|)), thus by Theorem 7 we get that pat-reach can be
decided in time exponential in the size of V and k;
from [20], we have that the Mvpa reachability problem restricted to k-phase executions
can be decided in time 2|A|2O(k) , thus by Theorem 7 we get that pha-reach can be
decided in time double exponential in the size of V and k;
from [4], we have that the Mvpa reachability problem restricted to ordered executions can
be decided in time |A|2O(n) , thus by Theorem 7 we get that ord-reach can be decided
in time exponential in the size of V and double exponential in n.

Since the reachability problem for sequential uninterpreted programs is EXPTIME-hard
[27] and each instance of this problem is also an instance of con-reach, sco-reach, bud-
reach and pat-reach, we have that all these problems are EXPTIME-complete. Moreover,
since the reachability of Mvpa restricted to ordered executions and bounded phase executions
can be reduced to the respective problems for Boolean programs, and both these problems are
2EXPTIME-hard [4, 20], we have that pha-reach and ord-reach are 2EXPTIME-complete.
Thus, we get the following theorem:

I Theorem 8. The problems con-reach, sco-reach, bud-reach and pat-reach are
EXPTIME-complete, and the problems pha-reach and ord-reach are 2EXPTIME-com-
plete.

Deciding coherence. Define Anotco as the Mvpa obtained from AVars by removing the state
q̄fs and the transitions involving it, and making q̄mem and q̄ea its only accepting states. From
Lemma 5, we get that Anotco accepts a concurrent execution ρ if and only if ρ is incoherent.
Thus, to determine whether a program P is coherent we can just check Anotco ∩ AP = ∅.
Therefore, by the results on the considered bounding conditions introduced above, we get:

I Theorem 9. Deciding coherence is EXPTIME-complete under con, sco, bud and pat
restrictions and 2EXPTIME-complete under pha and ord restrictions.
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6 Conclusions

In this paper, we have shown the decidability of the reachability problem for concurrent
uninterpreted programs under a number of restrictions that have been considered in the
literature for the analysis of finite-domain concurrent programs. Our results do not extend
directly to parametric uninterpreted programs, i.e., concurrent uninterpreted programs with
executions formed of unboundedly many component programs (see [5, 21, 16, 22]). In
fact, we crucially use in our reduction to Mvpa to distinguish among the local variables
of each component program. Also, known results on sequentializations (see [19, 25, 31]),
i.e., code-to-code translations into non-deterministic sequential programs which (under
certain assumptions) behave equivalently, do not seem to to work for uninterpreted programs
as coherence suddenly breaks when rearranging the order of the statements. Both these
directions deserve future investigation.
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Abstract
Petri nets are a classical model of concurrency widely used and studied in formal verification with
many applications in modeling and analyzing hardware and software, data bases, and reactive
systems. The reachability problem is central since many other problems reduce to reachability
questions. In 2011, we proved that a variant of the reachability problem, called the reversible
reachability problem is exponential-space complete. Recently, this problem found several unexpected
applications in particular in the theory of population protocols. In this paper we revisit the reversible
reachability problem in order to prove that the minimal distance in the reachability graph of two
mutually reachable configurations is linear with respect to the Euclidean distance between those two
configurations.
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1 Introduction

Petri nets are a classical model of concurrency widely used and studied in formal verification
with many applications in modeling and analyzing hardware and software, data bases, and
reactive systems. The reachability problem is central since many other problems reduce
to reachability questions. Unfortunately, the reachability problem is difficult for several
reasons. In fact, from a complexity point of view, we recently proved that the problem is
non-elementary [6] by observing that the worst case complexity in space is at least a tower
of exponential with height growing linearly in the dimension of the Petri nets. Moreover,
even in practice, the reachability problem is difficult. Nowadays, no tool exists for deciding
that problem since the known algorithms are difficult to be implemented and require many
enumerations in exponentially large state spaces (see [13] for the state-of-the-art algorithm
deciding the reachability problem).

Fortunately, easier natural variants of the reachability problems can be applied in various
contexts. For instance, the coverability problem which consists in deciding if a configuration
can be covered by a reachable one can be applied in the analysis of concurrent programs [1]
(in that context, covered means component-wise smaller than or equal). The coverability
problem is known to be exponential-space complete [16, 5], and efficient tools exist [4, 8].
Another variant is the reversible reachability problem. This problem consists in deciding if
two configurations are mutually reachable one from the other. This problem was proved to
be exponential-space complete in [11] and finds unexpected applications in population proto-
cols [7], trace logics [12], universality problems related to structural liveness problems [10],
and in solving the home state problem [2].
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Contribution. The exponential-space complexity upper-bound of the reversible reachability
problem proved in [11] is obtained by observing that if two configurations are mutually
reachable, then the two configurations belong to a cycle of the (infinite) reachability graph
with a length at most doubly-exponential with respect to the size in binary of the two
configurations. In this paper, we focus on the minimal length of such a cycle (called the
distance in the sequel) with respect to the Euclidean distance between those two configurations.
We prove that the distance is linearly bounded by the Euclidean distance up-to a doubly-
exponential constant that only depends on the Petri net. As a direct consequence, this
result generalizes [11] and it shows that the distance between two nearby (for the Euclidean
distance) mutually reachable configurations is small.

Outline. In Section 2 we introduce our main problem about the distance between mutually
reachable Petri net configurations and we motivate the problem. In Section 3 we extend
Petri nets with control states. A petri net with states is basically given as a finite state
automaton with transitions labeled by Petri net actions. We also introduce the subclass of
structurally reversible Petri nets. Intuitively a Petri net with states is structurally reversible
if the effect of every transition can be reverted as soon as we execute that transition from a
large enough configuration. We provide in that section a sufficient condition to decide the
reachability problem for structurally reversible Petri nets between large configurations. In
Section 4 and Section 5, we recall some techniques called Rackoff’s extraction to extract
components that are “very large” compared to others from executions. Those techniques
are applied in Section 6 in order to extract from a strongly connected component of the
reachability graph of a Petri net, a structurally reversible Petri net with states. Intuitively,
this Petri net with states is obtained by projecting away components that can be large in
the considered strongly connected component. From that Petri net with states, and thanks
to the sufficient condition for reachability introduced in Section 3, we proved in Section 7
our main result about the distance between mutually reachable configurations.

In the paper, d is a positive natural number denoting the number of components of
vectors. Given a vector x in the set of reals Rd, we denote by x(1), . . . ,x(d) its components in
such a way x = (x(1), . . . ,x(d)). Moreover, we introduce the norms ‖x‖ def=

∑d
i=1 |x(i)| and

‖x‖∞
def= max1≤i≤d |x(i)|. The set of integers and the set of non-negative natural numbers

are denoted as Z and N respectively.

2 Petri Nets

A Petri net A (PN for short) is a finite set of pairs (a−,a+) in Nd × Nd called actions. In
the literature, vectors a− and a+ are respectively usually called the pre-condition and the
post-condition of a. A configuration is a vector in Nd. We associate to an action a = (a−,a+)
the binary relation a−→ over the configurations defined by x a−→ y if for some configuration
c we have x = a− + c and y = a+ + c. Notice that x a−→ y if, and only if, x ≥ a− and
y = x− a−+ a+. We denote by A−→ the one-step reachability relation of A defined by x A−→ y
if there exists an action a in A such that x a−→ y. A PN A defines an infinite graph (Nd, A−→)
called the reachability graph of A.

A σ-execution, where σ = a1 . . . ak is a word of actions, is a non-empty word of configura-
tions e = c0c1 . . . ck such that the following relations hold:

c0
a1−→ c1 · · ·

ak−→ ck
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We denote by src(e) and tgt(e) the configurations c0 and ck respectively. An A∗-execution is
a σ-execution for some word σ over A. An Aω-execution e is an infinite word of configurations
such that every finite non-empty prefix is an A∗-execution. We associate to a word σ of actions
the binary relation σ−→ over the configurations defined by x σ−→ y if there exists a σ-execution
from x to y. The displacement of a word σ = a1 . . . ak is the vector ∆(σ) def=

∑k
j=1 ∆(aj)

where ∆(a) def= a+−a− for every action a = (a−,a+). Notice that x σ−→ y implies ∆(σ) = y−x
but the converse is not true in general. We introduce the reachability relation A∗−−→ defined as
the union of the relations σ−→ where σ ∈ A∗. Notice that this relation is the reflexive and
transitive closure of A−→.

The Petri net reachability problem consists in deciding given a PN A and two configura-
tions x and y if x A∗−−→ y. In [6], we provided a non-elementary complexity lower-bound for
the PN reachability problem. Moreover, we prove that for every natural number h, there
exists a PN Ah such that the reachability problem for that PN is at least h-exponential
space hard. It means that the minimal length of a word σ ∈ A∗h satisfying x σ−→ y is at least
(h+ 1)-exponential with respect to ‖x‖+ ‖y‖. This huge lower bound is no longer valid for
mutually reachable configurations.

Two configurations x and y are said to be mutually reachable for a PN A if x A∗−−→ y and
y A∗−−→ x. The PN reversible reachability problem consists in deciding given a PN A and two
configurations x and y if they are mutually reachable for A. In [11], we proved that the
PN reversible reachability problem is decidable in exponential-space by proving that there
exists at most doubly-exponential long words σ and w in A∗ such that x σ−→ y and y w−→ x.
This result can be refined by introducing the notion of distance. The distance between two
mutually reachable configurations x and y for a PN A is formally defined as follows:

distA(x,y) def= min
σ,w∈A∗

{|σw| | x σ−→ y w−→ x}

A simple lower bound on the distance can be obtained by observing that configurations along
an execution are relatively close one from each other as shown in the proof of the following
lemma.

I Lemma 1. Let us consider a PN A ⊆ {0, . . . ,m}d ×{0, . . . ,m}d for some positive natural
number m. For every mutually reachable configurations x and y, we have:

distA(x,y) ≥ ‖y− x‖ 2
dm

Proof. Let σ be a word in A∗ such that x σ−→ y and let us prove that ‖y− x‖ ≤ m|σ|. Assume
that σ = a1 . . . ak. Since ∆(aj) ∈ {−m, . . . ,m}d, it follows that ∆(σ) ∈ {−mk, . . . ,mk}d.
In particular ‖∆(σ)‖ ≤ dmk. As ∆(σ) = y − x and k = |σ|, we deduce the relation
‖y− x‖ ≤ md|σ|. Now, let us consider a word w in A∗ such that y w−→ x and observe that
we have ‖x− y‖ ≤ dm|w| by symmetry. It follows that |σw| ≥ ‖y− x‖ 2

dm and we have
proved the lemma. J

This paper focus on an upper-bound of the form distA(x,y) ≤ fA(‖y− x‖) where fA is a
function that only depends on the PN A and not on the two mutually reachable configurations
x and y. Such a bound cannot be derived from [11]. In fact, the best upper bound that can
be derived from that paper is the following one:

distA(x,y) ≤ 34d2n15dd+2

where n = (1 + 2m)(1 + 2 max{‖x‖, ‖y‖}).
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In this paper we prove that such a function fA exists. Moreover a linear one exists as
shown by the following theorem.

I Theorem 2. Let us consider a PN A ⊆ {0, . . . ,m}d×{0, . . . ,m}d for some positive natural
number m. For every mutually reachable configurations x and y, we have:

distA(x,y) ≤ ‖y− x‖cd,m

where:

cd,m ≤ (3dm)(d+1)2d+4

I Remark 3. The previous theorem provides as a corollary a new proof that the reversible
reachability problem is solvable in exponential space. It also provides a bound on the minimal
elements defining the domain of reversibility (introduced in [11]) of an action a in A defined as
Da,A

def= {x ∈ Nd | ∃y x a−→ y A∗−−→ x}. In fact, this set is upward closed and if x is a minimal
element for ≤ in Da,A then the vector y satisfying x a−→ y is such that distA(x,y) ≤ dmcd,m
since ‖y− x‖ = ‖∆(a)‖ ≤ dm. We deduce that there exists a word σ of actions in A such
that y σ−→ x with a length bounded by dmcd,m. If a component of x is larger than m|σ|, the
vector x cannot be minimal since the vector x′ obtained from x by replacing that coordinate
by m|σ| satisfies x′ a−→ y′ σ−→ x′ where y′ def= x′ + ∆(a). Hence ‖x‖ ≤ dm2cd,m.

3 Structurally Reversible Petri Nets With States

A Petri net with states (PNS for short) is a tuple 〈Q,A, T 〉 where Q is a non empty finite
set of elements called states, A is a Petri net, and T is a set of triples in Q×A×Q called
transitions. A path π from a state p to a state q labeled by a word σ of actions is a word of
transitions of the form (q0, a1, q1) . . . (qk−1, ak, qk) for some states q0, . . . , qk satisfying q0 = p

and qk = q, and for some actions a1, . . . , ak satisfying σ = a1 . . . ak. The displacement of
π is the vector ∆(π) def= ∆(σ). A path is said to be elementary if qi = qj implies i = j. A
path such that q0 = qk is called a cycle on q0. A cycle is said to be simple if qi = qj with
i < j implies i = 0 and j = k. A pair (q,x) in Q× Nd is called a state-configuration and it
is denoted as q(x) in the sequel. We associate to a path π the binary relation π−→ over the
state-configurations defined by p(x) π−→ q(y) if π is a path from p to q labeled by a word σ of
actions such that x σ−→ y.

A PNS is said to be structurally reversible if for every transition (p, a, q) there exists a
path π from q to p such that ∆(a) + ∆(π) = 0. Structurally reversible PNSes are such that
the displacement of any cycle can be canceled by the displacement of another cycle as shown
by the following lemma.

I Lemma 4. For every state q and for every cycle θ on q, there exists a cycle θ′ on q such
that ∆(θ′) = −∆(θ).

Proof. Assume that θ = (q0, a1, q1) . . . (qk−1, ak, qk) with q0 = q = qk. Since the PNS
is structurally reversible, for every j ∈ {1, . . . , k}, there exists a path πj from qj to qj−1

such that ∆(aj) + ∆(πj) = 0. Now, observe that θ′ def= πk . . . π1 is a cycle on q such that
∆(θ′) = −∆(θ). J
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A partial configuration is a vector x ∈ NI where I ⊆ {1, . . . , d}. We associate to a
configuration x ∈ Nd and a set I ⊆ {1, . . . , d} the partial configuration x|I in NI defined by
x|I(i) = x(i) for every i ∈ I. Given an action a = (a−,a+) of a Petri net, we extend the binary
relation a−→ over the partial configurations by x a−→ y if x,y are two partial configurations
in NI such that there exists a partial configuration c ∈ NI satisfying x = a−|I + c and
y = a+|I + c.

A flow function is a function F : Q → NI for some subset I ⊆ {1, . . . , d} such that
F (p) a−→ F (q) for every transition (p, a, q) in T . In this section we prove the following result.

I Lemma 5. Let us consider a structurally reversible PNS with at most r states and with
actions in {0, . . . ,m}d × {0, . . . ,m}d for some positive natural number m, let p(x) and q(y)
be two state-configurations such that the following conditions hold for some flow function
F : Q→ NI :

x|I = F (p) and y|I = F (q),
x(i),y(i) ≥ mr3(3drm)d for every i 6∈ I, and
y− x is the sum of the displacement of a path from p to q and a vector in the subgroup
of (Zd,+) generated by the displacements of the cycles.

Then p(x) π−→ q(y) for a path π such that |π| ≤ (‖y− x‖+ drm)r3(3drm)2d.

In this section, we fix such a structurally reversible PNS G. Since G is a disjoint union of
strongly connected components, we can assume without loss of generality that G is strongly
connected. The proof of Lemma 5 follows an extended form of the zigzag-freeness approach
introduced in [14]. Intuitively, we fix an elementary path π0 from p to q, and we prove that
there exists a sequence θ1, . . . , θk of short cycles on q such that for every n ∈ {0, . . . , k} the
displacement of ∆(θ1 . . . θn) is almost the vector n−d

k z where z def= y− x−∆(π0). This result
is based on the following lemma.

I Lemma 6 ([9]). Let v1, . . . ,vk be a non-empty sequence of vectors in Rd such that
‖vj‖∞ ≤ 1 for every 1 ≤ j ≤ k and let v =

∑k
j=1 vj. There exists a permutation σ of

{1, . . . , k} such that for every n ∈ {d, . . . , k}, we have:

‖
n∑
j=1

vσ(j) −
n− d
k

v‖∞ ≤ d

From the previous lemma we deduce the following two corollaries.

I Corollary 7. Let Z be a set of vectors in {−m, . . . ,m}d for some positive natural number
m, and assume that z is a finite sum of vectors in Z. Then z is a finite sum of at most
(‖z‖+ 1)(3dm)d vectors in Z.

Proof. By symmetry, we can assume without loss of generality that z ≥ 0. Let k be the
minimal natural number such that there exists a sequence z1, . . . , zk of vectors in Z such
that z = z1 + · · ·+ zk. If k = 0 the lemma is proved, so let us assume that k ≥ 1. Observe
that there exists a sequence e1, . . . , ek of vectors in Nd such that z =

∑k
j=1 ej and such that

ej(i) ≤ max{0, zj(i)} for every 1 ≤ i ≤ d and every 1 ≤ j ≤ k. We introduce the sequence
v1, . . . ,vk defined by vj

def= zj −ej . Notice that ‖vj‖∞ ≤ m and
∑k
j=1 vj = 0. We introduce

xn
def=

∑n
j=1 vj . By applying a permutation, Lemma 6 applied on the sequence ( 1

mvj)1≤j≤n
shows that we can assume without loss of generality that xn ∈ X for every d ≤ n ≤ k where
X is the set of vectors x ∈ Zd such that ‖x‖∞ ≤ md. Notice that if n ∈ {0, . . . , d}, we also
have xn ∈ X since xn is a sum of at most d vectors with a nom bounded by m.
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The cardinal of X is bounded by (1+2dm)d ≤ (3dm)d. Now, assume by contradiction that
there exists ` ∈ {0, . . . , k − (3dm)d} satisfying ej = 0 for every j ∈ {`+ 1, . . . , `+ (3dm)d}.
Notice that there exists p < q in {`, . . . , `+ (3dm)d} such that xp = xq since the cardinal
of X is bounded by (3dm)d. It follows that

∑q
j=p+1 vj = 0. From ej = 0 for every

j ∈ {`+ 1, . . . , `+ (3dm)d} it follows that vj = zj for every j ∈ {p+ 1, . . . , q}. In particular∑q
j=p+1 zj = 0. Hence k is not minimal since we can remove the vectors zp+1, . . . , zq

from the sequence z1, . . . , zk, and we get a contradiction. It follows that for every ` ∈
{0, . . . , k − (3dm)d} there exists j ∈ {` + 1, . . . , ` + (3dm)d} such that ej 6= 0. From
‖z‖ =

∑k
j=1 ‖ej‖, it follows that ‖z‖ ≥

k
(3dm)d − 1. Hence k ≤ (‖z‖+ 1)(3dm)d. J

I Remark 8. The bound (‖z‖+ 1)(3dm)d provided by the previous lemma is better than
the bound (‖z‖+ 1)(2 + (3m+ 1)d)d that one can derive from [15] by introducing the linear
system z =

∑k
j=1 njzj over the free variables z, n1, . . . , nk, where k is the cardinal of Z, and

{z1, . . . , zk} = Z.

I Corollary 9. Assume that z = z1 + · · ·+ zk where z1, . . . , zk are vectors in {−m, . . . ,m}d
for some positive natural number m ≥ 1. There exists a permutation σ of {1, . . . , k} such
that for every n ∈ {0, . . . , k} and for every i ∈ {1, . . . , d}, we have:

n∑
j=1

zσ(j)(i) ≥ min{z(i), 0} −md

Proof. If k = 0 the lemma is proved. So, we can assume that k ≥ 1. By applying a
permutation, Lemma 6 on the sequence ( 1

mzj)1≤j≤k shows that we can assume without
loss of generality that for every n ∈ {0, . . . , k}, there exists a vector en ∈ Rd such that
‖en‖∞ ≤ md and such that xn = n−d

k z + en where xn
def=

∑n
j=1 zj . Let i ∈ {1, . . . , d}

and let us prove that xn(i) ≥ min{z(i), 0} −md. Observe that if n ∈ {0, . . . , d} then the
property is immediate since xn(i) ≥ −md. So, let us assume that n > d. If z(i) ≥ 0 then
n−d
k z(i) ≥ 0 and we get xn(i) ≥ en(i) ≥ −md. If z(i) ≤ 0 then n−d

k z(i) ≥ z(i). In particular
xn(i) ≥ min{z(i), 0} −md also in that case. J

A cycle is said to be full-state if every state occurs in the cycle. We first prove that there
exists a “short” full-state cycle with a zero displacement thanks to the following lemma.

I Lemma 10. Every transition occurs on a finite sequence θ1, . . . , θn of (eventually disjoint)
simple cycles such that ∆(θ1) + · · ·+ ∆(θn) = 0 and such that n ≤ (3drm)d.

Proof. Let t be a transition. Since G is strongly connected, the transition t occurs in a
simple cycle θ0. Lemma 4 shows that −∆(θ0) is a finite sum of displacements of simple cycles.
In particular −∆(θ0) is in the cone generated by the displacements of simple cycles, i.e. the
finite sums of displacements of simple cycles multiplied by non-negative rational numbers.
From Carathéodory theorem, there exists d simple cycles r1, . . . , rd and d non-negative
rational numbers λ1, . . . , λd such that −∆(θ0) =

∑d
j=1 rj∆(θj). By introducing a positive

integer β0 such that βj
def= β0rj is a natural number for every j, we derive that the following

linear system over the sequences (βj)0≤ j≤d of natural numbers

d∑
j=0

βjvj = 0

admits a solution satisfying β0 > 0 where vj
def= ∆(θj).
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From [15], it follows that solutions of that system can be decomposed as finite sums
of “minimal” solutions (βj)1≤j≤k of the same system satisfying additionally the following
constraint:

d∑
j=0

βj ≤ (1 + (d+ 1)rm)d

From 1 + (d + 1)rm ≤ (3drm), we derive (1 + (d + 1)rm)d ≤ (3drm)d. Since there exist
solutions of that system with β0 > 0, there exists at least a minimal one satisfying the same
constraint. We have proved the lemma. J

I Lemma 11. There exists a full-state cycle with a zero displacement with a length bounded
by r2(r − 1)(3drm)d.

Proof. Let us consider the set H of pairs (p, q) ∈ Q×Q such that there exists a transition
from p to q with p 6= q. For every h ∈ H of the form (p, q), we select a transition th ∈ T from
p to q. Lemma 10 shows that for every h ∈ H, there exists a sequence of at most (3drm)d
simple cycles with a zero total displacement. It follows that there exists a sequence of at most
|H|(3drm)d simple cycles with a zero total displacement that contains all the transitions th
with h ∈ H. Since the set of transitions that occurs in that sequence is strongly connected,
Euler’s Lemma shows that there exists a cycle θ with the same Parikh image as the sum of
the Parikh images of the cycles occurring in the sequence. It follows that |θ| ≤ r|H|(3rdm)d.
Notice that ∆(θ) = 0 and θ is a full-state cycle. From |H| ≤ r(r − 1) we are done. J

Now, let us prove Lemma 5. Let π0 be an elementary path from p to q, and let
z def= y− x−∆(π0).

Let us first explain why z is a finite sum of displacements of simple cycles. By hypothesis,
there exists a path π1 from p to q such that y − x −∆(π1) is in the group generated by
displacements of cycles. Let π′ be a path from q to p and observe that z = (y − x −
∆(π1))−∆(π′π0) + ∆(π′π1). Since π′π0 and π′π1 are two cycles, it follows that z is in the
group generated by the displacements of the cycles. Lemma 4 shows that z is finite sum of
displacements of simple cycles.

Corollary 7 and Corollary 9 shows that there exists a sequence z1, . . . , zk of displacements
of simple cycles such that z =

∑k
j=1 zj , k ≤ (1 + ‖z‖)(3drm)d, and such that for every

n ∈ {0, . . . , k}, we have:

n∑
j=1

zj(i) ≥ min{0, z(i)} − drm

Lemma 11 shows that there exists a full-state cycle θ0 with a zero displacement with a length
bounded by r2(r−1)(3drm)d. Thanks to a rotation of θ0, we can assume that θ0 is a cycle on
q. Now, observe that for every 1 ≤ j ≤ k, there exists a simple cycle θ′j with a displacement
equal to zj . By inserting θ′j in the full-state cycle θ0, we get a cycle θj on q. Notice that
∆(θj) = zj and |θj | ≤ r2(r − 1)(3drm)d + r. We introduce the path π defined as follows:

π
def= π0θ1 . . . θn

We are going to prove that p(x) π−→ q(y). To do so, let u be a prefix of π and let
i ∈ {1, . . . , d} and let us prove that x(i) + ∆(u)(i) ≥ 0. Oberve that if i ∈ I, the flow
function F shows that x(i) + ∆(u)(i) = F (qu)(i) ≥ 0 where qu is a state reached from p by
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reading u. So, we can assume that i 6∈ I. Observe that if u is a prefix of π0 the property
is immediate since ∆(u)(i) ≥ −m|u| ≥ −mr. In particular x(i) + ∆(u)(i) ≥ 0. So, we can
assume that there exists n ∈ {1, . . . , k} and a prefix u′ of θn such that u = π0θ1 . . . θn−1u

′. It
follows that ∆(u) = ∆(π0)+∆(u′)+

∑n−1
j=1 zj(i). Moreover, notice that ∆(u′)(i) ≥ −m|u′| ≥

−mr2(r − 1)(3drm)d −mr for every i ∈ {1, . . . , d}.
We decompose the proof that x(i) + ∆(u)(i) ≥ 0 in two cases following that z(i) ≤ 0 or

z(i) ≥ 0.
Assume first that z(i) ≥ 0. In that case

∑n−1
j=1 zj(i) ≥ −drm. It follows that ∆(u)(i) ≥

−mr −mr2(r − 1)(3drm)d −mr − drm ≥ −mr3(3drm)d. Hence x(i) + ∆(u)(i) ≥ 0.
Now, assume that z(i) ≤ 0. In that case

∑n−1
j=1 zj(i) ≥ z(i) − drm. It follows that

x(i) + ∆(u)(i) ≥ x(i) + ∆(π0) + z(i) + ∆(u′)(i) − drm = y(i) − ∆(u′)(i) − drm ≥
y(i)−mr2(r − 1)(3drm)d −mr ≥ 0.

We have proved that p(x) π−→ q(y). Now, observe that |π| ≤ r+k(r2(r−1)(3drm)d+r). From
k ≤ (1+‖z‖)(3drm)d and ‖z‖ ≤ ‖y− x‖+d(r−1)m, we get |π| ≤ (‖y− x‖+drm)r3(3drm)2d.
Lemma 5 is proved.

4 Extractors

The notion of extractors was first introduced in [11]. Intuitively, extractors provides a natural
way to classify components of a vector of natural numbers into two categories: large ones and
small ones. The notion is parametrized by a set I ⊆ {1, . . . , d} that provides a way to focus
only on components in I. More formally, a d-dimensional extractor λ is a non-decreasing
sequence (λ0 ≤ · · · ≤ λd+1) of positive natural numbers denoting some thresholds. Given
a d-dimensional extractor λ and a set I ⊆ {1, . . . , d}, a (λ, I)-small set of a set C ⊆ Nd
is a subset J ⊆ I such that c(j) < λ|J| for every j ∈ J and c ∈ C. The following lemma
shows that there exists a unique maximal (λ, I)-small set w.r.t. inclusion. We denote by
extractλ,C(I) this set.

I Lemma 12. The class of (λ, I)-small sets of a set C ⊆ Nd is non empty and stable under
union.

Proof. We adapt the proof of [11, Section 8]. Since the class contains the empty set, it is
nonempty. Now, let us prove the stability by union by considering two (λ, I)-small sets J1
and J2 of C and let us prove that J def= J1 ∪ J2 is a (λ, I)-small set of C. Since J1, J2 ⊆ I,
we derive J ⊆ I. Let c ∈ C and j ∈ J . If j ∈ J1 then c(j) < λ|J1| ≤ λ|J| since |J1| ≤ |J |.
Symmetrically, if j ∈ J2 we deduce that c(j) < λ|J2| ≤ λ|J|. We have proved that J is a
(λ, I)-small set of C. J

I Example 13. Let us consider the 2-dimensional extractor λ = (λ0 ≤ λ1 ≤ λ2 ≤ λ3) and
assume that I = {1, 2} and let C = {(m,n)} with m,n ∈ N. We have:

extractλ,X(I) =


{1, 2} if m,n < λ2

∅ if (m ≥ λ2 ∧ n ≥ λ1) ∨ (m ≥ λ1 ∧ n ≥ λ2)
{1} if m < λ1 ∧ n ≥ λ2

{2} if m ≥ λ2 ∧ n < λ1

I Remark 14. As shown by the previous example, the values λ0 and λd+1 of any d-dimensional
extractor λ are not used directly by our definitions. Those extremal values are introduced to
simplify some notations in the sequel.



J. Leroux 47:9

The following lemma shows that components that are not in extractλ,C(I) are large for
at least one vector in C.

I Lemma 15. Let J def= extractλ,C(I). For every i ∈ I\J there exists c ∈ C such that:

c(i) ≥ λ|J|+1

Proof. Assume that for some i ∈ I\J , we have c(i) < λ|J|+1 for every c ∈ C. Let J ′ def= J∪{i}
and observe that J ′ is a (λ, I)-small set of C. In fact, for every c ∈ C and for every j ∈ J ′, we
have c(j) < λ|J| ≤ λ|J′| if j ∈ J , and c(j) < λ|J|+1 = λ|J′| if j = i. We get a contradiction
by maximality of extractλ,C(I). We deduce the lemma. J

Given a set I ⊆ {1, . . . , d} we define extractλ,e(I) for a finite word e of configurations by
extractλ,ε(I) def= I, and by extractλ,ec(I) def= extractλ,{c}(extractλ,e(I)) for every c ∈ Nd and
for every finite word e of configurations. Given an infinite word e of configurations, we observe
that (extractλ,en

(I))n∈N where en is the finite prefix of e of length n is a non-increasing
sequence of sets in {1, . . . , d}. It follows that this sequence is asymptotically constant and
equals to a set included in {1, . . . , d}. We denote extractλ,e(I) that set. The following lemma
shows that extracting along a word of configurations in C asymptotically coincides with an
extraction of C.

I Lemma 16. Let us consider a set I ⊆ {1, . . . , d}, an extractor λ, a set C of configura-
tions, and an infinite word e over C. We have extractλ,C(I) ⊆ extractλ,e(I). Moreover,
extractλ,C(I) = extractλ,e(I) if every configuration of C occurs infinitely often in e.

Proof. We introduce J def= extractλ,C(I), J∞
def= extractλ,e(I), the prefix en of length n of e,

and Jn
def= extractλ,en(I).

Let us prove that J ⊆ Jn for every n. Since J0 = I the property is proved for n = 0.
Assume that J ⊆ Jn−1 for some n ≥ 1 and let us prove that J ⊆ Jn. There exists c ∈ C
such that en = en−1c. Since c ∈ C, it follows that c(j) < λ|J| for every j ∈ J . As J ⊆ Jn−1,
we deduce that J is a (λ, Jn−1)-small set of {c}. Since Jn is the maximal set satisfying that
property, we get J ⊆ Jn and we have proved the induction. It follows that J ⊆ Jn for every
n ∈ N. Moreover, since J∞ =

⋂
n∈N Jn, we deduce the inclusion J ⊆ J∞.

Now, assume that every c ∈ C occurs in e infinitely often. Since (Jn)n∈N is a non
increasing sequence of {1, . . . , d}, there exists N such that Jn = J∞ for every n ≥ N . Let
c ∈ C. There exists n > N such that en = en−1c. From Jn = extractλ,{c}(Jn−1) and
Jn = Jn−1 = J∞, we derive J∞ = extractλ,{c}(J∞). In particular c(j) < λ|J∞| for every
j ∈ J∞. We have proved that c(j) < λ|J∞| for every j ∈ J∞ and for every c ∈ C. As J∞ ⊆ I,
we deduce that J∞ is a (λ, I)-small set of C. Since J is the maximal set satisfying that
property, we deduce that J∞ ⊆ J . It follows that J = J∞. J

5 Rackoff Extraction

An A∗-execution e is said to be I-cyclic for some I ⊆ {1, . . . , d} if src(e)|I = tgt(e)|I . We say
that a word σ = a1 . . .ak of actions in A is obtained from an A∗-execution e by removing I-
cycles where I ⊆ {1, . . . , d}, if there exists a decomposition of e into a concatenation e0 . . . ek

of I-cyclic A∗-executions e0, . . . , ek such that tgt(ej−1) aj−→ src(ej) for every 1 ≤ j ≤ k.

An extractor λ = (λ0 ≤ · · · ≤ λd+1) is said to be m-adapted if for every n ∈ {0, . . . , d}:

λn+1 ≥ λn +mλnn

FSTTCS 2019
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I Lemma 17 (slight extension of [16]). Let λ be an m-adapted extractor and e be an A∗-
execution for a PN A ⊆ {0, . . . ,m}d × Nd. Let I def= extractλ,e({1, . . . , d}). There exists a
word σ that can be obtained from e by removing I-cycles such that

|σ| ≤
d∑
j=1

λjj

and such that src(e) σ−→ c for some configuration c satisfying c(i) = tgt(e)(i) for every i ∈ I,
and such that for every i 6∈ I we have:

c(i) ≥ λ|I|+1 −m
|I|∑
j=1

λjj

Proof. The proof follows a similar approach to the original one from Rackoff [16]. A detailed
proof is given in a long version of the paper available online. J

6 Strongly-Connected Components of Configurations

A strongly-connected component of configurations of a PN A (SCCC for short) is a strongly-
connected component of the reachability graph (Nd, A−→).

We associate to an extractor λ and a SCCC C of a PN A, a PNS G defined as follows.
We introduce the set I def= extractλ,C({1, . . . , d}), the set of states Q def= {c|I | c ∈ C} and
the set of transitions T def= {(x|I , a,y|I) | (x, a,y) ∈ C×A×C ∧ x a−→ y}. Notice that Q is
finite since it contains at most λ|I||I| elements. In particular T is finite as well. The PNS G is
defined as the tuple 〈Q,A, T 〉.

I Lemma 18. The PNS G is structurally reversible.

Proof. Let (p, a, q) be a transition in T . There exist x,y ∈ C such that x a−→ y and such
that p = x|I and q = y|I . Moreover since C is a SCCC, there exists a word σ of actions in A
such that y σ−→ x. We deduce that there exists a path in G from q to p labeled by σ. Notice
that ∆(a) + ∆(σ) = y− x + x− y = 0. It follows that G is structurally reversible. J

Let us prove the following technical lemma.

I Lemma 19. If C is not reduced to a singleton, there exists an Aω-execution e of configu-
rations in C such that every configuration of C occurs infinitely often in e.

Proof. Since C is countable, there exists an infinite sequence (cn)n∈N such that C = {cn | n ∈
N}. Moreover, by replacing that sequence by the sequence s0, s1, . . . where sn

def= c0, . . . , cn,
we can assume without loss of generality that every configuration of C occurs infinitely often
in the sequence (cn)n∈N. Since C is a SCCC, for every positive natural number n, there exists
an A∗-execution from cn−1 to cn of the form encn. Let us introduce the word e def= e1e2 . . ..
Notice that since C is not reduced to a singleton, the word e is infinite. Moreover, notice
that e is an Aω-execution satisfying the lemma. J

Now, assume that λ is m-adapted for some positive natural number m.
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I Lemma 20. If A ⊆ {0, . . . ,m}d × Nd, for every x ∈ C, there exists a cycle in G on x|I
labeled by a word u such that:

|u| ≤
d∑
j=1

λjj

and a configuration x′ such that x u−→ x′, x′|I = x|I and such that x′(i) ≥ λ|I|+1−m
∑|I|
j=1 λ

j
j

for every i 6∈ I.

Proof. Observe that if C is reduced to a singleton, the lemma is trivial with u def= ε. So, we
can assume that C is not a singleton. Lemma 19 shows that there exists an Aω-execution
e = c0c1 . . . of configurations in C such that every configuration of C occurs infinitely
often. Without loss of generality, by replacing e by a suffix of e we can assume that x = c0.
Lemma 16 shows that extractλ,e({1, . . . , d}) = I. It follows that there exists N ∈ N such
that for every n ≥ N the prefix en of e of length n satisfies extractλ,en({1, . . . , d}) = I. Since
x occurs infinitely often in e, there exists n ≥ N such that x is the last configuration of
en. Lemma 17 shows that there exists a word u that can be obtained from en by removing
I-cycles such that

|u| ≤
d∑
j=1

λjj

and such that x u−→ x′ for some configuration x′ satisfying x′|I = x|I , and such that for every
i 6∈ I we have:

x′(i) ≥ λ|I|+1 −m
|I|∑
j=1

λjj

Since u can be obtained from en by removing I-cycles, it follows that u is the label of a cycle
on x|I in the PNS G. J

Symmetrically, we deduce a similar backward property.

I Lemma 21. If A ⊆ Nd × {0, . . . ,m}d, for every y ∈ C, there exists a cycle in G on y|I
labeled by a word v such that:

|v| ≤
d∑
j=1

λjj

and a configuration y′ such that y′ v−→ y, y′|I = y|I , and such that for every i 6∈ I:
y′(i) ≥ λ|I|+1 −m

∑|I|
j=1 λ

j
j.

Proof. Let us introduce the PN A′
def= {(a+,a−) | (a−,a+) ∈ A}. Observe that C is a SCCC

of A′. Let G′ be the PNS associated to the extractor λ and the SCCC C of A′. Lemma 22
shows that there exists a cycle in G′ on y|I labeled by a word u such that:

|u| ≤
d∑
j=1

λjj

and a configuration y′ such that y u−→ y′, y|I = y′|I , and such that y′(i) ≥ λ|I|+1−m
∑|I|
j=1 λ

j
j

for every i 6∈ I. Assume that u = a′1 . . . a
′
n with a′j = (xj ,yj) and let v def= a1 . . . an with

aj
def= (yj ,xj). Observe that since u is a cycle on y|I in G′, then v is a cycle on y|I in G.

Moreover, from y u−→ y′ we derive y′ v−→ y. We have proved the lemma. J
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7 Mutually Reachable Configurations

In this section, we prove Theorem 2. We consider a PN A ⊆ {0, . . . ,m}d × {0, . . . ,m}d for
some positive natural number m. We consider two mutually reachable configurations x,y
for A. Since the theorem is trivial when x = y, we can assume that x 6= y. In particular
‖y− x‖ ≥ 1.

We let C be the SCCC of A containing x and y. We introduce the extractor λ satisfying
λ0 = 1, and for every n ∈ {0, . . . , d}:

λn+1
def= m

n∑
j=1

λjj +mλ3n
n (3dλnnm)d

Observe that λ is m-adapted. We introduce I def= extractλ,C({1, . . . , d}) and the structurally
reversible PNS G associated to C, λ and A. Notice that the number of states of G is bounded
by r def= λ

|I|
|I|. We introduce the states p, q of G defined as p def= x|I and q

def= y|I . Observe
that y− x is the displacement of a path from p to q in G. We introduce the flow function
F : Q→ NI defined as the identity.

Let us observe that λj ≤ λd for every j ∈ {1, . . . , d}. In particular r ≤ λdd.

I Lemma 22. The PNS G admits a cycle on p labeled by a word u and a cycle on q labeled
by a word v such that:

|u|, |v| ≤ dλdd

and such that there exist configurations x′,y′ such that x u−→ x′, y′ v−→ y, and such that for
every i 6∈ I, we have:

x′(i),y′(i) ≥ mr3(3drm)d

Proof. This lemma is a direct corollary of Lemma 20 and Lemma 21. J

From y′ − x′ = y − x − ∆(u) − ∆(v), we deduce from Lemma 5 that there exists a
word σ of actions in A such that x′ σ−→ y′ and such that |σ| ≤ (‖y′ − x′‖+ drm)r3(3drm)2d.
Observe that we have:

‖y′ − x′‖ ≤ ‖y− x‖+ ‖∆(u)‖+ ‖∆(v)‖
≤ ‖y− x‖+ dm(|u|+ |v|)
≤ ‖y− x‖+ 2d2mλdd

Let w = uσv. Observe that x w−→ y. We derive:

|w| ≤ 2dλdd + (‖y− x‖+ 2dλddm+ dλddm)λ3d
d (3dλddm)2d

≤ ‖y− x‖8dλddmλ3d
d (3dλddm)2d

≤ 1
2‖y− x‖(3dλddm)6d

From the following Lemma 23 we derive:

|w| ≤ 1
2‖y− x‖(3dm)(d+1)2d+4

We deduce Theorem 2.
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I Lemma 23. We have:

(3dλddm)6d ≤ (3dm)(d+1)2d+4

Proof. Assume first that d = 1. In that case, the definiton of λn+1 with n = 0 provides
λ1 = 3m2 and the lemma is immediate. So, let us assume that d ≥ 2. Notice that λjj ≤ λnn
for every j ∈ {1, . . . , n} for every n ∈ {0, . . . , d− 1}. It follows that we have:

λn+1 ≤ 2dλ3n
n m(3dλnnm)d

≤ (3dλnm)(d+1)2−4

By induction, we deduce that for every n ∈ {0, . . . , d}, we have:

λn ≤ (3dm)n((d+1)2−4)n

In particular:

3dλddm ≤ (3dm)d
2(d+1)2d

Hence

(3dλddm)6d ≤ (3dm)6d3(d+1)2d

≤ (3dm)(d+1)2d+4

where we use the inequality 6d3 ≤ (d+ 1)4. J

8 Conclusion

In this paper we proved that the distance in the reachability graph between two mutually
reachable configurations is linear with respect to the Euclidean distance between those two
configurations. As a future work, we would like to apply that result to provide lower bounds
on the number of states of population protocols computing some predicates [3].

The author thanks Alain Finkel, Igor Khmelnitsky, and Serge Haddad for promoting him
a Karp and Miller problem that motivated this work, and Matthias Englert and Ranko Lazic
for pointing out the Steinitz constant lemma [9].
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Abstract
We consider trace automata. Their vertices are Mazurkiewicz traces and they accept finite words.
Considering the length of a trace as the length of its Foata normal form, we define the operations of
level-length synchronization and of superposition of trace automata. We show that if a family F of
trace automata is closed under these operations, then for any deterministic automaton H ∈ F , the
word languages accepted by the deterministic automata of F that are length-reducible to H form a
Boolean algebra. We show that the family of trace suffix automata with level-regular contexts and
the subfamily of vector addition systems satisfy these closure properties. In particular, this yields
various Boolean algebras of word languages accepted by deterministic vector addition systems.

2012 ACM Subject Classification Theory of computation→ Formal languages and automata theory

Keywords and phrases Boolean algebras, traces, automata, synchronization, pushdown automata,
vector addition systems

Digital Object Identifier 10.4230/LIPIcs.FSTTCS.2019.48

1 Introduction

In automatic verification, it is useful to highlight families of languages with good closure
properties, as for example Boolean algebras of languages. For example, the fact that the
first-order theory of any word-automatic graph1 is decidable essentially relies on the Boolean
closure properties of regular languages: to any relation defined by a first-order formula, there
corresponds (in an effective way) a regular language and the problem of deciding whether
the graph satisfies a given statement reduces to the problem of deciding emptiness for the
corresponding regular language [13].

The regular, context-free, context-sensitive and recursively enumerable languages form
a famous increasing hierarchy of formal language families defined by Chomsky in [8] from
grammars of increasing complexity. It can also be obtained from families of automata. Indeed,
regular languages are accepted by finite automata, context-free languages are accepted by
pushdown automata (or more generally by word suffix automata [2]), context-sensitive
languages are accepted, for instance, by bounded synchronized automata [20], and recursively
enumerable languages are accepted by Turing machines [4]. And if it is well-known that
regular languages or context-sensitive languages form a Boolean algebra, it is also well-known
that it is not the case of context-free languages. Nevertheless, it was shown that various
subclasses of context-free languages form Boolean algebras [17, 18, 5], as for example visibly
pushdown languages with respect to a given pushdown alphabet [1]. Besides, pushdown
automata model sequential computations. For parallel computations, a relevant family of
automata consists of vector addition systems. Hence, the question arises of which Boolean
algebras can be obtained from this family of automata.

1 A word-automatic graph is a graph of which the vertex set is a regular language and each relation is
recognized by a finite letter by letter synchronized transducer.
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In this paper, we consider trace automata. Their vertices are Mazurkiewicz traces [10] and
they accept finite words. Traces bear the advantage of describing executions of concurrent
systems [23]. We define the length of a trace as the length of its Foata normal form and we
show that we can obtain Boolean algebras from any trace automata family F closed under
level-length synchronization and level-length superposition (Theorem 34). These operations
ensure the stability under intersection and difference of the class of recognized word languages.
More precisely, we show that for any deterministic automaton H ∈ F , the class of languages
accepted by the deterministic automata in F length-reducible to H form a Boolean algebra
of word languages.

Then, we apply the previous result to the family TrSuffix of trace suffix automata (with
level-regular contexts), introduced in [16]. A trace suffix automaton is described by a finite set
of rules of the form W(u a−→ v), where u and v are traces, a is a label and W is a level-regular
trace language (i.e., a language of traces of which the Foata normal forms form a regular
word language). We show that this family satisfies the closure conditions stated above.

Lastly, we deduce that the subfamily TrSuffixVAS of trace suffix automata over trace
monoids of which the dependence alphabet is the equality also satisfies the closure conditions
stated above. Since TrSuffixVAS essentially corresponds to some vector addition systems
(VAS), we obtain various Boolean algebras of word languages accepted by deterministic
vector addition systems.

Related works. In [6, 7], Caucal and Rispal adapt Eilenberg’s recognizability for languages
[11] to infinite automata in order to obtain Boolean algebras. More precisely, in [7], they show
how to obtain various Boolean algebras from any family of word automata (i.e., automata
of which vertices are words) closed under the operations of length synchronization and
superposition. However, vector additions systems, seen as word automata (each trace is
encoded by its Foata normal form), are not closed under length superposition.

Besides, in the literature, different types of VAS languages were considered [9, 12, 19, 22]:
the labeling function may be free or not, λ-transitions (transitions labeled by the empty
word) may be allowed or not, the set of final markings may be finite or equal to all accessible
markings. In general, the various investigations focus on closure properties [12] and on
the relationship with the other classical formal languages enumerated above [22, 21, 14].
Indeed, it is well known that VAS languages contain regular languages, are incomparable
with context-free languages, but are context-sensitive [19]. The regularity (respectively the
context-freeness) of some VAS languages is decidable [22] (respectively [21, 14]). But, if some
type of VAS languages are closed under union and intersection, the complementation remains,
to our knowledge, a challenging problem. In the usual terminology of VAS (or Petri nets),
the VAS for which we prove that the languages form a Boolean algebra are labeled (i.e.,
the labeling function is total and may not be injective), deterministic (from any marking,
distinct transitions labeled by a same letter are not allowed) and equipped of a level-regular
set of final vertices. Moreover, an action can be performed only with respect to a context
that is assumed level-regular also.

2 Preliminaries

In this section, we give some preliminaries about automata and Mazurkiewicz traces. We use
standard notations. In particular, the union of two disjoint sets A and B is denoted A ∪̇ B.
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2.1 Automata: definition and generalities
An automaton is given by a set of edges labeled by letters, plus initial and final vertices.

Let V be a set (of vertices), T be a set of symbols called terminals and C = {ι, o} be a
set of colors. A T -automaton G over V is a subset of V × T × V ∪ C × V of vertex set

VG := {v ∈ V | ∃ a, u (u, a, v) ∈ G ∨ (v, a, u) ∈ G} ∪ {v ∈ V | ∃ c (c, v) ∈ G}

such that the set TG = {a ∈ T | ∃ u, v ∈ V, (u, a, v) ∈ G} is finite. The automaton G is finite
if its vertex set VG is finite. Denote by IG := {v ∈ VG | (ι, v) ∈ G} the set of initial vertices
of G and by FG := {v ∈ VG | (o, v) ∈ G} the set of final vertices of G.

An element (u, a, v) ∈ G is an edge. Its label is a, its source is u and its target is v. The
notation u a−→

G
v (or u a−→ v when G is understood) means (u, a, v) ∈ G. Any couple (c, v) ∈ G

is a vertex v colored by c ∈ C.
The automaton G is deterministic if IG is reduced to a singleton and for each a ∈ T , if

(u a−→
G

v and u a−→
G

v′) then v = v′. Given a family F of automata, we denote by Fdet the
subfamily of F consisting in deterministic automata.

A path in G of source u and goal v, labeled by a word a1 . . . ak ∈ T ∗, is a finite sequence
of the form u

a1−→
G

u1, . . . , uk−1
ak−→
G

v, with u = v for k = 0. We denote by u a1...ak−−−−→
G

v the
existence of such a path. A path is accepting if its source is initial and its goal is final. The
language accepted by an automaton G is the set L(G) of words that label its accepting paths.
The regular languages of T -words are the languages accepted by finite automata.

A morphism f from a T -automaton G into a T -automaton H is a mapping f : VG → VH
such that

u
a−→
G
v =⇒ f(u) a−→

H
f(v) and (c, u) ∈ G =⇒ (c, f(u)) ∈ H

If such a morphism exists, we write G f−→ H (or just G −→ H) and we say that G is f -reducible
(or just reducible) to H. Moreover, if f is a bijection and G f−→ H and H f−1

−−→ G, then G
and H are said to be f -isomorphic.

I Lemma 1. Let G and H be automata. If G −→ H, then L(G) ⊆ L(H).

Suppose there exists a length-mapping | | : V −→ N. A morphism f is length-preserving
if |f(v)| = |v| for any v ∈ VG. If such a morphism exists, we say that G is length-reducible to
H and we write G f−→` H (or just G −→` H). The automata G and H are length-isomorphic
if there exists a length-preserving morphism f such that G and H are f -isomorphic.

I Example 2. Let us consider the infinite binary tree T2 := {Ku a−→ Kua | u ∈ {a, b}∗} ∪
{Ku b−→ Kub | u ∈ {a, b}∗} ∪ {(ι,K)} ∪ {o} × K{a, b}∗ and the visibly pushdown
automaton Vis({c},∅, {a, b}) := {⊥>n a,b−−→ ⊥>n+1 | n > 0} ∪ {⊥>n c−→ ⊥>n−1 | n >
1} ∪ {⊥ c−→ ⊥} ∪ {(ι,⊥)} ∪ {o} × {⊥>n | n > 0}. The automaton T2 is length-reducible
to Vis({c},∅, {a, b}). See Figure 1.

2.2 Mazurkiewicz traces
Given a (finite) alphabet Σ, recall that Σ∗ is the free monoid of finite Σ-words.

A dependence relation D on Σ is a reflexive and symmetric binary relation. The pair
(Σ, D) is called a dependence alphabet. The complement of D is the independence relation
I := Σ2\D. The (Σ, D)-trace equivalence ≡D is the least congruence on Σ∗ such that
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Figure 1 T2 is length-reducible to Vis({c},∅, {a, b}) (Example 2).

Figure 2 The Foata normal form of [acbdab] (Example 4).

(a, b) ∈ I ⇒ ab ≡D ba. The (Σ, D)-trace of a word w ∈ Σ∗ is its ≡D-equivalence class. It is
denoted [w]. Note that ≡D-equivalent Σ-words have the same length. The quotient monoid
Σ∗/ ≡D is called the trace monoid of the dependence alphabet (Σ, D) and is denoted by
M(Σ, D). Its elements are called the traces over (Σ, D). The length of a trace t is the
length of any word belonging to it and is denoted |t|. Denote by TotalΣ := Σ× Σ the total
dependence relation over Σ and by IdΣ := {(a, a) | a ∈ Σ} the equality. Note that in case of
D = TotalΣ, the trace monoid M(Σ, D) coincides with the free monoid Σ∗.

Consider the finite alphabet ID := {A ⊆ Σ | ∀a1 6= a2 ∈ A (a1, a2) ∈ I} of independent
subsets of Σ, and denote by ΠID

: I∗D → M(Σ, D) the canonical morphism defined by
ΠID

(∅) = [ε] and ΠID
({a1, · · · , an}) = [a1 . . . an] (n > 1). Consider the binary relation B on

I−D := ID \ {∅} defined by: ABB ⇐⇒ ∀b ∈ B ∃a ∈ A (a, b) ∈ D. The set of I−D
∗-words of

the form A1 . . . Ap (p > 0) such that A1BA2B· · ·BAp is denoted F. The surjective morphism
ΠID

is not injective. Indeed, suppose Σ = {a, b} and aIb, then ΠID
({a, b}) = ΠID

({a}{b}).
The following proposition expresses that each trace is encodable by a unique I−D-word in F.

I Proposition 3 (Foata normal form, [10]). Let t ∈M(Σ, D). There exists a unique I−D-word
dteF = A1 · · ·Ap ∈ F (p > 0), the Foata normal form of t, such that ΠID

(A1 · · ·Ap) = t.

I Example 4. Suppose Σ = {a, b, c, d} and aIc, bId, cId. The Foata normal form of
t = [acbdab] (see Figure 2) is dteF = {a, c}{b, d}{a}{b}.

The following lemma is straightforward.

I Lemma 5 (Level automata). The set F of Foata normal forms is a regular word language
over I−D .

In general, dsteF and dseFdteF may be different. Indeed, suppose D = {(a, a), (b, b)}. If
s = [a] and t = [ab], then dseF = {a}, dteF = {a, b} and dsteF = {a, b}{a}. The following
lemma expresses some compatibility between concatenation and Foata normal form.

I Lemma 6. Let s, t ∈ M(Σ, D) such that dseF = A1 · · ·Ap (p > 0). Then there ex-
ist Bi1 , . . . Bik ∈ I−D (0 6 k 6 p and 1 6 i1 < · · · < ik 6 p) and C1, . . . , Cm ∈
I−D (m > 0) such that dsteF = A1 . . . (Ai1 ∪̇ Bi1) . . . (Aik ∪̇ Bik ) . . . ApC1 . . . Cm and
ΠI−

D
(Bi1 . . . BikC1 . . . Cm) = t.

Proof. By induction on the length of t. J
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In the following, given a trace t, we denote by ‖t‖ the length of its Foata normal form.
A trace automaton is an automaton of which the vertices belong to some trace monoid

M(Σ, D) and accepts finite words (over an alphabet that may have no relation with Σ).

3 From word (suffix) automata to trace (suffix) automata

In this section, we recall how to obtain various Boolean algebras of deterministic context-free
languages from word suffix automata [7]. Then we consider the notion of level-regular trace
languages. This allows to define the family TrSuffix of trace suffix automata with level-regular
contexts, an extension to traces of word suffix automata. Lastly, we will define (in terms
of trace suffix automata) the vector addition systems from which we will obtain Boolean
algebras (Section 5).

3.1 Boolean algebras from word suffix automata
Given a word language L over T , a non-empty family of languages FL is a Boolean algebra
relative to L if L1 ⊆ L, L−L1 ∈ FL and L1 ∩L2 ∈ FL for any L1, L2 ∈ FL. Observe that if
FL is a Boolean algebra relative to L then ∅, L ∈ FL.

A word suffix automaton is a finite union of automata of the form

W (u a−→ v) ∪ {ι} × I ∪ {o} × F

where W , I and F are regular word languages (over a finite alphabet), u and v are words,
a ∈ T and W (u a−→ v) = {wu a−→ wv | w ∈W}. We denote by Stack the family of word suffix
automata. The languages accepted by Stack are the context-free languages [3].

In [7], Caucal and Rispal show how to obtain various Boolean algebras of deterministic
context-free languages.

I Theorem 7 ([7]). Let H be a deterministic word suffix automaton of which the empty word
is not a vertex. Then the class of languages Rec`Stackdet

(H) = {L(G) | G ∈ Stackdet, G −→` H}
is a Boolean algebra relative to L(H).

In the following, we will consider the family TrSuffix of trace suffix automata with level-
regular contexts, introduced in [16] (see Subsection 3.3). This family is an extension to
Mazurkiewicz traces of word suffix automata (a word suffix automaton is just a trace suffix
automaton with level-regular contexts over a trace monoid for which the dependence relation
is total). We will also consider the subfamily TrSuffixVAS of vector addition systems and we
will show how to obtain Boolean algebras from these, in the same vein as Theorem 7.

3.2 Level-regularity
In order to build the family TrSuffix of trace suffix automata with level-regular contexts, let
us give some reminders about the notion of level-regular trace languages [16].

A (Σ, D)-trace language is a subset of M(Σ, D). If L is a trace language, then
⋃
L =

{w ∈ Σ∗ | [w] ∈ L}. If L is a word language, then [L] is the trace language defined by
[L] := {[w] ∈M(Σ, D) | w ∈ L}. In particular, [

⋃
L] = L and

⋃
[L] ⊇ L.

Given a trace language L ⊆ M(Σ, D) and a trace t ∈ M(Σ, D), the right residual
(respectively the left residual) of L by t, Lt−1 (respectively t−1L), is Lt−1 := {s ∈M(Σ, D) |
st ∈ L} (respectively t−1L := {s ∈M(Σ, D) | ts ∈ L}). The product of L by t (respectively
the product of t by L), Lt (respectively tL), is Lt := {st ∈M(Σ, D) | s ∈ L} (respectively
tL := {ts ∈ M(Σ, D) | s ∈ L}). If L1,L2 ⊆ M(Σ, D) are trace languages, their product is
the trace language L1L2 := {t1t2 | t1 ∈ L1, t2 ∈ L2}. In particular, L∅ = ∅L = ∅.
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A trace language L ⊆ M(Σ, D) is recognizable if there exists a finite monoid N and a
monoid morphism φ : M(Σ, D) → N such that L = φ−1(φ(L)). The class of recognizable
trace languages is denoted by Rec(M(Σ, D)).

I Proposition 8 ([10]). The following are equivalent:
L is recognizable,⋃
L is a regular word language,

the set {t−1L | t ∈M(Σ, D)} of left residuals of L is finite,
the set {Lt−1 | t ∈M(Σ, D)} of right residuals of L is finite.

I Remark 9. In case of D = TotalΣ, Rec(M(Σ, D)) = Reg(Σ∗).

I Proposition 10 ([10]). Rec(M(Σ, D)) is a Boolean algebra closed under concatenation.

The trace language [(ab)∗] with aIb is not recognizable since its union, the set of words
over {a, b} with the same number of occurences of a and b, is not regular. Nevertheless,
the set {a, b}∗ of Foata normal forms of its elements is regular. This suggests considering a
weaker notion of recognizability.

I Definition 11. L ⊆M(Σ, D) is level-regular if the word language dLeF is regular.

Since dLeF = Π−1
ID

(L) ∩ F, any recognizable trace language is level-regular. Note also
that any level-regular trace language is a rational subset of the monoid M(Σ, D). Denote by
LevelReg(M(Σ, D)) the class of level-regular languages of the trace monoid M(Σ, D).

I Proposition 12 ([16]). LevelReg(M(Σ, D)) is a Boolean algebra.

The class LevelReg(M(Σ, D)) is not closed under concatenation [16]. Nevertheless,
multiplication and residuation of trace languages on the right by a trace preserves the
level-regularity.

I Lemma 13. Let L ∈ LevelReg(M(Σ, D)) and t ∈ M(Σ, D). The trace languages Lt−1

and Lt are level-regular.

Given a word language L, we denote by Pref(L) := {u | ∃ v uv ∈ L} the set of prefixes of
words in L. From the lemma below, it follows, in particular, that the set of prefixes of Foata
normal forms of a level-regular trace language is a regular word language.

I Lemma 14. Let L ∈ LevelReg(M(Σ, D)). Then ΠID
(Pref dLeF) ∈ LevelReg(M(Σ, D)).

3.3 Trace suffix automata with level-regular contexts
We consider trace suffix automata with level-regular contexts [16]. These generalize both
word suffix automata (see Subsection 3.1) and vector addition systems (see the following
subsection).

A trace suffix automaton (with level-regular contexts) over a trace monoid M(Σ, D) is of
the form

G =
⋃

16i6n
Wi(ui

ai−→ vi) ∪ {ι} × IG ∪ {o} × FG

where Wi, IG,FG ∈ LevelReg(M(Σ, D)), ui, vi ∈ M(Σ, D), ai ∈ T and Wi(ui
ai−→ vi) =

{wiui
ai−→ wivi | wi ∈ Wi} (1 6 i 6 n). The trace language Wi is called the context of

the rewriting rule Wi(ui
ai−→ vi) (1 6 i 6 n). Denote by TrSuffix the family of trace suffix

automata.
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Figure 3 The infinite quarter grid tree is a trace suffix automaton (see Example 15).

I Example 15 (Infinite quarter grid tree). See Figure 3. Consider the following trace suffix
automaton with level-regular contexts, where the independence relation is {(a, b), (b, a)}.

[⊥{a, b, c}∗]([ε] a−→ [a]) ∪ [⊥{a, b, c}∗]([ε] b−→ [b]) ∪ [⊥{a, b, c}∗]([ε] c−→ [c])
In particular, it was shown in [16] that its first-order theory with reachability is decidable

though it is not a ground term rewriting graph [15].

The trace suffix automata for total dependence relations are the word suffix automata.
Thus regular languages and context-free languages are accepted by trace suffix automata.
On the other hand:

I Proposition 16 ([16, 20]). The languages accepted by the trace suffix automata are context-
sensitive.

The previous proposition relies on the fact that trace suffix automata are actually
word-automatic automata [16] and the latter accept the context-sensitive languages [20].

3.4 Vector addition systems
Here, a vector addition system G over Σ is a trace suffix automaton over the trace monoid
M(Σ, IdΣ). Denote by TrSuffixVAS the family of vector addition systems. The family
TrSuffixVAS is a subfamily of TrSuffix.

I Example 17. Observe that a vector addition system over a singleton alphabet is a word
suffix automaton since the equality relation over such an alphabet coincides with the total
relation. Let (T−1, T0, T1) a triple of disjoint finite alphabets. The trace suffix automaton
VisVAS∨ Stack(T−1, T0, T1) over M({>}, {(>,>)}) defined below is a vector addition system
over the singleton alphabet {>}. It is length-isomorphic to a word suffix automaton. The
Boolean algebra Rec`Stackdet

(VisVAS∨ Stack(T−1, T0, T1)) (see Theorem 7) is the family of
visibly pushdown languages with respect to (T−1, T0, T1) ([1]).

VisVAS∨ Stack(T−1, T0, T1) :=
⋃
λ∈T1

[>+]([ε] λ−→ [>]) ∪̇
⋃
λ∈T0

[>+]([ε] λ−→ [ε])

∪̇
⋃

λ∈T−1

[>+]([>] λ−→ [ε]) ∪̇
⋃

λ∈T−1

[>]([ε] λ−→ [ε]) ∪̇ {ι} × {[>]} ∪̇ {o} × [>+]
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Figure 4 A vector addition system from a finite set of integer vectors.

In the previous example, the length variation of two adjacent vertices is almost 1. It is
no more the case for the following example that shows, in particular, how to obtain a vector
addition system from a finite set of integer vectors of the same dimension.

I Example 18. Consider the finite set A :=
{

( 2
−1 ), ( 1

1 ), ( 3
0 )
}
of 2-dimensional integer vectors

and the automaton GA over N2, defined by

GA := {v l(a)−−→ v′ | v, v′ ∈ N2, a ∈ A, v + a = v′}

where l : A −→ T is the labeling function that maps ( 1
1 ) and ( 3

0 ) to the terminal b and ( 2
−1 )

to the terminal a. The automaton GA is isomorphic to the vector addition system over the
alphabet {x, y} defined by the following rules

M([y] a−→ [xx]) ∪ M([ε] b−→ [xy]) ∪ M([ε] b−→ [xxx])

where M denotes the trace monoid M({x, y}, Id{x,y}). See Figure 4.

4 Level-length synchronization and Boolean algebras from trace
automata

In this section, we show how to obtain various Boolean algebras of word languages from
the family TrSuffix (Theorem 37). Actually, this will be deduced from a more general
result, since we give sufficient conditions for any family of trace automata to define Boolean
algebras (Theorem 34). After considering a notion of synchronization of two traces belonging
to disjoint trace monoids, we define their level-length synchronization. Then we define
the level-length synchronization and superposition of two trace automata (Definition 23
and 27) and we show that under some relevant assumptions, they accept respectively the
intersection and the difference (Lemmas 25 and 33). As a consequence, we show how to
obtain a Boolean algebra of word languages from any trace automata family closed under
level-length synchronization and superposition and from a deterministic automaton in this
family (Theorem 34). Finally, we show that the family TrSuffix is closed under level-length
synchronization and superposition.

Let M(Σ1, D1) and M(Σ2, D2) be trace monoids such that Σ1 ∩ Σ2 = ∅.
Let s ∈M(Σ1, D1) and t ∈M(Σ2, D2).

I Definition 19. The synchronization s ‖ t of s and t is the product st in the trace monoid
M(Σ1 ∪̇ Σ2, D1 ∪ D2).

I Definition 20. The level-length synchronization s ‖= t of s and t is s ‖ t if ‖s‖ = ‖t‖ and
is not defined otherwise.
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We also define s ‖> t := s ‖ t if ‖s‖ > ‖t‖ and s ‖6 t := s ‖ t if ‖s‖ 6 ‖t‖.
Given L1 ⊆M(Σ1, D1) and L2 ⊆M(Σ2, D2), we define

L1 ‖ L2 := {t1 ‖ t2 | t1 ∈ L1, t2 ∈ L2} and L1 ‖= L2 := {t1 ‖= t2 | t1 ∈ L1, t2 ∈ L2},
L1 ‖> L2 := {t1 ‖> t2 | t1 ∈ L1, t2 ∈ L2} and L1 ‖6 L2 := {t1 ‖6 t2 | t1 ∈ L1, t2 ∈ L2}.
These synchronized trace languages remain level-regular if L1 and L2 are.

I Lemma 21. Let L1 ∈ LevelReg(M(Σ1, D1)) and L2 ∈ LevelReg(M(Σ2, D2)). The follow-
ing trace languages are level-regular: L1 ‖ L2, L1 ‖> L2, L1 ‖6 L2, L1 ‖= L2.

If a synchronized trace language is level-regular, then so are its projections. Let us make
explicit what such a projection is. For i ∈ {1, 2}, denoting ī := 3 − i, we consider the
morphism πi from M(Σ1 ∪̇ Σ2, D1 ∪̇ D2) into M(Σi, Di) defined by πi([a]) = [a] if a ∈ Σi

and πi([a]) = [ε] if a ∈ Σī. Given t ∈ M(Σ1 ∪̇ Σ2, D1 ∪̇ D2), there exists a unique couple
(t1, t2) ∈M(Σ1, D1)×M(Σ2, D2) such that t = t1t2. This couple is given by t1 = π1(t) and
t2 = π2(t). The morphism πi naturally extends to trace languages.

I Lemma 22. Let L ∈ LevelReg(M(Σ1 ∪̇ Σ2, D1 ∪̇ D2)). The trace languages π1(L) and
π2(L) are level-regular.

Now, we consider the level-length synchronization of two automata. It is an automaton
over the level-length synchronization of vertices of these automata.

I Definition 23. Let G1 and G2 be trace automata over respectively M(Σ1, D1) and
M(Σ2, D2). Their level-length synchronization G1 ‖= G2 is the trace automaton over
M(Σ1 ∪̇ Σ2, D1 ∪̇ D2) defined by

G1 ‖= G2 := {p1 ‖= p2
a−→ q1 ‖= q2 | p1

a−−→
G1

q1, p2
a−−→
G2

q2}

∪ {ι} × (IG1 ‖= IG2) ∪ {o} × (FG1 ‖= FG2)

I Lemma 24. G1 ‖= G2
πi−→` Gi (i ∈ {1, 2}).

If two automata are length-reducible to a same deterministic one, then the intersection of
their languages is accepted by their level-length synchronization.

I Lemma 25. If H is a deterministic trace automaton such that G1 −→` H and G2 −→` H,
then L(G1 ‖= G2) = L(G1) ∩ L(G2).

Proof. Let u ∈ L(G1) ∩ L(G2) be a word. By Lemma 1 and since G1 −→` H, there exists an
accepting path labeled by u in H. Since H is deterministic, this path is unique. Then, for
any two paths in G1 and G2 accepting u, the sequences of lengths of vertices of these paths
are same, because they are the same as the sequence of lengths of the path accepting u in H.
Hence, u labels an accepting path in G1 ‖= G2. The other inclusion is straightforward. J

If two deterministic automata are length-reducible to a same deterministic one, then their
level-length synchronization is also a deterministic automaton.

I Lemma 26. If G1, G2 and H are deterministic trace automata such that Gi −→` H

(i ∈ {1, 2}), then G1 ‖= G2 is a deterministic automaton.

We are now introducing the level-length superposition G �] H of trace automata. When
restricted to deterministic automata and if G −→` H, this accepts the difference language
L(H) − L(G) (Lemma 33). Note that to accept the difference, we may consider simpler
operations. The level-length superposition bears the advantage of preserving the boundedness
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of the degree. Indeed, we will consider families of automata of bounded degree and in order
to obtain Boolean algebras, we will require these families to be closed under level-length
superposition.

Given a word language L and a word u, we write u v L if u is a prefix of a word in L. A
trace automaton is [ε]-free if [ε] is not a vertex.

I Definition 27. Let G and H be [ε]-free trace automata over respectively M(Σ1, D1) and
M(Σ2, D2) and ] /∈ Σ1 ∪̇ Σ2. The level-length superposition of G on H is the trace automaton
G �] H over M(Σ1 ∪̇ {]} ∪̇ Σ2, D1 ∪̇ {(], ])} ∪̇ D2) defined by

G �] H :=
(1) {p ‖= s

a−→ q ‖= t | p a−→
G
q, s

a−→
H

t}
(2) ∪ {ι} × (IG ‖= IH)
(3) ∪ {o} × ((VG − FG) ‖= FH)
(4) ∪ {p ‖= s

a−→ p[]] ‖ t | s a−→
H

t, ‖s‖ 6 ‖t‖, p ∈ VG,¬∃p′(p
a−→
G
p′ ∧ ‖p′‖ = ‖t‖)}

(5) ∪ {p ‖= s
a−→ q[]] ‖= t | s a−→

H
t, ‖s‖ > ‖t‖, p ∈ VG,¬∃p′(p

a−→
G
p′ ∧ ‖p′‖ = ‖t‖), dqeF v dpeF}

(6) ∪ {p[]] ‖6 s
a−→ p[]] ‖ t | s a−→

H
t, ‖s‖ 6 ‖t‖, dpeF v dVGeF}

(7) ∪ {p[]] ‖6 s
a−→ p[]] ‖6 t | s a−→

H
t, ‖s‖ > ‖t‖, dpeF v dVGeF}

(8) ∪ {p[]] ‖6 s
a−→ q[]] ‖= t | s a−→

H
t, ‖s‖ > ‖t‖, ‖t‖ < ‖p[]]‖, dpeF v dVGeF, dqeF v dpeF}

(9) ∪ {o} × ({p[]] ‖6 s | dpeF v dVGeF, s ∈ FH})
(10) ∪ {ι} × ({[]] ‖ s | s ∈ IH ,¬(∃p ∈ IG ‖p‖ = ‖s‖)})

Let us give some more explanations about this definition. First, observe that there are
two kinds of vertices: those in which ] occurs and the other ones. Then, observe that the
edges between non ]-vertices are those of G ‖= H. Note that the edges at lines (4) and (5)
are the only ones between ]-vertices and non ]-vertices, and that they leave the set VG‖=H of
non ]-vertices. Thus, once a path leaves VG‖=H , it never returns.

Given t ∈M(Σ1 ∪̇ {]} ∪̇ Σ2, D1 ∪̇ D2), we denote by π1(t) (respectively π2(t)) the unique
trace in M(Σ1 ∪̇ {]}, D1) (respectively M(Σ2, D2)) such that t = π1(t)π2(t).

For each edge s a−→
H

t and each vertex x of G �] H, H-projecting on s (i.e., π2(x) = s),

there exists an edge x a−−−−→
G�]H

y with y H-projecting on t (i.e., π2(y) = t). Since on the other

hand, any initial vertex of H lifts to an initial vertex of G�]H (lines (2) and (10)), it follows
that any initial path in H (an initial path is a path of which the source is an initial vertex)
lifts to an initial path of G �] H.

I Lemma 28. Any word that labels an initial path in H, also labels an initial path in G�]H.

Lastly, note that we preserve the fact that the level-length of any vertex is given by the
level-length of its H-component (see Lemma 30). In particular, the first component is not
longer than the second one.

It will be relevant to discuss about the final vertices of G �] H only under some more
assumptions about G and H (Lemma 30, Corollary 32 and Lemma 33).

I Example 29. Let us consider the automata described in Example 2. The unique initial
vertex of T2 �] Vis({c},∅, {a, b}) is K ‖= ⊥. The final vertices of T2 �] Vis({c},∅, {a, b})
are these for which the number of occurrences of ] is 1. See Figure 5 for the restriction of
T2 �] Vis({c},∅, {a, b}) to the vertices accessible from the initial vertex and co-accessible
from final vertices.

I Lemma 30. G �] H π2−→` H.
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Figure 5 Trimmed level-length superposition of T2 on Vis({c},∅, {a, b}) (see Example 29).

By Lemma 1, L(G �] H) ⊆ L(H). That is, if a word labels an accepting path in G �] H
then it also labels an accepting path in H. The converse is not true in general, as we will see
in Lemma 33.

The level-length superposition preserves determinism.

I Lemma 31. If G and H are deterministic, then G �] H is deterministic.

Observe that the automaton described at lines (1), (2) and (3) (Definition 27) is the
level-length synchronization of H and the automaton obtained from G by declaring final the
non final vertices and vice-versa. By Lemma 25 and since obviously H −→` H, we deduce the
following corollary.

I Corollary 32. If G and H are deterministic, G −→` H and w is a word that labels an initial
path in G ‖= H, then w ∈ L(G) ∩ L(H)⇐⇒ w /∈ L(G �] H).

The level-length superposition accepts the difference.

I Lemma 33. If G and H are deterministic and G −→` H, then L(G �] H) = L(H)− L(G).

Proof. By Lemmas 30, 31 and Corollary 32, it remains to show that any word w ∈ L(H)−
L(G) that does not label any initial path in G ‖= H is accepted by G�]H. The unique initial
path in the deterministic automaton G �] H labeled by w is accepting since its goal is of the
form p[]] ‖6 s (s ∈ FH) and any such vertex is final in G�]H (line (9) in Definition 27). J

Let us apply Lemmas 25 and 33. From any trace automata family closed under level-length
synchronization and superposition, we obtain various Boolean algebras of word languages
from the deterministic automata of this family.

I Theorem 34. Let F be a family of trace automata closed under level-length synchronization
and superposition and H ∈ Fdet [ε]-free. Then the class of languages Rec`Fdet

(H) = {L(G) |
G ∈ Fdet, G −→` H} is a Boolean algebra relative to L(H).

FSTTCS 2019
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Let us show that Theorem 34 applies to the family TrSuffix.

I Proposition 35. The family TrSuffix is closed under level-length synchronization.

Proof (Sketch). First, observe that given G1, G2 ∈ TrSuffix, the sets of initial vertices
and final vertices of G1 ‖= G2 are level-regular by Lemma 21. Indeed, the level-length
synchronization of level-regular languages remains level-regular. Then, since the operation
‖= is distributive over union, it suffices to suppose that G1 (respectively G2) is of the
form W1(u1

a−→ v1) over M(Σ1, D1) (respectively W2(u2
b−→ v2) over M(Σ2, D2)) with

Wi ∈ LevelReg(M(Σi, Di)), ui, vi ∈ M(Σi, Di) (i ∈ {1, 2}). If a 6= b, then G1 ‖= G2 = ∅.
Suppose a = b. We show that G1 ‖= G2 := {p1 ‖= p2

a−→ q1 ‖= q2 | p1
a−−→
G1

q1, p2
a−−→
G2

q2} is

equal to
(
(W1u1 ‖= W2u2)(u1 ‖ u2)−1 ∩ (W1v1 ‖= W2v2)(v1 ‖ v2)−1) (u1 ‖ u2

a−→ v1 ‖ v2).
Since (W1u1 ‖= W2u2)(u1 ‖ u2)−1 ∩ (W1v1 ‖= W2v2)(v1 ‖ v2)−1 is level-regular by Lemmas
13, 21 and Proposition 12, this proves the proposition. J

I Proposition 36. The family TrSuffix is closed under level-length superposition.

Proof (Sketch). Since G �] (H1 ∪ H2) = G �] H1 ∪ G �] H2, it suffices to consider
G =

⋃
16i6n

Wi(ui
ai−→ vi) ∪ {ι} × IG ∪ {o} × FG over M(Σ1, D1) and H = Z(x a−→

y) ∪ {ι}× IH ∪ {o}×FH over M(Σ2, D2). We may assume that the level-length variation
of the rules Wi(ui

ai−→ vi) (1 6 i 6 n) and Z(x a−→ y) is constant and is equal respectively
to δi and δH . We show that the sets of initial and final vertices of G �] H correspond to
level-regular trace languages. Then, by distinguishing the cases δH > 0 and δH < 0, we show
that the sets of edges constituting G �] H (Definition 27) can be described as trace suffix
automata with level-regular contexts. In each case, the level-regularity of the trace languages
considered (for initial and final vertices and for the contexts of the rewriting rules) will be
ensured by Proposition 12 and Lemmas 13, 14, 21, 22. J

Let us apply Theorem 34 and Propositions 35 and 36.

I Theorem 37. Let H be an [ε]-free deterministic trace suffix automaton. Then
Rec`TrSuffixdet

(H) = {L(G) | G ∈ TrSuffixdet, G −→` H} is a Boolean algebra relative to
L(H).

5 Vector addition systems

By Theorem 34 and since we will prove that TrSuffixVAS is closed under level-length synchron-
ization and superposition, we obtain various Boolean algebras of word languages accepted by
deterministic vector addition systems.

I Theorem 38. Let H ∈ TrSuffixVAS
det [ε]-free. Then Rec`TrSuffixVAS

det
(H) = {L(G) | G ∈

TrSuffixVAS
det , G −→` H} is a Boolean algebra relative to L(H).

Proof. Given Theorem 34, it suffices to show that TrSuffixVAS is closed under level-length
synchronization and superposition. Consider G1, G2 ∈ TrSuffixVAS with G1 over Σ1, G2 over
Σ2, Σ1 ∩ Σ2 = ∅ and ] /∈ Σ1 ∪̇ Σ2. Then observe that G1 ‖= G2 (respectively G1 �] G2) is
a trace suffix automaton over Σ1 ∪̇ Σ2 (respectively over Σ1 ∪̇ {]} ∪̇ Σ2). J

I Example 39. The Boolean algebra Rec`TrSuffixVAS
det

(VisVAS∨ Stack(∅,∅, {a})) is the Boolean
algebra of regular languages over the singleton alphabet {a}.
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Figure 6 A trace suffix automaton that
accepts {anban | n > 0} (Example 40).
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Figure 7 A trace suffix automaton that
accepts {anbncn | n > 0}∗ (Example 41).

I Example 40. It is well-known that the language L = {anban | n > 0}, while being
context-free, is not a visibly pushdown language [1]. Consider the following vector addition
system G over {⊥, a, b} defined by

G := [(⊥a)∗⊥]([b] b−→ [ε]) ∪ [b(⊥a)∗⊥]([ε] a−→ [⊥a]) ∪ [(⊥a)∗⊥+]([a] a−→ [⊥])
∪ {ι} × {[⊥b]} ∪ {o} × [⊥∗]

We have L = L(G) ∈ Rec`TrSuffixVAS
det

(VisVAS∨ Stack(∅, {b}, {a})). See Figure 6.

I Example 41. It is well-known that the language L = {anbncn | n > 0}∗ is not context-free.
Consider the following vector addition system G over {⊥, a, b} defined by

G := [(⊥ab)∗⊥]([ε] a−→ [⊥ab]) ∪ [(⊥ab)∗(⊥a)+⊥]([b] b−→ [ε]) ∪ [(⊥a)∗⊥]([⊥a] c−→ [ε])
∪ {ι} × {[⊥]} ∪ {o} × {[⊥]}

We have L = L(G) ∈ Rec`TrSuffixVAS
det

(VisVAS∨ Stack({c}, {b}, {a})). See Figure 7.

6 Conclusion

Summing up, we have shown how to obtain various Boolean algebras from any family of trace
automata closed under level-length synchronization and superposition. The family TrSuffix
of trace suffix automata with level-regular contexts and the subfamily TrSuffixVAS of vector
addition systems satisfy these closure conditions. In particular, we obtain various Boolean
algebras of context-sensitive languages accepted by deterministic vector addition systems.
However, a better understanding of these languages seems to be a challenging problem.
Moreover, it would be interesting to show that some other subfamilies of TrSuffixVAS also
satisfy the closure conditions stated above.

FSTTCS 2019



48:14 Boolean Algebras from Trace Automata

References
1 R. Alur and P. Madhusudan. Visibly pushdown languages. In Proceedings of the 36th Annual

ACM Symposium on Theory of Computing, Chicago, IL, USA, June 13-16, 2004, pages
202–211, 2004. doi:10.1145/1007352.1007390.

2 D. Caucal. On the Regular Structure of Prefix Rewriting. Theor. Comput. Sci., 106(1):61–86,
1992. doi:10.1016/0304-3975(92)90278-N.

3 D. Caucal. On Infinite Transition Graphs Having a Decidable Monadic Theory. In Automata,
Languages and Programming, 23rd International Colloquium, ICALP96, Paderborn, Germany,
8-12 July 1996, Proceedings, pages 194–205, 1996. doi:10.1007/3-540-61440-0_128.

4 D. Caucal. On the transition graphs of turing machines. Theor. Comput. Sci., 296(2):195–223,
2003. doi:10.1016/S0304-3975(02)00655-2.

5 D. Caucal. Boolean algebras of unambiguous context-free languages. In IARCS Annual
Conference on Foundations of Software Technology and Theoretical Computer Science, FSTTCS
2008, December 9-11, 2008, Bangalore, India, pages 83–94, 2008. doi:10.4230/LIPIcs.FSTTCS.
2008.1743.

6 D. Caucal and C. Rispal. Recognizability for Automata. In Developments in Language Theory -
22nd International Conference, DLT 2018, Tokyo, Japan, September 10-14, 2018, Proceedings,
pages 206–218, 2018. doi:10.1007/978-3-319-98654-8_17.

7 D. Caucal and C. Rispal. Boolean Algebras by Length Recognizability. In Tiziana Margaria,
Susanne Graf, and Kim G. Larsen, editors, Models, Mindsets, Meta: The What, the How, and
the Why Not? Essays Dedicated to Bernhard Steffen on the Occasion of His 60th Birthday, pages
169–185. Springer International Publishing, Cham, 2019. doi:10.1007/978-3-030-22348-9_
11.

8 N. Chomsky. Three models for the description of languages. IRE Transactions on Information
Theory, 2(3):113–124, September 1956. doi:10.1109/TIT.1956.1056813.

9 S. Crespi-reghizzi and D. Mandrioli. Petri nets and szilard languages. Information and Control,
33(2):177–192, 1977. doi:10.1016/S0019-9958(77)90558-7.

10 V. Diekert and G. Rozenberg. The Book of Traces. WORLD SCIENTIFIC, 1995. doi:
10.1142/2563.

11 S. Eilenberg. Automata, Languages, and Machines. Academic Press, Inc., Orlando, FL, USA,
1974.

12 M. Hack. Decidability questions for Petri nets. PhD thesis, MIT, Dept. Electrical Engineering,
Cambridge, Mass., USA, 1975.

13 B. Hodgson. On Direct Products of Automaton Decidable Theories. Theor. Comput. Sci.,
19:331–335, 1982. doi:10.1016/0304-3975(82)90042-1.

14 J. Leroux, V. Penelle, and G. Sutre. On the Context-Freeness Problem for Vector Addition
Systems. In 28th Annual ACM/IEEE Symposium on Logic in Computer Science, LICS 2013,
New Orleans, LA, USA, June 25-28, 2013, pages 43–52, 2013. doi:10.1109/LICS.2013.9.

15 C. Löding. Model-Checking Infinite Systems Generated by Ground Tree Rewriting. In
Foundations of Software Science and Computation Structures, 5th International Conference,
FOSSACS 2002. Held as Part of the Joint European Conferences on Theory and Practice of
Software, ETAPS 2002 Grenoble, France, April 8-12, 2002, Proceedings, pages 280–294, 2002.
doi:10.1007/3-540-45931-6_20.

16 A. Mansard. Unfolding of Finite Concurrent Automata. In Proceedings 11th Interaction and
Concurrency Experience, ICE 2018, Madrid, Spain, June 20-21, 2018., pages 68–84, 2018.
doi:10.4204/EPTCS.279.8.

17 K. Mehlhorn. Pebbling Mountain Ranges and its Application of DCFL-Recognition. In
Automata, Languages and Programming, 7th Colloquium, Noordweijkerhout, The Netherlands,
July 14-18, 1980, Proceedings, pages 422–435, 1980. doi:10.1007/3-540-10003-2_89.

18 D. Nowotka and J. Srba. Height-Deterministic Pushdown Automata. In Mathematical
Foundations of Computer Science 2007, 32nd International Symposium, MFCS 2007, Ceský
Krumlov, Czech Republic, August 26-31, 2007, Proceedings, pages 125–134, 2007. doi:10.
1007/978-3-540-74456-6_13.

https://doi.org/10.1145/1007352.1007390
https://doi.org/10.1016/0304-3975(92)90278-N
https://doi.org/10.1007/3-540-61440-0_128
https://doi.org/10.1016/S0304-3975(02)00655-2
https://doi.org/10.4230/LIPIcs.FSTTCS.2008.1743
https://doi.org/10.4230/LIPIcs.FSTTCS.2008.1743
https://doi.org/10.1007/978-3-319-98654-8_17
https://doi.org/10.1007/978-3-030-22348-9_11
https://doi.org/10.1007/978-3-030-22348-9_11
https://doi.org/10.1109/TIT.1956.1056813
https://doi.org/10.1016/S0019-9958(77)90558-7
https://doi.org/10.1142/2563
https://doi.org/10.1142/2563
https://doi.org/10.1016/0304-3975(82)90042-1
https://doi.org/10.1109/LICS.2013.9
https://doi.org/10.1007/3-540-45931-6_20
https://doi.org/10.4204/EPTCS.279.8
https://doi.org/10.1007/3-540-10003-2_89
https://doi.org/10.1007/978-3-540-74456-6_13
https://doi.org/10.1007/978-3-540-74456-6_13


A. Mansard 48:15

19 J. L. Peterson. Petri Net Theory and the Modeling of Systems. Prentice Hall PTR, Upper
Saddle River, NJ, USA, 1981.

20 C. Rispal. The synchronized graphs trace the context-sensitive languages. Electr. Notes Theor.
Comput. Sci., 68(6):55–70, 2002. doi:10.1016/S1571-0661(04)80533-4.

21 S. R. Schwer. The context-freeness of the languages associated with vector addition systems is
decidable. Theoretical Computer Science, 98(2):199–247, 1992. doi:10.1016/0304-3975(92)
90002-W.

22 R. Valk and G. Vidal-Naquet. Petri nets and regular languages. Journal of Computer and
System Sciences, 23(3):299–325, 1981. doi:10.1016/0022-0000(81)90067-2.

23 G. Winskel and M. Nielsen. Models for Concurrency. In S. Abramsky, Dov M. Gabbay,
and T. S. E. Maibaum, editors, Handbook of Logic in Computer Science (Vol. 4), pages
1–148. Oxford University Press, Inc., New York, NY, USA, 1995. URL: http://dl.acm.org/
citation.cfm?id=218623.218630.

FSTTCS 2019

https://doi.org/10.1016/S1571-0661(04)80533-4
https://doi.org/10.1016/0304-3975(92)90002-W
https://doi.org/10.1016/0304-3975(92)90002-W
https://doi.org/10.1016/0022-0000(81)90067-2
http://dl.acm.org/citation.cfm?id=218623.218630
http://dl.acm.org/citation.cfm?id=218623.218630




Widths of Regular and Context-Free Languages
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Abstract
Given a partially-ordered finite alphabet Σ and a language L ⊆ Σ∗, how large can an antichain
in L be (where L is given the lexicographic ordering)? More precisely, since L will in general be
infinite, we should ask about the rate of growth of maximum antichains consisting of words of length
n. This fundamental property of partial orders is known as the width, and in a companion work
[10] we show that the problem of computing the information leakage permitted by a deterministic
interactive system modeled as a finite-state transducer can be reduced to the problem of computing
the width of a certain regular language. In this paper, we show that if L is regular then there is
a dichotomy between polynomial and exponential antichain growth. We give a polynomial-time
algorithm to distinguish the two cases, and to compute the order of polynomial growth, with the
language specified as an NFA. For context-free languages we show that there is a similar dichotomy,
but now the problem of distinguishing the two cases is undecidable. Finally, we generalise the
lexicographic order to tree languages, and show that for regular tree languages there is a trichotomy
between polynomial, exponential and doubly exponential antichain growth.
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1 Introduction

Computing the size of the largest antichain (set of mutually incomparable elements) is the
“central” problem in the extremal combinatorics of partially ordered sets (posets) [14]. In
addition to some general theory [7], it has attracted study for a variety of specific sets,
beginning with Sperner’s Theorem on subsets of {1, . . . , n} ordered by inclusion [12, 2, 11],
and for random posets [1]. The size of the largest antichain in a poset is called its width.

In this work we study languages L (regular or context-free) over finite partially ordered
alphabets, with the lexicographic partial order. Since such languages will in general contain
infinite antichains, we study the sets L=n of words of length n, and ask how the width of
L=n grows with n; we call this the antichain growth rate of L.

In addition to its theoretical interest, the motivation for this work is the study of quantified
information flow in computer security: we wish to know whether a pair of isolated agents
interacting with a common central system (for example different programs running on a single
computer and communicating with the operating system) can obtain any information about
each other’s actions, and if so how much. In a companion work [10] we show that if the central
system is modeled as a deterministic finite-state transducer then this leakage is equivalent
to the width of a certain regular language (roughly speaking, antichains corresponding to
consistent sets of observations for one agent). The dichotomy we obtain in this paper thus
corresponds to a dichotomy between logarithmic and linear information flow.

© David Mestel;
licensed under Creative Commons License CC-BY

39th IARCS Annual Conference on Foundations of Software Technology and Theoretical Computer Science
(FSTTCS 2019).
Editors: Arkadev Chattopadhyay and Paul Gastin; Article No. 49; pp. 49:1–49:14

Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

mailto:david.mestel@uni.lu
https://doi.org/10.4230/LIPIcs.FSTTCS.2019.49
https://arxiv.org/abs/1709.08696
https://creativecommons.org/licenses/by/3.0/
https://www.dagstuhl.de/lipics/
https://www.dagstuhl.de


49:2 Widths of Regular and Context-Free Languages

In Section 2 we set out basic definitions and results on the lexicographic order, antichains
and antichain growth. In Section 3 we show that for regular languages there is a dichotomy
between polynomial and exponential antichain growth, and give a polynomial-time algorithm
for distinguishing the two cases. In Section 4 we give a polynomial-time algorithm to compute
the order of polynomial antichain growth. In Section 5 we show that for context-free languages
there is a similar dichotomy between polynomial and exponential antichain growth, but that
the problem of distinguishing the two cases is undecidable. In Section 6 we show that for
regular tree languages there is a trichotomy between polynomial, exponential and doubly
exponential antichain growth. Finally in Section 7 we discuss open problems.

For reasons of space, many proofs have been omitted or sketched in the conference version
of this work; an extended version with full proofs may be found at [9].

2 Languages, lexicographic order and antichains

I Definition 1. Let Σ be a finite alphabet equipped with a partial order �. Then the
lexicographic partial order induced by � on Σ∗ is the relation � given by
(i) ε � w for all w ∈ Σ∗ (where ε is the empty word), and
(ii) For any x, y ∈ Σ, w, w′ ∈ Σ∗, we have xw � yw′ if and only if either x ≺ y or x = y

and w � w′.

If words x and y are comparable in this partial order we write x ∼ y. If x is a prefix of y
we write x ≤ y. For a language L, we will often write L=n to denote the set {w ∈ L | |w| = n}
(with corresponding definitions for L<n, etc.), and |L|=n for |L=n|.

The main subject of this work is antichains, that is sets of words which are mutually
incomparable. It will sometimes be useful also to consider quasiantichains, which are sets
of words which are incomparable except that the set may include prefixes (note that this
is not a standard term). The opposite of an antichain is a chain, in which all elements are
comparable.

I Definition 2. A language L is an antichain if for every l1, l2 ∈ L with l1 6= l2 we have
l1 6∼ l2. L is a quasiantichain if for every l1, l2 ∈ L we have either l1 ≤ l2, l2 ≤ l1 or l1 6∼ l2.
L is a chain if for all l1, l2 ∈ L we have l1 ∼ l2.

It is easy to see that the property of being an antichain is preserved by the operations of
prefixing, postfixing and concatenation.

I Lemma 3 (Prefixing). Let w,w1, w2 be any words. Then w1 ∼ w2 if and only if ww1 ∼
ww2. Hence for any language L, wL is an antichain (respectively quasiantichain) if and only
if L is an antichain (quasiantichain).

I Lemma 4 (Postfixing). Let w,w1, w2 be any words. Then w1 ∼ w2 if w1w ∼ w2w. Hence
for any language L, Lw is an antichain if L is an antichain.

I Lemma 5 (Concatenation). Let w1, w2, w
′
1, w

′
2 be any words such that w1 6≤ w2 and

w2 6≤ w1. Then w1w
′
1 ∼ w2w

′
2 if and only if w1 ∼ w2. Hence if L1 and L2 are antichains

then L1L2 is an antichain.

Clearly the property of being an antichain is not preserved by Kleene star, since L∗ will
contain prefixes for any non-empty L. The best we can hope for is that L∗ is a quasiantichain.

I Lemma 6 (Kleene star). Let L be an antichain. Then L∗ is a quasiantichain.
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Ultimately we are going to care about the size of antichains inside particular languages.
Since these will often be unbounded, we choose to ask about the rate of growth; that is,
if L1, L2, L3, . . . ⊆ L are antichains such that Li consists of words of length i, how quickly
can |Li| grow with i? We will call

⋃
i Li an antichain family and ask whether it grows

exponentially, polynomially, etc.

I Definition 7. A language L is an antichain family if for each n the set L=n of words in L
of length n is an antichain.

I Definition 8. A language L is exponential (or has exponential growth) if there exists
some ε > 0 such that

lim sup
n→∞

|L|=n
2εn > 0,

and the supremum of the set of ε for which this holds is the order of exponential growth.
L is polynomial (or has polynomial growth) if there exists some k such that

lim sup
n→∞

|L|=n
nk

<∞.

If 0 < lim supn→∞
|L|=n
nk

<∞ then we say that L has polynomial growth of order k.
For notational convenience, we will sometimes later adopt the convention that a language

L which is finite (and so lim supn→∞
|L|=n
nk

= 0 for all k) has polynomial growth of order −1.

A reasonable alternative choice of notation would have been to define the quantity wn to
be the size of the largest antichain consisting of words of length n, and then ask about the
growth of the series w1, w2, . . .. This is clearly equivalent to the definitions we have given
above.

Note that we will sometimes use other characterisations that are clearly equivalent; for
instance L has exponential growth if and only if there is some ε such that |L|=n > 2εn infinitely
often. We will sometimes refer to a language which is not polynomial as “super-polynomial”,
or as having “growth beyond all polynomial orders”. Of course there exist languages whose
growth rates are neither polynomial nor exponential; for instance |L|=n = Θ(2

√
n).

I Definition 9. A language L has exponential antichain growth if there is an exponential
antichain family L′ ⊆ L. L has polynomial antichain growth if for every antichain family
L′ ⊆ L we have that L′ is polynomial.

Antichain growth generalises the classical notion of language growth, which is just
antichain growth with respect to the discrete partial order (in which all elements of Σ are
incomparable).

Note that we could have chosen to define exponential antichain growth as containing
an exponential antichain (rather than an exponential antichain family). We will eventually
see (Corollary 17) that for regular languages the two notions are equivalent. However, for
general languages they are not; indeed the following proposition shows that the two possible
definitions are not equivalent even for context-free languages.

I Proposition 10. There exists a context-free language L such that L has exponential
antichain growth but all antichains in L are finite.
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Proof. Let Σ = {a, b, 0, 1} with ≺= {(a, b)}. Let L =
⋃∞
n=1 Ln =

⋃∞
n=1 a

n−1b{0, 1}n.
Then each Ln is an antichain of size 2n consisting of words of length 2n, but we have
L1 > L2 > L3 > . . . so any antichain is a subset of Lk for some k and hence is finite (the
notation L1 > L2 means that for any w1 ∈ L1 and w2 ∈ L2 we have w2 ≺ w1). Plainly L is
a context-free language. J

We observed above that Kleene star does not preserve the property of being an antichain.
We conclude this section by establishing Lemma 12, which addresses this problem; if our
goal is to find a large antichain, it suffices to find a large quasiantichain (where the precise
meaning of “large” is having exponential growth).

As a preliminary, we observe the straightforward fact that taking finite unions does not
change the polynomial or exponential growth character of languages.

I Lemma 11. Let L1, L2, . . . , Lk be languages, such that
⋃k
i=1 Li has exponential growth of

order ε (respectively super-polynomial growth). Then Li has exponential growth of order ε
(respectively super-polynomial growth) for some i.

We are now ready to prove Lemma 12.

I Lemma 12. Let L be an exponential quasiantichain. Then there exists an exponential
antichain L′ ⊆ L.

Proof sketch. We construct an exponential subset of L which is prefix-free, and is therefore
an exponential antichain. We do this by a Ramsey-style argument: always maintaining the
invariant of exponential growth, at each step we pick a fixed word w of length k, throw
away that word if it is in the set, and also throw away all longer words of which w is not a
prefix; by Lemma 11 it is always possible to choose w such that this process preserves the
invariant. J

3 Regular languages

The dichotomy between polynomial and exponential language growth for regular languages
has been independently discovered at least six times (see citations in [4]), in each case based
on the fact that a regular language L has polynomial growth if and only if L is bounded (that
is, L ⊆ w∗1 . . . w∗k for some w1, . . . , wk); otherwise L has exponential growth.

In [4], Gawrychowski, Krieger, Rampersad and Shallit describe a polynomial time al-
gorithm for determining whether a language is bounded. The key idea is to consider the sets
Lq of words which can be generated beginning and ending at state q. L is bounded if and
only if for every q we have that Lq is commutative (that is, that Lq ⊆ w∗ for some w), and
this can be checked in polynomial time.

In this section, we generalise this idea to the problem of antichain growth by showing
that L has polynomial antichain growth if and only if Lq is a chain for every q, and otherwise
L has exponential antichain growth. This is sufficient to establish the dichotomy theorem
(Theorem 16). To give an algorithm for distinguishing the two cases (Theorem 18), we show
how to produce an automaton whose language is empty if and only if Lq is a chain (roughly
speaking the automaton accepts pairs of incomparable words in Lq).

Before proving the main theorems, we first establish (Lemma 13) that if L1 and L2 have
polynomial antichain growth then so does L1L2. Moreover if the rates of polynomial growth
of L1 and L2 are at most k1 and k2 respectively then the rate of polynomial growth of L1L2
is at most k1 + k2 + 1. For the proof of this see the extended version [9].



D. Mestel 49:5

I Lemma 13. Let L1, L2 be languages with polynomial antichain growth of order at most k1
and k2 respectively. Then L1L2 has polynomial antichain growth of order at most k1 + k2 + 1.

We are now ready to prove the main theorem, generalising the condition for polynomial
language growth (that Lq is commutative for every q) to one for polynomial antichain growth:
that Lq is a chain for every relevant q.

I Definition 14. A state q of an automaton A = (Q,Σ,∆, q0, F ) is accessible if q is reachable
from q0 and co-accessible if F is reachable from q.

I Definition 15. Let A = (Q,Σ,∆, q0, F ) be an NFA. Then for each q1, q2 ∈ Q, the
automaton Aq1,q2 , (Q,Σ,∆, q1, {q2}).

I Theorem 16. Let A = (Q,Σ,∆, q0, F ) be an NFA over a partially ordered alphabet. Then
(i) L(A) has polynomial antichain growth if and only if L(Aq,q) is a chain for every

accessible and co-accessible state q, and
(ii) if L(A) does not have polynomial antichain growth then it contains an exponential

antichain (and hence has exponential antichain growth).

Proof. Suppose that w1, w2 ∈ L(Aq,q) with w1 6∼ w2 and q accessible and co-accessible, so
w ∈ L(Aq0,q) and w′ ∈ L(Aq,q′) for some w,w′ and some q′ ∈ F . Now by the Kleene star
Lemma we have that (w1 +w2)∗ is an exponential quasiantichain and so by Lemma 12 there
is an exponential antichain L′ ⊆ (w1 + w2)∗. Then by the Prefixing and Postfixing Lemmas
we have that wL′w′ ⊆ L is an exponential antichain.

For the converse, we proceed by induction on |Q|. Let Q′ = Q \ {q0}, F ′ = F \ {q0} and
∆′(q, a) = ∆(q, a) \ {q0} for all q ∈ Q′, a ∈ Σ. For any q ∈ Q′, let A′q = (Q′,Σ,∆′, q, F ′).
Then by the inductive hypothesis we have that L(A′q) has polynomial antichain growth. Also,
since Lq0 = L(Aq0,q0) is a chain it has polynomial (in particular constant) antichain growth.
Now we have

L(A) ⊆ Lq0 ∪
⋃
q∈Q′

⋃
a∈∆(q0,q)

Lq0aL(A′q).

By Lemma 13, each Lq0aL(A′q) also has polynomial antichain growth, and hence by
Lemma 11 so does the finite union. J

A trivial restatement of part (ii) of the theorem shows that the two possible definitions
of antichain growth are equivalent.

I Corollary 17. Let L be a regular language. Then L has exponential (respectively super-
polynomial) antichain growth if and only if L contains an exponential (respectively super-
polynomial) antichain.

Using Theorem 16 we can produce an algorithm for distinguishing the two cases.

I Theorem 18. There exists a polynomial time algorithm to determine whether the language
of a given NFA A has exponential antichain growth.

Proof sketch. We construct an NFA B which accepts interleavings of incomparable words
over Σ and Σ′ (a fresh copy of the alphabet). We then have that L(Aq,q) is a chain if and
only if L((Aq,q ||| A′q,q) ∩ B) is empty, where A′ is a copy of A over alphabet Σ′. This can
be checked in polynomial time. J
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4 Precise growth rates

In [4] the authors give an algorithm to compute the order of polynomial language growth for
the language of a given NFA; on the other hand efficiently computing the order of exponential
growth is an open problem. In this section we give an algorithm to compute the order of
polynomial antichain growth for the language of a given NFA. We do this by first giving an
algorithm for DFA, and then showing that in fact it also works for NFA. We will assume
throughout without loss of generality that all states are accessible and co-accessible.

I Definition 19. Let A = (Q, q0, F,Σ, δ) be a DFA over a partially ordered alphabet. Let
GA = (Q,E) be the directed graph with vertex-set Q such that (q, q′) ∈ E if and only if
q
w−→ q′ for some w ∈ Σ∗.
Let G′A = (Q,E′) be the directed graph with (q, q′) ∈ E′ if and only if there exist words

w 6∼ w′ ∈ Σ∗ such that q w−→ q and q w′−→ q′. We will write Lq,q′ , L(Aq,q′).

We will generally omit the subscript As from now on, where this will not cause confusion.
Note that by Theorem 16, we have that G′ is a directed acyclic graph (DAG) if and only

if L(A) has polynomial antichain growth. By a similar argument to the proof of Theorem 18,
the graph G′ can be computed in polynomial time. Clearly G can be computed in polynomial
time using a flood fill.

I Definition 20. Let A = (Q, q0, F,Σ, δ) be a DFA with polynomial antichain growth. For a
directed path P = q0q1 . . . ql (not necessarily simple) in GA, let

D(P ) = |{i ∈ {0, . . . , l − 1}|(qi, qi+1) ∈ E(G′A)}|+
{

1 if |Lqm,ql | =∞
0 otherwise.

,

where m = max{i+ 1|(qi, qi+1) ∈ G′A} if this exists, and 0 otherwise.

Observe that if |Lqm,ql | =∞ then we have ww′∗w′′ ⊆ Lqm,ql for some w,w′, w′′.

I Lemma 21. Let A = (Q, q0, F,Σ, δ) be a DFA with polynomial antichain growth. Let P
be the set of directed paths from q0 to an element of F . Then the quantity

DA = max
P∈P

D(P )

is well-defined and can be computed in polynomial time.

Proof. To show that DA is well-defined, observe that no directed cycle in G contains an edge
in G′. Indeed, suppose that q1q2 . . . q1 is a directed cycle in G, with (q1, q2) ∈ E(G′). Then
we have q1

w−→ q1 and q1
w′−→ q2 for some w 6∼ w′ ∈ Σ∗. Also we have q2

w′′−−→ q1 for some
w′′ ∈ Σ∗. But then q1

w′w′′−−−→ q1 and w′w′′ 6∼ w by the Concatenation Lemma, contradicting
polynomial antichain growth of L(A). Hence D(P ) is bounded.

For a polynomial time algorithm, first expand G and G′ by adding a sink vertex vf for
each f ∈ F . For each q such that |Lq,f | =∞ put (q, vf ) ∈ E(G) and (q, vf ) ∈ E(G′). Then
add a further vertex v with (f, v) ∈ E(G) and (vf , v) ∈ E(G) for all f ∈ F . Then DA is
precisely the maximum number of edges of G′ contained in a directed path from q0 to v in G.

Form the graph G′′ on vertex-set Q ∪ {v} by (v1, v2) ∈ E(G′′) if and only if there is a
path from v1 to v2 in G containing a single edge of G′. Then we have that G′′ is a DAG (by
the first observation), and DA is the longest path from q0 to v in G′′, which can be found by
a simple dynamic programming algorithm. J
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We will show that the order of polynomial antichain growth of L(A) is precisely DA − 1.

I Lemma 22. Let A = (Q, q0, F,Σ, δ) be a DFA with polynomial antichain growth. Then
L(A) has polynomial antichain growth of order at least DA − 1.

Proof. Let P = q0q1 . . . ql be a path with D(P ) = DA. Let i1, . . . , ik be such that
(qij , qij+1) ∈ E(G′A) for all j. Let w1, . . . , wk, w

′
1 . . . , w

′
k, w ∈ Σ∗ be such that wj 6∼ w′j

for all j, qij
wj−−→ qij for all j, qij

w′j−−→ qij+1 for all j < k, qik
w′k−−→ ql, and q0

w−→ qi1 .
Suppose that |Lqm,ql | =∞ (with m = ik defined as in Definition 20), and let w′, w′′, w′′′ ∈

Σ∗ be such that w′w′′∗w′′′ ⊆ Lqm,ql . Then L = ww∗1w
′
1w
∗
2w
′
2 . . . w

∗
kw
′w′′∗w′′′ is an antichain

family with polynomial growth of order k = DA − 1. Similarly if |Lqm,ql | < ∞, then
L = ww∗1w

′
1w
∗
2w
′
2 . . . w

∗
kw
′
k is an antichain with polynomial growth of order k−1 = DA−1. J

We will now prove the upper bound. Our strategy will be to classify words by the edges
of G′ they visit. We first show a preliminary lemma, which bounds the antichain growth
from regions between edges of G′.

I Lemma 23. Let q1, q2 ∈ Q, and let L ⊆ Lq1,q2 be the set of words such that no edges of
G′ appear in the runs corresponding to elements of L. Then L has antichain growth of order
at most 0.

Proof. Without loss of generality we may assume that A does not have any transitions
labelled by more than a single letter (by introducing additional states if necessary; in
particular we can set Q′ = Q× Σ and ensure that δ′(q, x) ∈ Q× {x} for all x ∈ Σ).

We will show that L cannot contain two incomparable words that correspond after removal
of loops to the same sets of simple paths in G.1 Since G is finite and hence contains only
finitely many simple paths, this suffices to establish the result.

Suppose that w1 6∼ w2 correspond to the same simple path P . Suppose that the first
point of divergence of w1 and w2 is at state q; that is, that w1 = wx1w

′
1 and w2 = wx2w

′
2

with x1 6= x2 ∈ Σ and q1
w−→ q (see Figure 1). Without loss of generality we may assume that

q and δ(q, x1) lie on P .
Since the path for w2 corresponds to P after removal of cycles, we must have that

w′2 = w′′2w
′′′
2 with q x2w

′′
2−−−→ q and q w′′′2−−→ q2. But w1 6∼ w2 and x1 6= x2 so x1 6∼ x2 and so

x1 6∼ x2w
′′
2 . Hence (q, δ(q, x1)) ∈ G′, which is a contradiction. J

q
1

w

q
x

1

x
2

w
2
’’

q
2

w
1
’

Figure 1 The proof of Lemma 23.

1 Note that since removal of loops may be done in many different ways, a single path may correspond
to multiple simple paths. We are asserting that L cannot contain two incomparable words which
correspond to precisely the same sets of simple paths.
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I Lemma 24. Let A = (Q, q0, F,Σ, δ) be a DFA with polynomial antichain growth. Then
L(A) has polynomial antichain growth of order at most DA − 1.

Proof. We may assume without loss of generality that there is only a single accepting state,
say qf (otherwise consider seperately the automata A1, . . . ,A|F | which agree with A except
for having only a single accepting state; then on the one hand we have DA = maxDAi , but
on the other hand L(A) =

⋃
Ai which is a finite union and hence the order of antichain

growth of L(A) is the maximum of the orders of growth of the L(Ai)).
We classify words by the edges of G′ that appear in their accepting runs. We shall show

that the set of words corresponding to a fixed sequence P of G′-edges has antichain growth of
order at most D(P ) (where D(P ) = |P | − 1 or |P | depending on whether the set of accepted
words beginning at the last vertex of P is finite). Since the number of relevant G′-edge
sequences is finite (recalling that no edge of G′ is contained in a directed cycle in G and so
no G′-edge can appear more than once), this will suffice to establish the result.

Let (q1, q
′
1), . . . , (qk, q′k) be a set of G′-edges. Then the set L of words which have this

sequence of G′-edges in their run is given by

L = L′q0,q1
X1L

′
q′1,q2

X2L
′
q′2,q3

. . . XkL
′
q′
k
,qf
,

where Xi = {x ∈ Σ | δ(qi, x) = q′i} and L′q,q′ ⊂ Lq,q′ is the set of words whose runs do not
include edges of G′.

The Xi are finite and hence have antichain growth of order −1. By Lemma 23 the L′q′
i
,qi+1

and also L′q0,q1
and L′q′

k
,qf

have antichain growth of order at most 0. Moreover if Lq′
k
,qf

is finite then so is L′q′
k
,qf
⊆ Lq′

k
,qf and so it has antichain growth of order −1. The result

follows by Lemma 13. J

Combining Lemmas 21, 22 and 24 yields

I Theorem 25. Let A = (Q, q0, F,Σ, δ) be a DFA with polynomial antichain growth. Then
L(A) has polynomial antichain growth of order exactly DA − 1, which can be computed in
polynomial time.

We now show how to extend this algorithm to the case of NFA. Note that DA as defined
above is well-defined for NFA just as for DFA, and that the algorithm to compute it in
polynomial time is equally applicable. It therefore remains to show that for NFA we also
have that if A has polynomial antichain growth then it has antichain growth of order exactly
DA − 1.

We do this by showing (Lemma 27) that DA depends only on the language L(A), so
that if A and A′ are NFA with L(A) = L(A′) then DA = DA′ . Having shown this we then
consider A′ to be the determinisation of A. This is a DFA with L(A′) = L(A), and by
Theorem 25 we have that L(A′) has polynomial antichain growth of order DA′ − 1 = DA− 1.

We will first show (Lemma 26) that if L = v0w
∗
1v1w

∗
2v2 . . . w

∗
kvk ⊆ L(A) then there exists

a single sequence of states q1, q2, . . . , qk which essentially realises L (that is, up to various
offsets we have vi ∈ L(Aqi,qi+1) and w∗i ∈ L(Aqi,qi)).

I Lemma 26. Let A = (Q, q0, F,Σ,∆) be an NFA such that v0w
∗
1v1w

∗
2v2 . . . w

∗
kvk ⊆ L(A).

Then then there exists a sequence of states q1, q2, . . . , qk+1 and integers m1,m2, . . .mk,
m′1,m

′
2, . . . ,m

′
k and n1, n2, . . . , nk such that

(i) v0w
m1
1 ∈ L(Aq0,q1) and wm

′
k

k vk ∈ L(Aqk,F ),
(ii) for all 0 < i < k we have wm

′
i

i viw
mi+1
i+1 ∈ L(Aqi,qi+1), and

(iii) for all 0 < i ≤ k we have wnii ∈ L(Aqi,qi).



D. Mestel 49:9

Proof. Consider an accepting run for v0w
|Q|+1
1 v1w

|Q|+1
2 v2 . . . w

|Q|+1
k vk ∈ L(A), and write

q(s) for the state reached in this run after the word s. By the pigeon-hole principle,
we must have q(v0w

m1
1 ) = q(v0w

m1+n1) = q1 (say) for some m1 ≥ 0 and some n1 > 0
with m1 + n1 ≤ |Q| + 1. Let m′1 = |Q| + 1 − m1 − n1. Similarly for each i we have
q(v1w

|Q|+1
1 v2 . . . w

mi
i ) = q(v1w

|Q|+1
1 v2 . . . w

mi+ni
i ) = qi (say) for some mi ≥ 0 and ni > 0

with mi + ni ≤ |Q| + 1. Let m′i = |Q| + 1 −mi − ni. Then these qi,mi,m
′
i and ni give

the result. J

I Lemma 27. Let A and A′ be NFA with L(A) = L(A′). Then DA = DA′ .

Proof. Let A = (Q, q0, F,Σ,∆) and A′ = (Q′, q′0, F ′,Σ,∆′).
Suppose that DA′ = k. Then by an identical argument to the proof of Lemma 22 we

have that v0w
∗
1v1w

∗
2v2 . . . w

∗
kvk ⊆ L(A′) = L(A) for some v0, . . . , vk, w1, . . . , wk ∈ Σ∗ with

wi 6∼ vi. Then by Lemma 26 there exists a sequence of states q1, q2, . . . , qk+1 ∈ Q and
integers m1,m2, . . . ,mk,m

′
1,m

′
2, . . .m

′
k and n1, n2, . . . , nk such that (i)–(iii) in the statement

of the lemma hold. Now since wi 6∼ vi we have wkinii 6∼ wm
′
i

i viw
mi+1
i+1 for sufficiently large ki

and so DA ≥ k = DA′ . Similarly DA′ ≥ DA, and hence DA = DA′ . J

I Theorem 28. Let A be an NFA with polynomial antichain growth. Then L(A) has
polynomial antichain growth of order exactly DA − 1.

Proof. Let A′ be the powerset determinisation of A, so A′ is a DFA with L(A′) = L(A).
By Theorem 25, L(A′) has polynomial antichain growth of order exactly DA′ − 1, and by
Lemma 27 we have DA′ = DA. J

5 Context-free languages

In [6], Ginsburg and Spanier show (Theorem 5.1) that a context-free grammar G generates
a bounded language if and only if the sets LA(G) and RA(G) are commutative for all non-
terminals A, where LA and RA are respectively the sets of possible w and u in productions
A
∗⇒ wAu. They also give an algorithm to decide this (which [4] improves to be in

polynomial time).
We generalise this to our problem by showing that G generates a language with polynomial

antichain growth if and only LA(G) and also the sets RA,w(G) of possible u for each fixed
w are chains, and that otherwise L(G) has exponential antichain growth. However, we will
show that the problem of distinguishing the two cases is undecidable, by reduction from the
CFG intersection emptiness problem.

Except where otherwise specified, we will assume all CFGs have starting symbol S
and that all nonterminals are accessible and co-accessible: for any nonterminal A we have
S
∗⇒ uAu′ for some u, u′ ∈ Σ∗ and A ∗⇒ v for some v ∈ Σ∗.

I Definition 29. Let G be a context-free grammar (CFG) over Σ. Then for any nonterminal
A let

LA(G) = {w ∈ Σ∗| ∃u ∈ Σ∗ : A ∗⇒ wAu}.

I Lemma 30. Let G be a CFG over Σ and A some nonterminal such that LA(G) is not a
chain. Then L(G) contains an exponential antichain.

Proof. Since LA(G) is not a chain, we have w1, w2, u1, u2 with w1 6∼ w2 such that A ∗⇒ w1Au1
and A ∗⇒ w2Au2. Now A is accessible and co-accessible so also S ∗⇒ uAu′ and A ∗⇒ v for
some u, u′, v ∈ Σ∗.
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Hence uwi1wi2 . . . wikvuikuik−1 . . . ui1u
′ ⊆ L(G), for any i1i2 . . . ik ∈ {1, 2}∗. Write

φ : (w1 +w2)∗ → (u1 +u2)∗ for the map wi1wi2 . . . wik 7→ uikuik−1 . . . ui1 (with any ambiguity
resolved arbitrarily).

Now {wi1wi2 . . . wik |i1 . . . ik ∈ {1, 2}∗} = (w1 + w2)∗ is a quasiantichain by Lemma 6,
clearly it is exponential and hence by Lemma 12 it contains an exponential antichain L.
By the Concatenation Lemma we have that L′ = {lvφ(l)|l ∈ L} is an antichain, and it is
exponential because there is a bijection between L and L′ such that the length of each word in
L′ exceeds the length of the corresponding word in L by a factor of at most |v|+max(|u1|,|u2|)

min(|w1|,|w2|) .
By the Prefixing and Postfixing Lemmas we have that uL′u′ ⊆ L(G) is an exponential
antichain. J

I Definition 31. Let G be a CFG over Σ. Then for any nonterminal A and any w ∈ Σ∗, let

RA,w(G) = {u ∈ Σ∗|A ∗⇒ wAu}.

I Lemma 32. Let G be a CFG over Σ, A some nonterminal and w ∈ Σ∗ such that RA,w(G)
is not a chain. Then L(G) has exponential antichain growth.

Proof. We have v, w, u, u′ ∈ Σ∗ and u1 6∼ u2 ∈ Σ∗ such that S ∗⇒ uAu′, A ∗⇒ v, A ∗⇒ wAu1
and A ∗⇒ wAu2. Let Li = uw2iv(u1u2 + u2u1)iu′. Then Li is an antichain and

⋃∞
i=1 Li is

an exponential antichain family. J

I Lemma 33. Let G be a CFG over Σ such that LA(G) and RA,w(G) are chains for all
nonterminals A and all w ∈ Σ∗. Then L(G) has polynomial antichain growth.

Proof sketch. Induction on the number of nonterminals, similarly to the proof of Theorem 16.
J

Combining these three lemmas gives:

I Theorem 34. Let L be a context-free language. Then either L has exponential antichain
growth or L has polynomial antichain growth.

It is a straightforward exercise to show that the ambiguity of an NFA (the maximum
number of accepting paths corresponding to a given word) can be represented as the width
of a suitable context-free language, and hence Theorem 34 implies the well-known result
that the ambiguity of an NFA has either polynomial or exponential growth (see Theorem 4.1
of [13]).

We now show that the problem of distinguishing the two cases of antichain growth is
undecidable for context-free languages, by reduction from the CFG intersection emptiness
problem. In fact, it is undecidable even to determine whether a given CFG generates a chain.

I Definition 35. CFG-Intersection is the problem of determining whether two given
CFGs have non-empty intersection. CFG-Chain is the problem of determining whether
the language generated by a given CFG is a chain. CFG-ExpAntichain is the problem
of determining whether the language generated by a given CFG has exponential antichain
growth.

I Lemma 36. CFG-Intersection is undecidable.

Proof. [5], Theorem 4.2.1. J

I Lemma 37. There is a polynomial time reduction from CFG-Intersection to CFG-
Chain.
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Proof. Let G1, G2 be arbitrary CFGs over alphabet Σ. Let Σ̃ = Σ∪{0, 1}, with an arbitrary
linear order on Σ, and Σ < 0,Σ < 1 but 0 and 1 incomparable. Let G̃ be a CFG such that

L(G̃) = (L(G1)0) ∪ (L(G2)1)

(which can trivially be constructed with polynomial blowup). Then L(G̃) is a chain if and
only if G1 ∩G2 = ∅. J

I Lemma 38. Let L be a prefix-free chain. Then L∗ is a chain.

Proof. Let lw 6∼ l′w′ be a minimum-length counterexample with l, l′ ∈ L and w,w′ ∈ L∗.
By minimality and the Prefixing Lemma we have that l 6= l′. Then by the Concatenation
Lemma since L is prefix-free we have that l 6∼ l′, which is a contradiction. J

I Lemma 39. There is a polynomial time reduction from CFG-Chain to CFG-ExpAnti-
chain.

Proof. Let G be a CFG over a partially ordered alphabet Σ. Let Σ̃ = Σ ∪ {0}, with Σ < 0.
Let G̃ be a CFG such that L(G̃) = (L(G)0)∗.

We claim that L(G̃) has exponential antichain growth if and only if L(G) is not a chain.
Indeed, suppose that l1 6∼ l2 ∈ L(G). Then l10 6∼ l20 and so by Lemmas 6 and 12 we have
that (l10 + l20)∗ ⊆ L(G̃) contains an exponential antichain.

Conversely, suppose that L(G) is a chain. Then L(G)0 is a prefix-free chain and so by
Lemma 38 we have that L(G̃) is a chain. J

Combining these lemmas gives:

I Theorem 40. The problems CFG-Chain and CFG-ExpAntichain are undecidable.

6 Tree automata

In this section, we generalise the definition of the lexicographic ordering to tree languages,
and prove a trichotomy theorem: regular tree languages have antichain growth which is
either polynomial, exponential or doubly exponential.

Notation and definitions (other than for the lexicographic ordering) are taken from [3], to
which the reader is referred for a more detailed treatment. Results in this section are stated
without proof; all proofs may be found in the extended version [9].

I Definition 41. Let F be a finite set of function symbols of arity ≥ 0, and X a set of
variables. Write Fp for the set of function symbols of arity p. Let T (F ,X ) be the set of
terms over F and X . Let T (F) be the set of ground terms over F , which is also the set of
ranked ordered trees labelled by F (with rank given by arity as function symbols).

For example, the set of ordered binary trees is T (F), where F = {f, g, c} and f has arity
2, g arity 1 and c arity 0.

Note that this generalises the definition of finite words over an alphabet Σ, by taking
F = Σ ∪ {ε}, giving each a ∈ Σ arity one and ε arity zero.

A term t is linear if no free variable appears more than once in t. A linear term mentioning
k free variables is a k-ary context.

I Definition 42. Let F be equipped with a partial order �. Then the lexicographic partial
order induced by � on T (F) is the relation � defined as follows: for any f ∈ Fp, f ′ ∈ Fq
and any t1, . . . , tp ∈ T (F) and t′1, . . . , t′q ∈ T (F) we have f(t1, . . . , tp) � f ′(t′1, . . . , t′q) if and
only if either f ≺ f ′ or f = f ′ and ti � t′i for all i.

FSTTCS 2019



49:12 Widths of Regular and Context-Free Languages

Note that this generalises Definition 1, by taking ε � a for all a ∈ Σ. As before we will
write t ∼ t′ if t, t′ ∈ T (F) are related by the lexicographic order; the definitions of chain and
antichain are as before. To quantify antichain growth we need a notion of the size of a tree.
The measure we will use will be height:

I Definition 43. The height function h : T (F ,X )→ N is defined by h(x) = 0 for all x ∈ X ,
h(t) = 1 for all t ∈ F0 and h(t(t1, . . . , tn)) = 1 + max(h(t1, . . . , tn)) for all t ∈ Fn (n ≥ 1)
and t1, . . . , tn ∈ T (F ,X ). For a language L, the set {t ∈ L | h(t) = k} is denoted L=k.

For example, taking the earlier example of binary trees, ground terms of height 3 include
f(f(c, c), f(c, c)), f(c, f(c, c)) and g(f(c, c)).

We say that L has doubly exponential antichain growth if there is some ε such that the
maximum size antichain in L=n exceeds 22εn infinitely often.

I Definition 44. A nondeterministic finite tree automaton (NFTA) over F is a tuple
A = (Q,F , Qf ,∆) where Q is a set of unary states, Qf ⊆ Q is a set of final states, and
∆ a set of transition rules of type f(q1(x1), . . . , qn(xn)) → q(f(x1, . . . , xn)), for f ∈ Fn,
q, q1, . . . , qn ∈ Q and x1, . . . , xn ∈ X . The move relation→

A
is defined by applying a transition

rule possibly inside a context and possibly with substitutions for the xi. The reflexive transitive
closure of →

A
is denoted ∗→

A
.

A tree t ∈ T (F) is accepted by A if there is some q ∈ Qf such that t ∗→
A
q(t). The set of

trees accepted by A is denoted L(A).

Again this generalises the definition of an NFA: put in transitions ε→ q(ε) for all accepting
states q, a(q(x))→ q′(a(x)) whenever q ∈ ∆(q′, a), and set Qf as the initial state.

The critical idea for the proof is to find the appropriate analogue of Lq. This turns out
to be the set Pq of binary contexts such that if the free variables are assigned state q then
the root can also be given state q. By analogy to the “trousers decomposition” of differential
geometry (also known as the “pants decomposition”), we refer to such a context as a pair of
trousers. It turns out that a sufficient condition for L to have doubly exponential antichain
growth is for Pq to be non-empty for some q (note that this does not depend on the particular
partial order on Σ). On the other hand, if Pq is empty for all q, then there is in a suitable
sense no branching and so we have a similar situation to ordinary languages.

I Definition 45. Let A = (Q,F , Qf ,∆) be an NFTA and q ∈ Q. A linear term t ∈
T (F , {x1, x2}) is a pair of trousers with respect to q if x1, x2 appear in t and t[x1 ←
q(x1), x2 ← q(x2)] ∗→

A
q(t). The set of pairs of trousers with respect to q is denoted Pq(A).

I Lemma 46. Let A = (Q,F , Qf ,∆) be a reduced NFTA. If there exists some q ∈ Q such
that Pq(A) is non-empty, then L(A) contains a doubly exponential antichain.

I Lemma 47. Let A = (Q,F , Qf ,∆) be a reduced NFTA such that Pq(A) = ∅ for all q ∈ Q.
Then L(A) has at most exponential growth.

In the case where there are no pairs of trousers, the situation is essentially equivalent
to ordinary NFA, and so we have a further dichotomy between exponential and polynomial
antichain growth. To show this, we define a set equivalent to Lq,q, and show that we have
polynomial growth if it is a chain and exponential growth otherwise.

IDefinition 48. Let A = (Q,F , Qf ,∆) be an NFTA, and q ∈ Q. Define Lq(A) ⊆ T (F , {x1})
to be the set of unary contexts t such that t[x1 ← q(x1)] ∗→

A
q(t).
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Note that unary contexts are linear terms in which exactly one free variable appears, so
Lq(A) does not contain ground terms. Note also that x1 ∈ Lq(A) for any A.

To give meaning to the statement “Lq(A) is a chain”, we must extend the definition of
the lexicographic order from the set T (F) of ground terms to the set T (F , {x1}) of unary
contexts. We do this by extending the relation � on F to F ∪ {x1} by x1 � f for all f ∈ F ,
and extending this to the lexicographic order as before.

I Lemma 49. Let A = (Q,F , Qf ,∆) be a reduced NFTA such that Pq(A) = ∅ for all q.
Then L(A) has polynomial antichain growth if Lq(A) is a chain for all q, and otherwise L(A)
has exponential antichain growth.

Combining these lemmas gives

I Theorem 50. Let L be a regular tree language over a partially ordered alphabet. Then
L has either doubly exponential antichain growth, singly exponential antichain growth, or
polynomial antichain growth.

The special case of the trivial partial order (in which elements are only comparable to
themselves) yields the fact that the language growth of any regular tree language is either
polynomial, exponential or doubly exponential, which may not have previously appeared in
the literature.

I Corollary 51. Let L be a regular tree language. Then L has either doubly exponential
language growth, singly exponential language growth or polynomial language growth.

Finally, we show that there is a polynomial algorithm to detect doubly exponential growth,
by determining whether or not the language of a given NFTA contains a pair of trousers.

I Theorem 52. There exists a polynomial time algorithm to determine whether the language
of a given NFTA has doubly exponential growth.

7 Open problems

It is remarkable that, many decades after the discovery of the dichotomy between polynomial
and exponential language growth, and 11 years after the work of Gawrychowski, Krieger,
Rampersad and Shallit [4], it remains unknown whether there is an efficient algorithm
to compute the order of exponential language growth of a given NFA. Consequently we
consider that resolving this question (by providing either a polynomial-time algorithm or an
appropriate hardness result) is the most important open problem in this area.

For a DFA, on the other hand, the order of exponential language growth is easily computed
as the spectral radius of the transition matrix. However, it is not clear how such “algebraic”
methods can be applied to the case of antichain growth, and so a second open problem is to
find a polynomial-time algorithm to compute the order of exponential antichain growth for
DFA. Such a result would have immediate application to the field of quantified information
flow, since it would allow one to compute the flow rate in the “dangerous” linear case, at
the cost of determinising the automaton representing the system (with overhead roughly
corresponding to the amount of hidden state the system contains).

The final problem in this direction is the combination of the preceding two: to find
a polynomial-time algorithm to compute the order of exponential antichain growth for a
given NFA.
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Alternatively we may wish to ask not about growth rates in the asymptotic limit, but
instead about the precise width of L=n or L≤n for given n. This is particularly relevant
to applications in computer security, where we may want not just an approximation “for
sufficiently large n” but a concrete guarantee. For the case of a language given as a DFA
and n given in unary there is a straightforward dynamic programming algorithm to compute
these quantities (for details see p.89 of [8]), but what about for NFA and for more concise
representations of n?

Finally we pose a more speculative question: what other phenomena, apart from informa-
tion flow, can antichains with respect to the lexicographic order usefully represent?
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Abstract
An automaton is unambiguous if for every input it has at most one accepting computation. An
automaton is finitely (respectively, countably) ambiguous if for every input it has at most finitely
(respectively, countably) many accepting computations. An automaton is boundedly ambiguous if
there is k ∈ N, such that for every input it has at most k accepting computations. We consider
nondeterministic Büchi automata (NBA) over infinite trees and prove that it is decidable in
polynomial time, whether an automaton is unambiguous, boundedly ambiguous, finitely ambiguous,
or countably ambiguous.
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1 Introduction

Degrees of Ambiguity

The relationship between deterministic and nondeterministic machines plays a central role
in computer science. An important topic is a comparison of expressiveness, succinctness
and complexity of deterministic and nondeterministic models. Various restricted forms of
nondeterminism were suggested and investigated (see [4, 5] for recent surveys).

Probably, the oldest restricted form of nondeterminism is unambiguity. An automaton is
unambiguous if for every input there is at most one accepting run. For automata over finite
words there is a rich and well-developed theory on the relationship between deterministic,
unambiguous and nondeterministic automata [5]. All three models have the same expressive
power. Unambiguous automata are exponentially more succinct than deterministic ones, and
nondeterministic automata are exponentially more succinct than unambiguous ones [6, 7].

Many other notions of ambiguity were suggested and investigated. A recent paper [5]
surveys works on the degree of ambiguity and on various nondeterminism measures for finite
automata on words.

An automaton is k-ambiguous if on every input it has at most k accepting runs; it is
boundedly ambiguous if it is k-ambiguous for some k; it is finitely ambiguous if on every input
it has finitely many accepting runs.

It is clear that an unambiguous automaton is k-ambiguous for every k > 0, and a
k-ambiguous automaton is finitely ambiguous. The reverse implications fail. For ε-free
automata over words (and over finite trees), on every input there are at most finitely many
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accepting runs. Hence, every ε-free automaton on finite words and on finite trees is finitely
ambiguous. However, over ω-words there are nondeterministic automata with uncountably
many accepting runs. Over ω-words and over infinite trees, finitely ambiguous automata are
a proper subclass of the class of countably ambiguous automata, which is a proper subclass
of nondeterministic automata. Our main result is:

I Theorem 1. There are polynomial time algorithms that decide whether a Büchi automaton
over trees is unambiguous, boundedly ambiguous, finitely ambiguous, or countably ambiguous.

Over infinite trees, Büchi tree automata are less expressive than Monadic Second-Order
Logic or parity automata. In Sect. 8 we will show that the problem whether a parity tree
automaton is ambiguous is co-NP complete.

Related Works

Weber and Seidl [14] investigated several classes of ambiguous automata on words and
obtained polynomial time algorithms for deciding the membership in each of these classes.
Their algorithms were derived from structural characterizations of the classes.

In particular, they proved that the following Bounded Ambiguity Criterion (BA) charac-
terizes whether there is a bound k such that a nondeterministic automaton on words has at
most k accepting runs on each word.
Forbidden Pattern for Bounded Ambiguity: There are distinct useful2 states p, q ∈ Q such

that for some word u, there are runs on u from p to p, from p to q and from q to q.

Weber and Seidl [14] proved that an NFA is not boundedly ambiguous iff it contains the
forbidden pattern for bounded ambiguity. This pattern is testable in polynomial time; hence,
it can be decided in polynomial time whether the degree of ambiguity of a NFA is bounded.

Seidl [12] provided a structural characterization of bounded ambiguity for automata on
finite trees and derived a polynomial algorithm to decide whether such an automaton is
boundedly ambiguous.

Löding and Pirogov [8] and Rabinovich [10] provided structural characterizations and
polynomial algorithms for bounded, finite and countable ambiguity of Büchi automata
on ω-words. These characterizations and algorithms can be adopted for other acceptance
conditions: parity, Rabin, Muller, etc.

Our proof of Theorem 1 will first provide structural characterizations of bounded, finite
and countable ambiguity of automata on infinite trees, and then derive polynomial algorithms.

As far as we know, the degrees of ambiguity for automata over infinite trees have not been
investigated. The decidability whether an automaton on infinite trees is finitely ambiguous
or countably ambiguous can be obtained from the results of Bárány et al. in [2], where an
extension of monadic second-order logic of order with the cardinality quantifiers “there exist
uncountably many sets,” “there are countably many sets,” “there are finitely many sets”
(MSO(∃<ℵ0 ,∃>ℵ0)) was investigated. It was proved that, over the class of finitely branching
trees, MSO(∃<ℵ0 ,∃>ℵ0) is (effectively) equally expressive to plain monadic second-order
logic of order (MSO). It is a routine exercise for a given automaton on infinite trees to write
sentences in MSO(∃<ℵ0 ,∃>ℵ0) that express “the automaton has finitely many accepting runs,”
“the automaton has countably many accepting runs,” and “the automaton has uncountably
many accepting runs.” By combining these with Rabin’s theorem on decidability of MSO
over infinite trees we obtain that it is decidable whether an automaton is finitely or countably
ambiguous. Unfortunately, the complexity of the algorithm extracted from this proof is (at
least) triple exponential. Our proofs are inspired by techniques used in [2].

2 A state is useful if it is on an accepting run.
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Organization of the paper. The next section contains standard definitions and notations
about tree automata. The main results are stated in Sect. 3 and are proved in Sects. 4–7.
The last section presents the conclusion and further results. Missing proofs will appear in
the full paper.

2 Preliminaries

We recall here standard terminology and notations about trees and automata [13, 9].

Trees. A tree order ≤ on a set t is a partial order with a unique minimal element (the
root of t) such that for every u ∈ t, the set {v | v ≤ u} is finite and linearly ordered by ≤.
We use standard terminology and notations: u is an ancestor of v if u ≤ v, u is a child of
v, u is a leaf, u and v are incomparable - denoted by u ⊥ v - if neither u ≤ v nor v ≤ u; a
subset A of t is an antichain, if its elements are incomparable with each other.

If ≤ is a tree order over t and u ∈ t, we denote by t≥u the restriction of ≤ to the set
{v | v ≥ u}; t≥u is called the subtree of t rooted at u. A binary tree is a tree order with a
partition of children into two sets - left/right child such that every non-leaf node has exactly
one left child and one right child. The full binary tree is a binary tree without leaves.

There is a natural order isomorphism between the full binary trees and the set of strings
{l, r}∗ with prefix order; it maps ε to the root, l to the left child of root, etc. We will often
refer to a node in the full binary tree by the corresponding string over {l, r}.

If Σ is an alphabet, then a Σ-labeled tree is a tree t and a function σt from elements of
t to Σ. We often use “Σ-tree” for “Σ-labeled tree”; Σ-labeled full binary trees are defined
similarly. We often use “tree” or variables t, t′, T for “full binary tree” for “labeled tree” or
for “full binary labeled tree.” It will be clear from the context or unimportant what kind of
tree is used. In particular, t≥u is naturally defined over all such kinds of trees.

Grafting. If t, t1 are trees and u ∈ t, then the grafting of t1 at u in t, denoted by t ◦u t1, is a
tree which is obtained from t when t≥u is replaced by t1. Formally, this is defined by taking
an isomorphic copy t′1 of t1 with the domain disjoint from the domain of t and defining a
tree order ≤′ on t \ t≥u ∪ t′1, by v1 ≤′ v2 if v1 is an ancestor of v2 in t or in t′1, or if v1 ∈ t
and v2 ∈ t′1. More generally, if t is a tree, A is an antichain in t and t1 is a tree, then the
grafting of t1 at A in t is a tree which is obtained from t by replacing every subtree t≥a by t1
for a ∈ A. Even more generally, if t is a tree, A is an antichain in t and f assigns a tree ta to
every a ∈ A, then grafting f at A in t is a tree obtained from t, by replacing every subtree
t≥a by ta for a ∈ A.

Automata. We use standard notations and terminology about Büchi automata on (infinite)
full binary Σ-labeled trees and on ω-strings. A Büchi automaton A has an alphabet Σ, a
finite set of states QA, initial states QI ⊆ QA, a transition relation δA, and a set of final
states F ⊆ QA. For a Büchi automaton on ω-string, δA ⊆ QA × Σ×QA; for a Büchi tree
automaton, δA ⊆ QA × Σ×QA ×QA.

Given a Büchi automaton A = (Q,Σ, QI , δ, F ) and a state q ∈ Q, Aq is defined as
Aq = (Q,Σ, {q}, δ, F ), by replacing the set of initial states of A by {q}.

The notion of a computation/run, accepting computation of A on an ω-string/tree is
defined as usual. We use letter f for a final state of automata, and we use the letters φ, φ′
for computations. We denote by ACC(A, t) the set of accepting computations of A on t. We
denote by L(A) := {t | ACC(A, t) is not empty} the language of A.
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A state q of A is useful if there is a tree, an accepting computation φ on t and a node u
such that φ(u) = q. There is a polynomial algorithm that for A and q checks whether q is
useful. There is a polynomial algorithm which for every A computes an automaton B with
all states useful and L(A) = L(B). We will always assume that all states are useful.

Degree of Ambiguity. We denote by |X|, the cardinality of a set X. da(A) is defined
as sup{|ACC(A, t)| | t ∈ L(A)}. We say that A is unambiguous if da(A) = 1, boundedly
ambiguous if there is k ∈ N such that da(A) ≤ k, finitely ambiguous if |ACC(A, t)| is finite
for every t, countably ambiguous if ACC(A, t) is countable for every t.

I Example 2. Consider Büchi tree automata {Ai}3
i=1 over the unary alphabet.

1. A1 has a single state q; it is initial and final. ∆1 = (q, q, q). A1 is deterministic.
2. The set of states of A2 is Q2 := {q, q1}, both are initial and final, and ∆2 := Q×Q×Q.
A2 is uncountably ambiguous.

3. The set of states of A3 is Q3 := {q, f}, f is the final state, q is initial, and ∆3 =
{q} ×Q×Q ∪ {(f, f, f)}). A3 is countably ambiguous.

4. Over the unary alphabet there is only one full binary tree; therefore, every finitely
ambiguous automata is boundedly ambiguous.

A computation of A on a Σ-tree t can be considered as a QA-labeling of t. The grafting of
computations φ ◦v φ′ is defined as for the corresponding QA-trees. We often use implicitly
the following simple Lemma.

I Lemma 3 (Grafting). Let A be an automaton, t, t1 trees, v ∈ t and φ ∈ ACC(A, t), and
φ1 ∈ ACC(Aq, t1). If φ(v) = q, then φ ◦v φ1 is an accepting computation of A on t ◦v t1.

A similar lemma holds for general grafting. As an immediate consequence, we obtain the
following lemma:

I Lemma 4. da(A) ≥ da(Aq) for every useful state q of A.

We suspect that the following lemma is folklore. For lack of reference, we provide a proof in
the full version of the paper.

I Lemma 5. It is computable in polynomial time whether a Büchi tree automaton is unam-
biguous.

The next definition and theorem are taken from [8, 10]. They provide a forbidden pattern
characterization of degrees of ambiguity of automata on ω-words.

I Definition 6 (Forbidden pattern for ω-word automata). Let B be a Büchi automaton on
ω-words such that all its states are useful.
B contains a forbidden pattern for bounded ambiguity if there are distinct states p, q
such that for a (finite) word u, there are runs of Bp on u from p to p and from p to q
and there is a run of Bq on u from q to q.
B contains a forbidden pattern for countable ambiguity if there is a final state f and
there are two distinct runs of Bf on the same word u from f to f .
B contains a forbidden pattern for finite ambiguity if it contains the forbidden pattern for
countable ambiguity or there is a final state f , and q 6= f , and a word u such that there
are runs of Bq on u from q to q and on u from q to f and a run of Bf on u from f to f .
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I Theorem 7. Let B be a Büchi automaton on ω-words.
1. B has uncountably many accepting runs on some ω-word if and only if B contains the

forbidden pattern for countable ambiguity.
2. B has infinitely many accepting runs on some ω-word if and only if B contains the

forbidden pattern for finite ambiguity.
3. B is not boundedly ambiguous iff it contains the forbidden pattern for bounded ambiguity.

3 Main Result

In this section we first introduce branch ambiguity and ambiguous transition patterns and
then state our main results.

3.1 Branch Ambiguity
IDefinition 8 (Projection of a computation on a branch). Let φ ∈ ACC(A, t) and π := v0v1 . . .

be a branch of t. φ(π) := φ(v0)φ(v1) · · · ∈ QωA is the projection of φ on π. We define
ACC(A, t, π) := {φ(π) | φ ∈ ACC(A, t)}.

I Definition 9 (Branch ambiguity). A is at most n branch-ambiguous if |ACC(A, t, π)| ≤ n
for every t and branch π. A is bounded branch ambiguous if it is at most n branch ambiguous
for some n. A is finitely (countably) branch ambiguous if |ACC(A, t, π)| is finite (respectively,
countable) for every t and π.

Let A be a Büchi tree automaton. We define a Büchi ω-automaton AB which has the same
ambiguity as branch ambiguity of A:

I Definition 10 (Branch automaton). For a Büchi tree automaton A = (Q,Σ, QI , δ, F ), the
corresponding branch automaton AB is an ω-word automaton (Q,ΣB , QI , δB , F ), where
1. ΣB := Σ× Σd × Σcons with

a. Σd := {l, r} directions alphabet (left/right).
b. Σcons := {S ⊆ Q | ∩

q∈S
L(Aq) 6= ∅} sets of states, which we consider “consistent.”

2. (q, a, q′) ∈ δB iff a = (σ, l, S) and ∃p ∈ S : (q, σ, (q′, p)) ∈ δ or a = (σ, r, S) and
∃p ∈ S : (q, σ, (p, q′)) ∈ δ.

I Lemma 11. The branch ambiguity of a tree automaton A is bounded (respectively, fi-
nite, countable) iff the ambiguity of the corresponding branch ω-automaton AB is bounded
(respectively, finite, countable).

I Proposition 12 (Computability of branch ambiguity). It is computable in polynomial time
whether the branch ambiguity of A is bounded, finite, or countable.

3.2 Ambiguous Transition Pattern
I Definition 13 (Ambiguous transition pattern). Let A = (Q,Σ, QI , δ, F ) be a Büchi auto-
maton with corresponding branch automaton AB = (Q,ΣB , QI , δB , F ). A has a q-ambigu-
ous transition pattern if q ∈ Q and there are p1, p2 ∈ Q and y1 ∈ Σ∗B, y2 ∈ Σ+

B with runs
of AB from q to p1 on y1 and from p2 to q on y2 such that at least one of the following holds:
1. There are two transitions (p1, (a, d, {q1}), p2), (p1, (a, d, {q2}), p2) ∈ δB with q1 6= q2 and

L(Aq1) ∩ L(Aq2) 6= ∅, or
2. There is a transition (p1, (a, d, {q1}), p2) ∈ δB with da(Aq1) > 1.
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A is said to have an ambiguous transition pattern if there exists q ∈ Q such that A has
a q-ambiguous transition pattern.

Lemma 14 provides sufficient conditions for an ambiguous transition pattern.

I Lemma 14 (q-ambiguous transition pattern). Let A be a Büchi tree automaton and v⊥w.
If one of the following conditions holds, then A has a q-ambiguous transition pattern.
1. There is φ ∈ ACC(Aq, t) such that q = φ(v) and φ(w) = p, where Ap is ambiguous.
2. There are φ, φ′ ∈ ACC(Aq, t) such that q = φ(v) and ∀v′(v′ ≤ v)→ (φ(v′) = φ′(v′), and

φ(w) 6= φ′(w).

I Lemma 15. If A has an ambiguous transition pattern then its ambiguity degree is not
bounded. If A has an f -ambiguous transition pattern (for a final state f), then its ambiguity
degree is not countable.

I Lemma 16. It is computable in polynomial time whether A has an ambiguous transition
pattern and whether A has an f -ambiguous transition pattern for a final state f .

3.3 Characterizations of Degrees of Ambiguity
The next two propositions characterize bounded and finite ambiguity.

I Proposition 17 (Bounded ambiguity). The following are equivalent:
1. Büchi tree automaton A is not boundedly ambiguous.
2. At least one of the following conditions holds:

a. A is not bounded branch ambiguous.
b. A has an ambiguous transition pattern.

When “Büchi tree automaton A” is replaced by “an automaton A on finite trees” in
Proposition 17 we obtain an instance of a theorem proved by Seidl in [12]. A proof of
Proposition 17 is a simple variation of the proof in [12]. It will be sketched in the full paper.

I Proposition 18 (Finite ambiguity). The following are equivalent:
1. Büchi tree automaton A is not finitely ambiguous.
2. At least one of the following conditions holds:

a. A is not finite branch ambiguous.
b. A has an f -ambiguous transition pattern for a final state f .

In order to characterize countable ambiguity, we first introduce branching patterns.

I Definition 19 (A branching pattern for A over (Q, f)). Let A be a Büchi tree automaton,
f a final state of A and Q ⊆ QA \ {f}, where QA are the states of A. A branching pattern
M for A over (Q, f) is a function τM : Q→ Q×Q and a tuple (q1, q2) ∈ Q×Q.

I Definition 20 (Realizable branching pattern). Let t be a full binary tree and u ⊥ v two
nodes of t. A branching pattern M for A over (Q, f) is realized in t at u, v by computations
φ1, φ2, {φq | q ∈ Q} if the following holds:
1. φ1, φ2 ∈ ACC(Af , t) and φ1(u) = f = φ2(v), φ1(v) = q1 and φ2(u) = q2.
2. For each q ∈ Q: φq ∈ ACC(Aq, t) and τM (q) = (φq(v), φq(u)) and φq visits an accepting

state on both paths from the root of t to u and from the root of t to v.
In Sects. 5 and 7 we prove the next two propositions. Their proof is more complicated than
the proofs of Propositions 17 and 18.
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I Proposition 21 (Countable ambiguity). The following are equivalent:
1. Büchi tree automaton A is not countably ambiguous.
2. At least one of the following conditions holds:

a. A is not countable branch ambiguous.
b. A has an f -ambiguous transition pattern for a final state f .
c. A branching pattern for A is realizable.

I Proposition 22. It is computable in polynomial time whether there is a realizable branching
pattern for a Büchi tree automaton A.

I Theorem 23 (Main). It is computable in polynomial time whether a Büchi tree automaton
is unambiguous, bounded ambiguous, finitely ambiguous, or countably ambiguous.

Proof. For unambiguity – by Lemma 5. For bounded ambiguity by Proposition 17, Lemma
16 and Proposition 12. For finite ambiguity by Proposition 18, Lemma 16 and Proposition
12. For countable ambiguity by Propositions 21, 12, 22 and Lemma 16. J

Road map of the proofs. Sect. 4 and Sect. 5 deal with structural characterizations of
finite and countable ambiguity and prove Propositions 18 and 21. Sects 6 and 7 deal with
computability of degrees of ambiguity. Proposition 12 and Lemma 16 are proved in Sect. 6,
and Proposition 22 is proved in Sect. 7. The proofs of Lemmas 11, 14 and 15 are given in
the full version of the paper.

4 Finite Ambiguity

In this section we prove Proposition 18 - a structural characterization of finite ambiguity.
(2)⇒ (1) follows from Lemma 11 and Lemma 15. Below we prove the (1) ⇒ (2) direction.

Let t be a tree such that ACC(A, t) is not finite. We define a branch π := v0 . . . vi . . . in
t and an ω-sequence of states q0 . . . qi . . . such that for every i:
1. From qi there are infinitely many accepting computations of Aqi

on the subtree t≥vi
.

2. There is an accepting computation φi on t such that φi(vj) = qj for every j ≤ i.
Define v0 as the root of t and q0 as an initial state from which there are infinitely many
accepting computations.

Assume that vi and qi were defined. Since there are infinitely many accepting computations
from state qi on the subtree t≥vi

, infinitely many of them take the same first transition from
qi to 〈ql, qr〉 and either there are infinitely many accepting computations from state ql on
the subtree rooted at the left child of vi, or from state qr on the subtree rooted at the right
child of vi. Define vi+1 and qi+1 according to these cases.

If |ACC(A, t, π)| is infinite, then by the definition of branch ambiguity we have that
A is not finite branch ambiguous, and 2(a) holds. Otherwise, there exist φ1, . . . , φk ∈
ACC(A, t) such that ACC(A, t, π) = {φi(π) | 1 ≤ i ≤ k}. Choose n such that for all
1 ≤ i < j ≤ k : φi(v0 . . . vn) 6= φj(v0 . . . vn). One of these computations, say φ1, holds that
∀i ≤ n : φ1(vi) = qi. Hence, ∀i : φ1(vi) = qi.

Let f be an accepting state which occurs infinitely often in φ1(π). Choose N > n such
that φ1(vN ) = qN = f . By selection of qN , there are infinitely many accepting computations
of Af on t≥vN

. Take two different accepting computations φ′, φ′′ ∈ ACC(Af , t≥vN
). By

selection of φ1, ∀i ≥ N : φ1(vi) = φ′(vi) = φ′′(vi) = qi. Therefore, φ′ and φ′′ differ at some
node w /∈ π, and there exist i > N such that φ1(vi) = f = φ′(vi) = φ′′(vi) and vi ⊥ w.
Applying Lemma 14(2) on φ′, φ′′ and vi ⊥ w, we obtain that Af has an f -ambiguous
transition pattern, and 2(b) holds.
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5 Countable Ambiguity

In this section we prove Proposition 21 – a structural characterization of countable ambiguity.

5.1 Direction (2) ⇒ (1) of Proposition 21

2(a)⇒(1) follows by definition of branch ambiguity, and 2(b)⇒(1) follows by Lemma 15.
Below 2(c)⇒(1) is proved.

I Definition 24 (Corresponding automaton AM for pattern M). Let M be a branching pattern
for A over (Q, f) (see Definition 19). We define a Büchi tree automaton AM over the unary
alphabet with the set of states Q ∪ {f}; all states are final, the initial state is f , and the
transition relation is ∆M := {(q, q′, q′′) | q ∈ Q and (q′, q′′) = τM (q)} ∪ {(f, q1, f), (f, f, q2)}.

The following simple lemma states the properties of accepting computations of AM . It will
be useful in showing that if a branching pattern for A is realized, then A is not countably
ambiguous.

I Lemma 25 (Accepting computations of AM ).
1. Let φ be an accepting computation of AM . Then the set of nodes {v | φ(v) = f} is a

branch.
2. For every branch π there is an accepting computation φ of AM such that ∀v ∈ π(φ(v) = f).
3. The set of accepting computations of AM is uncountable.

I Lemma 26. Let A = (QA,Σ, QI , δ, F ) be a Büchi tree automaton such that a branching
pattern for A is realizable. Then A is not countably ambiguous.

Proof. Assume that a branching pattern M over (Q, f) is realized in t at u ⊥ v by φ1, φ2,
{φq | q ∈ Q}. We construct a sequence of trees: t1 := t, and ∀i ≥ 1 : ti+1 := ti ◦Ai

t, where
Ai = {u, v}i. We graft t at every node in Ai of ti. This operation is well defined as Ai is an
antichain (∀a1 6= a2 ∈ Ai : a1 ⊥ a2, since u ⊥ v).

For each y ∈ {l, r}∗ we define ky := max{i | y ∈ {u, v}i · z, z ∈ {l, r}∗}. Notice that by
the construction, if σt1+ky

(y) = a then ∀i > ky : σti(y) = a. Define tω as σtω (y) := t1+ky
(y).

We now proceed to show that the set of accepting computations of Af on tω is not
countable, by defining an injective map from the set of accepting computations of AM (on
the tree over the unary alphabet) to the set of accepting computations of Af on tω.

I Notations 27. Let h be a homomorphism h : {l, r}∗ → {l, r}∗, where h(l) = v and
h(r) = u. Since u⊥v, it follows that h is a bijection from {l, r}∗ onto {u, v}∗.

For each accepting computation φ of AM we assign an accepting computation φ̂ of Af on
tω. If w ∈ {u, v}∗ then φ̂(w) := φ(h−1(w)) (hence, the map is injective). Otherwise, let
w = y · z where y ∈ {u, v}kw and z ∈ {l, r}+. If φ(h−1(y)) = q 6= f then φ̂(w) := φq(z). Else,
if φ(h−1(y · u)) = f then φ̂(w) := φ1(z); otherwise, φ̂(w) := φ2(z) (recall that φ1, φ2, φq are
computations on t that realize M).

It is routine to verify that φ̂ is an accepting computation of Af on tω. By Lemma 25,
AM has uncountably many accepting computations and we defined an injective map from
these computations to accepting computations of Af . Hence, Af is not countably ambiguous.
Therefore, by Lemma 4, A is not countably ambiguous. J
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5.2 Direction (1) ⇒ (2) of Proposition 21
I Definition 28 (q-path and q-computation). Given a Büchi tree automaton A = (Q,Σ, QI , δ,
F ), a state q ∈ Q and a tree t ∈ L(A), we define the following:

A q-path (of an accepting computation φ) is an ω-path π := v0 . . . vi . . . of t such that
v0 is the root, φ(v0) = q and there exist infinitely many nodes vi such that φ(vi) = q.
A q-computation is an accepting computation φ such that φ has a q-path in t.

The next lemma reduces the question whether the cardinality of accepting computations is
uncountable to the question whether the cardinality of f -computations is uncountable.

I Lemma 29. A Büchi tree automaton A = (Q,Σ, QI , δ, F ) has uncountably many accepting
computations on t iff there is a state f ∈ F , a node u ∈ t and an accepting computation
φ0 ∈ ACC(A, t) such that φ0(u) = f and Af has uncountably many f -computations on t≥u.

Proof. ⇐ direction is trivial.
⇒: Assume that the set Φ := ACC(A, t) of accepting computations of A on t is

uncountable. For each computation φ ∈ Φ define a tree t′φ by pruning the tree t as follows:
for every node v ∈ t, if φ(v) ∈ F and φ has an φ(v)-path on t≥v, prune the descendants of v.
Hence, t′φ is a subtree of t over the set of nodes Vφ := {v | ∀u < v : φ(u) ∈ F → φ has no
φ(u)-paths on t≥u}. If u is a leaf of t′φ, then φ(u) ∈ F and φ has an φ(u)-path on t≥u.

Observe that t′φ is finite. Otherwise, by the König Lemma, it would have an infinite
branch π = v0 . . . vi . . . such that φ(v0) . . . φ(vi) . . . has finitely many occurrences of states
from F which contradicts that φ is an accepting run on t.

Therefore, to each computation φ ∈ Φ corresponds a finite tree t′φ. The set of all
possible finite trees is countable, and since there are uncountably many computations in
Φ, we conclude that there is a finite tree t0 and an uncountable set Φt0 ⊆ Φ such that
∀φ ∈ Φt0 : t0 = t′φ. Since there are finitely many assignments of states to the nodes of t0,
we conclude that there is a computation φ0 and an uncountable set Φ′ ⊆ Φt0 such that
∀v ∈ t0∀φ ∈ Φ′ : φ(v) = φ0(v). For each leaf u ∈ t0 define Φu as the set of restrictions Φ′ on
t≥u. Notice that the cardinality of Φ′ is bounded by the product of the cardinalities of Φu.
Hence, there is u such that Φu is uncountable. Each computation φ ∈ Φu has originated from
a computation with an φ0(u)-path on t≥u, and therefore Φu is the set of f -computations of
Af on t≥u for f = φ0(u). J

We are going to prove that if A is not countably ambiguous and has at most countable
branch ambiguity and no f -ambiguous transition pattern, then it has a branching pattern.
The main technical lemma uses the following definition.

I Definition 30. Let T be a subset of nodes of a tree t. We consider T as a substructure
of t with the ancestor relation. In particular, u is a T -leaf if u < v for no v ∈ T ; u is a
T -successor of v if u, v ∈ T , u > v and no T -node is between u and v; T is a full binary
subset-tree of t, if T has a minimal node and every node of T has two T -successors.

I Lemma 31 (Main). Assume f is a final state and there are uncountably many f-
computations of A on t, and conditions 2(a) and 2(b) of Proposition 21 do not hold. Then,
there is a full binary subset-tree X of t such that for every u ∈ X there is an f -computation
φu on t such that if v ∈ X and v ≤ u then φu(v) = f .

The lemma is proved in the full paper, where X is constructed level by level. However,
in order to carry out such a construction we need a much stronger inductive assertion.
In particular, our construction implies that for every u ∈ X, Af has uncountably many
f -computations on t≥u. The next lemma is easily derived from the König Lemma.
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I Lemma 32. If T is a full binary subset-tree of t, then there is a full binary subset-tree
T ′ ⊆ T such that if v1, v2 are the T ′-successors of u, and Aq accepts t≥u, then Aq has an
accepting computation on t≥u which passes through F on the paths of t≥u from u to v1 and
from u to v2.

I Lemma 33. Let (T,≤) be the full binary tree and lab be a labeling of its nodes by a finite
alphabet. Then, there are v1, v2 > u such that v1 ⊥ v2 and lab(v1) = lab(u) = lab(v2).

Proof. Choose a node u such that the cardinality of Σ≥u := {lab(w) | u ≤ w} is minimal.
Then for every w′ ≥ u and every σ ∈ Σ≥w there is v′ ≥ w′ with lab(v′) = σ. J

The next Lemma, together with Lemma 29, shows that if a tree automaton is uncountably
ambiguous and 2(a) and 2(b) of Proposition 21 do not hold, then 2(c) holds. This implies
the (1)⇒ (2) direction of Proposition 21.

I Lemma 34. Let A be a Büchi tree automaton and f be a final state of A. Assume that
there are uncountably many f-computations of Af on t and conditions 2(a) and 2(b) of
Proposition 21 do not hold. Then, there exist three nodes u, v1, v2 ∈ t such that a branching
pattern for Af is realized at v1, v2 in t≥u.

Proof. Let X be the full binary subset-tree of t, guaranteed by Lemma 31. By applying
Lemma 32 on X, we obtain a full binary subset-tree T ⊆ X. Define a labeling of T by
lab(v) = {φ(v)|φ ∈ ACC(Af , t)} for each v ∈ T . This is a labeling by a finite alphabet.
Therefore, by Lemma 33, we have nodes v1, v2 > u such that v1 ⊥ v2 and lab(u) = lab(v1) =
lab(v2) = Q′. We are going to define computations that realize a branching pattern over
(Q′ \ {f}, f) at v1, v2 in t≥u.

For i = 1, 2, set φi to be the restriction of φvi
to t≥u, where φvi

is as in Main Lemma.
This gives immediately that φi ∈ ACC(Af , t≥u) and φ1(v1) = φ2(v2) = f . Since Af is
ambiguous, by Lemma 14(1) and the assumption that A has no f -ambiguous transition
pattern, we obtain φ1(v2) 6= f 6= φ2(v1).

By Lemma 32, for each q ∈ Q′ \ {f} there is φq ∈ ACC(Aq, t≥u) which visits F on the
paths (in t≥u) from u to the children of u in T . Hence, it visits F on the paths from u to v1
and from u to v2. Next, observe that φq(v1), φq(v2) ∈ Q′ by the definition of labeling. We
are going to show that φq(v1) 6= f and φq(v2) 6= f . This will show that φ1, φ2 and φq for
q ∈ Q′ \ {f} realize a branching pattern, and thus finish the proof.

Aiming for a contradiction, assume φq(v1) = f . There is φ′ ∈ ACC(Af , t) such that
φ′(u) = q. Let φ′q be a grafting of φq on φ′ at u. It reaches v1 in state f . Consider the
branch automaton computation from the root of t to v1 which correspond to φ′q and φv1 .
These are different computations (since they differ at u) from f to f . Hence, AB contains the
forbidden pattern for countable ambiguity (see Def. 6), and by Theorem 7 we have that AB
is not countably ambiguous. Therefore, A is not countable branch ambiguous - contradiction
to the assumptions of the lemma. The proof of φq(v2) 6= f is similar. J

6 Computability of branch ambiguity and the ambiguous transition
pattern

Here we describe algorithms to test the degree of ambiguity of branch automata and to test
if an automaton has an ambiguous transition pattern. The following Lemma easily follows
from Definition 10 of the branch automaton.
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I Lemma 35. Let AB be the branch automaton of A. Assume that ri ∈ Ql+1 for i = 1, . . . , k
are runs of AB on u = (σ1, d1, S1) . . . (σl, dl, Sl) ∈ Σ∗B. Then for i = 1, . . . , l there are S′i ⊆ Si
such that |S′i| ≤ k and ri for i = 1, . . . , k are runs of AB on u = (σ1, d1, S

′
1) . . . (σl, dl, S′l).

A letter (σ, d, S) ∈ ΣB is called a k-state letters if S has at most k states. If A has n states,
then the alphabet ΣB of the branch automaton AB might be of size 2|Σ| × 2n, yet the
number of k-state letter is bounded by 2|Σ| ×

∑k
i=1
(
n
i

)
≤ 2|Σ|nk. To test whether a k-state

letter (σ, d, S) is in ΣB, we can check whether the intersection of the tree languages L(Aq)
for q ∈ S is non-empty. This can be done in O(nk) time (checking non-emptiness of the
intersection Büchi language). We denote by A(k)

B the restriction of the branch automaton
AB to the k state letters. It is computable in O(|A|k) time from A.

Now, we are ready to prove Lemma 16 and Proposition 12.

Proof of Lemma 16. For each p1 and p2, items 1 and 2 of Definition 13 can be tested in
polynomial time. There is a q-ambiguous pattern, if there is a run of A(1)

B from q to p1 and
from p2 to q for a pair p1 and p2 which passed the test. This is reduced to the reachability
problem. J

Proof Sketch of Proposition 12. The degree of ambiguity of ω-word Büchi automata is
characterized by the forbidden patterns in Theorem 7. Each of these patterns involves
conditions on at most three runs on the same word and can be tested for an automaton B in
polynomial time. Hence, by Lemma 35, AB has these patterns iff A(3)

B has them, and can
be tested in time p(|A(3)

B |) for a polynomial p. Since A(3)
B is computable in polynomial time

from A, we obtain a polynomial time algorithm. J

7 Computability of a branching pattern

Here we prove Proposition 22. In Sect. 7.1 we show that if A has a branching pattern, then
it has a branching pattern over (Q, f), where Q has at most two states. Sect. 7.2 presents a
polynomial time algorithm to verify if A has a branching pattern with at most two states.

7.1 Reduction to small branching patterns
In Sect. 5.1 we assigned to each branching pattern M a tree automaton AM over the unary
alphabet. This automaton is almost deterministic, in the sense that from every state q 6= f

it has a unique transition and it does not enter f . Hence, AM has a unique accepting
computation from every q 6= f . From f it has two transitions. A transition function defined
next will help to describe properties of accepting computations of AM .

I Definition 36 (Transition function of branching pattern). Let M be a branching pattern for
A over (Q, f) with τM : Q → Q × Q and a tuple (q1, q2) ∈ Q × Q. Its transition function
δM : ({f} ∪Q)× {l, r} → Q is defined as follows:

δM (f, d) :=
{
q1 if d = l

q2 if d = r
;For p 6= f,with τM (p) = (q′, q′′) : δM (p, d) :=

{
q′ if d = l

q′′ if d = r

I Lemma 37.
1. Let q 6= f and φq be a (unique) accepting computation of AM (on the tree over unary

alphabet) from q. Then φq(w) = δM (q, w) for every w ∈ {l, r}∗.
2. Let s := d1 . . . dk ∈ {l, r}+, and let φs be an accepting computation of AM from f such

that φs(d1 . . . di) = f for every i ≤ k. Then for every w ∈ {l, r}∗: (a) if di = l then
φs(d1 . . . di−1rw) = δM (f, lw) and (b) if di = r then φs(d1 . . . di−1lw) = δM (f, rw).
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I Lemma 38. Assume a branching pattern M for A over (Q, f) is realized. Let lM (q) :=
δM (q, l) and rM (q) := δM (q, r) for all q ∈ Q. Then:
1. If lM maps Q to Q0 ( Q, then a branching pattern for A over (Q0, f) is realized. Dually,

if rM maps Q to Q1 ( Q then a branching pattern for A over (Q1, f) is realized.
2. If lM and rM are bijections, then there is Q′ such that |Q′| ≤ 2 and a branching pattern

for A over (Q′, f) is realized.
3. A branching pattern for A over (Q′, f) is realized with |Q′| ≤ 2.

Proof. We will assume the branching pattern M for A over (Q, f) is realized in a tree t at
nodes u, v by computations φ1, φ2, {φq | q ∈ Q}.

(1) Assume lM maps Q to Q0 ( Q. Let t′ := (t ◦u t) ◦v t. Define the following
computations on t′: φ′1 := (φ1 ◦u φ2) ◦v φq1 , φ′2 := (φ2 ◦u φq2) ◦v φ2, and for each q ∈ Q0 with
fM (q) = (p1, p2) we set φ′q := (φq ◦u φp2) ◦v φp1 . Let u′ := uv and v′ = vv be two nodes of
t′. By Lemma 3 we have that φ′1, φ′2 ∈ ACC(Af , t) and ∀q ∈ Q0 : φ′q ∈ ACC(Aq, t′). Notice
that φ′1(u′) = φ′1(uv) = φ2(v) = f , φ′2(v′) = φ′2(vv) = φ2(v) = f , and from the construction
it follows that φ′1(v′), φ′2(u′), φ′q(u′), φ′q(v′) ∈ {φq(v) | q ∈ Q} = {δM (q, l) | q ∈ Q} ⊆ Q0.
Since φq visits F on both paths from the root to u and from the root to v, so does φ′q on
the path from the root to u′ = uv and from the root to v′ = vv. It follows that a branching
pattern for A over (Q0, f) is realized in t′ at u′, v′ by computations φ′1, φ′2 and {φ′q | q ∈ Q0}.
The proof of the dual case is symmetric.

(2) The set of bijections on a finite set is a finite group under the composition and the
identity map is its identity element. If k is the cardinality of a finite group, then ck is
equal to the identity for every element c. Let k > 0 be such that both lkM and rkM are the
identity map.

Define tu1 := t, tv1 := t and ∀i > 1 let tui+1 := t ◦u tui and tvi+1 := t ◦v tvi . Finally, construct
a tree t′ := (t ◦u tuk−1) ◦v tvk−1.

Let p1 := δM (f, lk) and p2 := δM (f, rk). We will show that a branching pattern for A
over ({p1, p2}, f) is realized in t′ at uk, vk.

The following are obtained using Lemma 3 and definition of δM :

i αi := φ1 ◦u (φ1 ◦u (· · · ◦u φ1) . . . )︸ ︷︷ ︸
i times

is an accepting computation of Af on tui . It assigns f

to node ui.
ii βi := φ2 ◦v (φ2 ◦v (· · · ◦v φ2) . . . )︸ ︷︷ ︸

i times

is an accepting computation of Af on tvi . It assigns f

to node vi.
iii Let q0 ∈ Q and qi := δM (q0, r

i). Then φr
i

q0
:= φq0 ◦u (φq1 ◦u (· · · ◦u φqi−1) . . . ) is an

accepting computation of Aq0 on tui , which holds φri

q0
(uj) = qj for j ≤ i.

iv Let q′0 ∈ Q and q′i := δM (q′0, li). Then φl
i

q′0
:= φq′0 ◦v (φq′1 ◦v (· · · ◦v φq′

i−1
) . . . ) is an

accepting computation of Aq′0 on tvi , which holds φliq′0(vj) = q′j for j ≤ i.

Let q′ := φ1(v) and q′′ := φ2(u). From i and iv, it follows that φ′1 := (φ1 ◦uαk−1)◦v φl
k−1

q′

is an accepting computation of Af on t′, such that φ′1(uk) = f , φ′1(vk) = δM (f, lk) and φ′1
visits F on the path from the root to vk (as it coincides with φ1 on the path from the root
to v, which visits F ).

Using similar arguments from ii and iii, we obtain that φ′2 := (φ2 ◦u φr
k−1

q′′ ) ◦v βk−1 is an
accepting computation of Af on t′, such that φ′2(vk) = f , φ′2(uk) = δM (f, rk) and φ′2 visits
F on the path from the root to uk.
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In addition, from iii and iv is follows that for all p ∈ Q with τM (p) = (p′, p′′), the
computation φ′p := (φp ◦u φr

k−1

p′′ ) ◦v φl
k−1

p′ is an accepting computation of Ap on t′, such
that φ′p(uk) = δM (p, rk) and φ′p(vk) = δM (p, lk). By selection of k we have δM (p, lk) =
δM (p, rk) = p and therefore we obtain that φ′p(uk) = p = φ′p(vk).

Take p1 := δM (f, lk) = φ′1(vk) and p2 := δM (f, rk) = φ′2(uk). We have φ′p1
(uk) =

φ′p1
(vk) = p1 and φ′p2

(uk) = φ′p2
(vk) = p2, and therefore we obtain that a branching pattern

for A over ({p1, p2}, f) is realized in t′ at uk, vk by computations φ′1, φ′2, φ′p1
and φ′p2

, as
requested.

(3) Let M over (Q, f) be a realizable branching pattern for A such that the cardinality
of Q is minimal. If either lM or rM is not a bijection, then by item 1, there is a realizable
pattern over (Q0, f), where |Q0| < |Q|. Hence, both lM and rM are bijections. Therefore, by
item 2 and minimality of |Q|, we obtain |Q| ≤ 2. J

7.2 Small branching patterns are in P
For every t over Σ and u1, u2 ∈ t, define t′ := t(u1, u2) over Σ′ := Σ × Σu1 × Σu2 with
Σui

:= {0, 1}, such that the projection of t′ on Σ is t and the projection of t′ on Σui
is a tree

tui
with σtui

(w) = 1 iff w = ui for i = 1, 2.
It is easy to construct Büchi automata over Σ′ with the following properties in O(|A|)

time.
An automaton Anodes which accepts t′ iff t′ = t(u1, u2) and u1 ⊥ u2.
An automaton Aq,q1,q2 which accepts t′ iff t′ = t(u1, u2) and there exists a computation
φ ∈ ACC(Aq, t) with φ(u1) = q1, φ(u2) = q2 and φ visits an accepting state on both
paths from the root to u1 and from the root to u2.
An automaton ALf,q which accepts t′ iff t′ = t(u1, u2) and there exists a computation
φ ∈ ACC(Af , t) such that φ(u1) = f and φ(u2) = q.
An automaton ARf,q which accepts t′ iff t′ = t(u1, u2) and there exists a computation
φ ∈ ACC(Af , t) such that φ(u1) = q and φ(u2) = f .

By Lemma 38, A has a realizable branching pattern iff there exists a realizable branching
pattern over (Q, f), τM : Q → Q, (q1, q2) ∈ Q×Q with |Q| ≤ 2. For each such branching
pattern we define:

LM := L(Anodes) ∩ ∩
(p,p1,p2)|p∈Q,τM (p)=(p1,p2)

L(Ap,p1,p2) ∩ L(ALf,q1
) ∩ L(ARf,q2

)

By construction of the automata we have that the branching pattern M is realizable iff
LM 6= ∅. This could be verified in polynomial time in |QA|, as this is an intersection of at
most five Büchi tree languages. Since the number of such patterns is polynomial in |QA| we
obtain a polynomial time algorithm.

8 Conclusion and Further Results

We proved that the degree of ambiguity of Büchi automata on infinite trees is in PTIME.
The Büchi acceptance conditions on trees are less expressive than parity, Rabin, Street and
Muller conditions. Unfortunately, we have

I Proposition 39.
The problems of deciding whether a parity tree automaton is not unambiguous/boundedly
ambiguous/finitely ambiguous are co-NP complete
The problem of deciding weather a parity tree automaton is not countably ambiguous is
co-NP hard.

FSTTCS 2019
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It is still unknown if the problem of deciding weather a parity tree automaton is not countably
ambiguous is in co-NP, although we believe it is indeed the case.

The degree of ambiguity of a regular language is defined in a natural way. E.g., a language
is k-ambiguous if it is accepted by a k-ambiguous automaton and no k − 1-ambiguous
automaton accepts it. Over finite words and finite trees every regular language is accepted
by a deterministic automaton. Over ω-words every regular language is accepted by an
unambiguous automaton [1]. Over infinite tree there are ambiguous languages [3]. We can
show that over infinite trees there is a hierarchy of degrees of ambiguity [11]:

I Proposition 40. There are k-ambiguous languages for every k ∈ N. There are finitely,
countably and uncountable ambiguous languages.

We plan to investigate whether the degree of ambiguity of infinite tree language is decidable.

References
1 André Arnold. Rational omega-Languages are Non-Ambiguous. Theor. Comput. Sci., 26:221–

223, September 1983. doi:10.1016/0304-3975(83)90086-5.
2 Vince Bárány, Łukasz Kaiser, and Alex Rabinovich. Expressing cardinality quantifiers in

monadic second-order logic over trees. Fundamenta Informaticae, 100(1-4):1–17, 2010.
3 Arnaud Carayol, Christof Löding, Damian Niwinski, and Igor Walukiewicz. Choice functions

and well-orderings over the infinite binary tree. Open Mathematics, 8(4):662–682, 2010.
4 Thomas Colcombet. Unambiguity in automata theory. In International Workshop on Descrip-

tional Complexity of Formal Systems, pages 3–18. Springer, 2015.
5 Yo-Sub Han, Arto Salomaa, and Kai Salomaa. Ambiguity, nondeterminism and state complexity

of finite automata. Acta Cybernetica, 23(1):141–157, 2017.
6 Ernst Leiss. Succinct representation of regular languages by Boolean automata. Theoretical

computer science, 13(3):323–330, 1981.
7 Hing Leung. Descriptional complexity of NFA of different ambiguity. International Journal of

Foundations of Computer Science, 16(05):975–984, 2005.
8 Christof Löding and Anton Pirogov. On Finitely Ambiguous Büchi Automata. In Developments

in Language Theory - 22nd International Conference, DLT 2018, Tokyo, Japan, September
10-14, 2018, Proceedings, pages 503–515, 2018. doi:10.1007/978-3-319-98654-8_41.

9 Dominique Perrin and Jean-Éric Pin. Infinite words: automata, semigroups, logic and games,
volume 141. Academic Press, 2004.

10 Alexander Rabinovich. Complementation of Finitely Ambiguous Büchi Automata. In Interna-
tional Conference on Developments in Language Theory, pages 541–552. Springer, 2018.

11 Alexander Rabinovich and Doron Tiferet. Degree of Ambiguity for Tree Automata and Tree
Languages, forthcoming.

12 Helmut Seidl. On the finite degree of ambiguity of finite tree automata. Acta Informatica,
26(6):527–542, 1989.

13 Wolfgang Thomas. Automata on infinite objects. In Formal Models and Semantics, pages
133–191. Elsevier, 1990.

14 Andreas Weber and Helmut Seidl. On the degree of ambiguity of finite automata. Theoretical
Computer Science, 88(2):325–349, 1991.

https://doi.org/10.1016/0304-3975(83)90086-5
https://doi.org/10.1007/978-3-319-98654-8_41


Regular Separability and Intersection Emptiness
Are Independent Problems
Ramanathan S. Thinniyam
Max Planck Institute for Software Systems (MPI-SWS), Germany
thinniyam@mpi-sws.org

Georg Zetzsche
Max Planck Institute for Software Systems (MPI-SWS), Germany
georg@mpi-sws.org

Abstract
The problem of regular separability asks, given two languages K and L, whether there exists a regular
language S that includes K and is disjoint from L. This problem becomes interesting when the input
languages K and L are drawn from language classes beyond the regular languages. For such classes,
a mild and useful assumption is that they are full trios, i.e. closed under rational transductions.

All the results on regular separability for full trios obtained so far exhibited a noteworthy
correspondence with the intersection emptiness problem: In each case, regular separability is
decidable if and only if intersection emptiness is decidable. This raises the question whether for full
trios, regular separability can be reduced to intersection emptiness or vice-versa.

We present counterexamples showing that neither of the two problems can be reduced to the
other. More specifically, we describe full trios C1, D1, C2, D2 such that (i) intersection emptiness
is decidable for C1 and D1, but regular separability is undecidable for C1 and D1 and (ii) regular
separability is decidable for C2 and D2, but intersection emptiness is undecidable for C2 and D2.
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1 Introduction

The intersection emptiness problem for language classes C and D asks for two given languages
K from C and L from D, whether K ∩ L = ∅. If C and D are language classes associated
with classes of infinite-state systems, then intersection emptiness corresponds to verifying
safety properties in concurrent systems where one system of C communicates with a system
of D via messages or shared memory [6]. The question of separability is to decide whether
two given languages are not only disjoint, but whether there exists a finite, easily verifiable,
certificate for disjointness (and thus for safety). Specifically, the S separability problem for a
fixed class S of separators and language classes C and D asks, for given languages K from C
and L from D, whether there exists a language S ∈ S with K ⊆ S and S ∩ L = ∅.

There is extensive literature dealing with the separability problem, with a range of
different separators considered. One line of work concerns separability of regular languages by
separators from a variety 1 of regular languages. Here, the investigation began with a more
general problem, computing pointlikes (equivalently, the covering problem) [2, 20, 38], but

1 By which we mean the algebraic notion.
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later also concentrated on separability (e.g. [32, 33, 34, 35, 36, 37]). Moreover, separability
has been studied for regular tree languages, where separators are either piecewise testable tree
languages [21] or languages of deterministic tree-walking automata [5]. For non-regular input
languages, separability has been investigated with piecewise testable languages (PTL) [11]
and generalizations thereof [42] as separators. Separability of subsets of trace monoids [7]
and commutative monoids [9] by recognizable subsets has been studied as well.

A natural choice for the separators is the class of regular languages. On the one hand, they
have relatively high separation power and on the other hand, it is usually verifiable whether a
given regular language is in fact a separator. For instance, they generalize piecewise testable
languages but are less powerful than context-free languages (CFL). Since the intersection
problem for CFL is undecidable, it is not easy to check if a given candidate CFL is a separator.

This has motivated a recent research effort to understand for which language classes C,D
regular separability is decidable [29, 9, 8]. An early result was that regular separability is
undecidable for CFL (by this we mean that both input languages are context-free) [39, 25].
This was recently strengthened to undecidability already for visibly pushdown languages [28]
and one-counter languages [29]. On the positive side, it was shown that regular separability
is decidable for several subclasses of vector addition systems (VASS): for one-dimensional
VASS [29], for commutative VASS languages [9], and for Parikh automata (equivalently,
Z-VASS) [8]. Moreover, it is decidable for languages of well-structured transition systems [10].
Furthermore, decidability still holds in many of these cases if one of the inputs is a general
VASS language [12]. However, if both inputs are VASS languages, decidability of regular
separability remains a challenging open problem.

Of course, if one of the input languages is regular, checking regular separability degenerates
into checking intersection with a regular language. Thus, the problem becomes interesting
when both input languages are non-regular. Many language classes beyond the regular
languages constitute full trios, meaning that they are closed under rational transductions.
This is typically the case for classes that originate from non-deterministic infinite-state
systems [16] and from various types of grammars [16, 13].

In the case of full trios, the available results exhibit a striking correspondence between
regular separability and the intersection problem: Wherever decidability of regular separa-
bility has been clarified for a full trio, it is decidable if and only if intersection is decidable.
Of the abovementioned languages classes, the context-free languages [3], languages of (one-
dimensional) VASS [22], one-counter automata [3], Parikh automata [27], and well-structured
transition systems [18] each constitute a full trio (visibly pushdown languages and commuta-
tive VASS languages do not form full trios). In fact, in the case of well-structured transition
systems, it even turned out that two languages are regular-separable if and only if they are
disjoint [10]. Moreover, deciding regular separability usually involves non-trivial refinements
of the methods for deciding intersection. Without the restriction of being a full trio, there
is an example of a language class where the intersection problem is decidable, but regular
separability is not: the visibly pushdown languages for a fixed alphabet partition [28].

In light of these observations, there was a growing interest in whether there is a deeper
connection between regular separability and intersection emptiness in the case of full trios. In
other words: Is regular separability just intersection emptiness in disguise? It is conceivable
that for full trios, regular separability and intersection emptiness are mutually reducible.
An equivalence in this spirit already exists for separability by PTL: For full trios C and D,
separability by PTL for C and D is decidable if and only if the simultaneous unboundedness
problem is decidable for C and for D [11]. These two problems, in turn, are equivalent to
computing downward closures [41]. A further analogous equivalence is that full trios are
closed under intersection if and only if they are closed under the shuffle operator [19].
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Contribution. We show that regular separability and intersection emptiness are independent
problems for full trios: Each problem can be decidable while the other is undecidable.
Specifically, we present full trios C1, D1, C2, D2, so that (i) for C1 and D1, regular separability
is undecidable, but intersection emptiness is decidable and (ii) for C2 and D2, regular
separability is decidable, but intersection emptiness is undecidable. Some of these classes
have been studied before (such as the higher-order pushdown languages), but some have
not (to the best of our knowledge). However, they are all natural in the sense that they
are defined in terms of machine models and have decidable emptiness and membership
problems. We introduce two new classes defined by counter systems that accept based on
certain numerical predicates. These predicates are specified either using reset vector addition
systems or higher-order pushdown automata.

2 Preliminaries

We use Σ (sometimes Γ) to denote a finite set of letters and Σ∗ to denote the set of finite
strings (aka words) over the alphabet Σ. To distinguish between expressions over natural
numbers and expressions involving words, we use typewriter font to denote letters, e.g. a, 0,
1, etc. For example, 0n is the word consisting of an n-fold repetition of the letter 0, whereas
0n is the number zero. The empty string is denoted ε. If S ⊆ N we write aS for the set
{an | n ∈ S} ⊆ a∗ and 2S for the set {2n | n ∈ S} ⊆ N.

We define the map ν : {0, 1}∗ → N which takes every word to the number which it denotes
in binary representation: We define ν(ε) = 0 and ν(w1) = 2 · ν(w) + 1 and ν(w0) = 2 · ν(w)
for w ∈ {0, 1}∗. For example, ν(110) = 6. Often we are only concerned with words of the
form {0} ∪ 1{0, 1}∗. For subsets L ⊆ {0, 1}∗, we define ν(L) = {ν(w) | w ∈ L}.

Languages are denoted by L,L′,K etc. and the language of a machine M is denoted by
L(M). Classes of languages are denoted by C, D, etc.

I Definition 2.1. An asynchronous transducer T is a tuple T = (Q,Γ,Σ, E, q0, F ) with a
set of finite states Q, finite output alphabet Γ, finite input alphabet Σ, a finite set of edges
E ⊆ Q×Γ∗×Σ∗×Q, initial state q0 ∈ Q and set of final states F ⊆ Q. We write p v|u−−→ q if
(p, v, u, q) ∈ E and the machine reads u in state p, outputs v and moves to state q. We also
write p w|w′−−−→

∗
q if there are states q0, q1, . . . , qn and words u1, u2, . . . , un, v1, v2, . . . , vn such

that p = q0, q = qn, w′ = u1u2 · · ·un, w = v1v2 · · · vn and qi
vi|ui−−−→ qi+1 for all 0 ≤ i ≤ n.

The transduction T ⊆ Γ∗ × Σ∗ generated by the transducer T is the set of tuples
(v, u) ∈ Γ∗ × Σ∗ such that q0

v|u−−→
∗

qf for some qf ∈ F . Given a language L ⊆ Σ∗, we define
TL := {v ∈ Γ∗ | ∃u ∈ L (v, u) ∈ T}. A transduction T ⊆ Γ∗×Σ∗ is rational if it is generated
by some asynchronous transducer.

A language is a subset of Γ∗ for some alphabet Γ. A language class is a collection
of languages, together with some way to finitely represent these languages, for example
using machine models or grammars. We call a language class a full trio if it is effectively
closed under rational transductions. This means, given a representation of L in C and an
asynchronous transducer for T ⊆ Γ∗×Σ∗, the language TL belongs to C and one can compute
a representation of TL in C.

The following equivalent definition of full trios is well known (see Berstel [3]):

I Lemma 2.2. A language class is closed under rational transductions if and only if it
is effectively closed under (i) homomorphic image, (ii) inverse homomorphic image, and
(iii) intersection with regular languages.
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We are interested in decision problems where the representation of a language L (or
possibly multiple languages) is the input. In particular, we study the following problems.

I Problem 2.3 (Intersection Emptiness). For languages classes C1 and C2, the intersection
emptiness problem, briefly IE(C1, C2), is defined as follows:
Input: Languages L1 from C1 and L2 from C2.
Question: Is L1 ∩ L2 empty?

I Problem 2.4 (Regular Separability). For languages classes C1 and C2, the regular separability
problem, briefly RS(C1, C2), is defined as follows:
Input: Languages L1 from C1 and L2 from C2.
Question: Is there a regular language R such that L1 ⊆ R and L2 ∩R = ∅?
We will write L|K to denote that L and K are regular-separable.

I Problem 2.5 (Emptiness). The emptiness problem for a language class C, briefly Empty(C),
is defined as:
Input: A language L from C.
Question: Is L = ∅, i.e. is L empty?

I Problem 2.6 (Infinity). The infinity problem for a language class C, briefly Inf(C), is defined
as:
Input: A language L from C.
Question: Does L contain infinitely many words?

3 Incrementing automata

The counterexamples we construct are defined using special kinds of automata that can
only increment a counter, which we will define formally below. The acceptance condition
requires that the counter value satisfies a specific numerical predicate, in addition to reaching
a final state. By a predicate class, we mean a class P of predicates over natural numbers
(i.e. subsets P ⊆ N) such that there is a way to finitely describe the members of P. As an
example, if C is a language class, then a subset S ⊆ N is a pseudo-C predicate if S = ν(L)
for some L ∈ C and L ⊆ {0, 1}∗. Now the class of all pseudo-C predicates constitutes a
predicate class, because a pseudo-C predicate can be described using the finite description of
a language in C. The class of all pseudo-C predicates is denoted pseudoC.

I Definition 3.1. Let P be a predicate class. An incrementing automaton over P is a
five-tuple M = (Q,Σ, E, q0, F ) where Q is a finite set of states, Σ is its input alphabet,
E ⊆ Q× Σ∗ × {0, 1} ×Q a finite set of edges, q0 ∈ Q an initial state and F is a finite set of
acceptance pairs (q, P ) where q ∈ Q is a state and P belongs to P .

A configuration of M is a pair (q, n) ∈ Q × N. For two configurations (q, n), (q′, n′),
we write (q, n) w−→ (q′, n′) if there are configurations (q1, n1), . . . , (q`, n`) with q1 = q and
q` = q′ and edges (qi, wi,mi, qi+1) with ni+1 = ni +mi for 1 ≤ i < ` and w = w1 · · ·w`. The
language accepted byM is

L(M) = {w ∈ Σ∗ | (q0, 0) w−→ (q,m) for some (q, P ) in F with m ∈ P}.

The collection of all languages accepted by incrementing automata over P is denoted I(P).

It turns out that even with no further assumptions on the predicate class P , the language
class I(P) has some nice closure properties.
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I Lemma 3.2. Let P be a predicate class. The languages of incrementing automata over P
are precisely the finite unions of languages of the form TaP where P ∈ P and T ⊆ Σ∗×{a}∗
is a rational transduction. In particular, the class of languages accepted by incrementing
automata over P is a full trio.

Proof. For every accepting pair (q, P ) ofM, we construct a transducer Tq,P , which has the
same set of states asM, accepting state set {q} and for each edge (q′, w,m, q′′) ofM the
transducer reads a if m = 1 or ε if m = 0 and outputs w. Then L(M) is the finite union of
all Tq,P (aP ).

Conversely, since the languages accepted by incrementing automata over P are clearly
closed under union, it suffices to show that TaP is accepted by an incrementing automaton
over P. We may assume that T is given by a transducer in which every edge is of the form
(q, w, am, q′) with m ∈ {0, 1}. Let M have the same state set as T and turn every edge
(q, w, am, q′) into an edge (q, w,m, q′) forM. Finally, for every final state q of T , we giveM
an accepting pair (q, P ). Then clearly L(M) = TaP .

This implies that the class of incrementing automata over P is a full trio: If L ⊆ Σ∗ is
accepted by a incrementing automata over P, then we can write L = T1aP1 ∪ · · · ∪ T`aP`
with T1, . . . , T` ⊆ Σ∗ × a∗. If T ⊆ Γ∗ ×Σ∗ is a rational transduction, then TL = (TT1)aP1 ∪
· · · ∪ (TT`)aP` and since TTi is again a rational transduction for 1 ≤ i ≤ `, the lanuage TL
is accepted by some incrementing automaton over P. J

It is obvious that the class I(P) does not always have a decidable emptiness problem:
Emptiness is decidable for I(P) if and only if it is decidable whether a given predicate from P
intersects a given arithmetic progression, i.e. given P andm,n ∈ N, whether (m+nN)∩P 6= ∅.
For all the predicate classes P we consider, emptiness for I(P) will always be decidable.

4 Decidable Intersection and Undecidable Regular Separability

In this section, we present a language class C so that the intersection emptiness problem
IE(C, C) is decidable for C, but the regular separability problem RS(C, C) is undecidable for C.
The definition of C is based on reset vector addition systems.

Reset Vector Addition Systems. A reset vector addition system (reset VASS) is a tuple
V = (Q,Σ, n, E, q0, F ), where Q is a finite set of states, Σ is its finite input alphabet, n ∈ N
is its number of counters, E ⊆ Q × Σ∗ × {1, . . . , n} × {0, 1,−1, r} × Q is a finite set of
edges, q0 ∈ Q is its initial state, and F ⊆ Q is its set of final states. A configuration of V
is a tuple (q,m1, . . . ,mn) where q ∈ Q and m1, . . . ,mn ∈ N. We write (q,m1, . . . ,mn) w−→
(q′,m′1, . . . ,m′n) if there is an edge (q, w, k, x, q′) such that for every j 6= k, we have m′j = mj

and
if x ∈ {−1, 0, 1}, then m′k = mk + x,
if x = r, then m′k = 0.

If there are configurations c1, . . . , c` and words w1, . . . , w`−1 with ci
wi−→ ci+1 for 1 ≤ i < `,

and w = w1 · · ·w`, then we also write c1
w−→ c`. The language accepted by V is defined as

L(V) = {w ∈ Σ∗ | (q0, 0, . . . , 0) w−→ (q,m1, . . . ,mn) for some q ∈ F and m1, . . . ,mn ∈ N}.

The class of languages accepted by reset VASS is denoted R.
Our language class will be I(pseudoR), i.e. incrementing automata with access to predi-

cates of the form ν(L) where L ⊆ {0, 1}∗ is the language of a reset VASS.
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I Theorem 4.1. RS(I(pseudoR), I(pseudoR)) is undecidable and
IE(I(pseudoR), I(pseudoR)) is decidable.

Note that I(pseudoR) is a full trio (Lemma 3.2) and since intersection is decidable, in
particular its emptiness problem is decidable: For L ⊆ Σ∗, one has L ∩ Σ∗ = ∅ if and only if
L = ∅. Moreover, note that we could not have chosen R as our example class: Since reset
VASS are well-structured transition systems, regular separability is decidable for them [10].

Before we begin with the proof of Theorem 4.1, let us mention that instead of R, we could
have chosen any language class D, for which (i) D is closed under rational transductions,
(ii) D is closed under intersection, (iii) Empty(D) is decidable and (iv) Inf(D) is undecidable.
For example, we could have also used lossy channel systems instead of reset VASS.

We now recall some results regarding R from literature.

I Lemma 4.2. Emptiness is decidable for R.

The lemma follows from the fact that reset VASS are well-structured transition systems [14],
for which the coverability problem is decidable [1, 17] and the fact that a reset VASS has a
non-empty language if and only if a particular configuration is coverable.

The following can be shown using standard product constructions, please see the full
version [40].

I Lemma 4.3. R is closed under rational transductions, union, and intersection.

We now show that regular separability is undecidable for I(pseudoR). We do this using
a reduction from the infinity problem for R, whose undecidability is an easy consequence of
the undecidability of boundedness of reset VASS.

The boundedness problem for reset VASS is defined below and was shown to be undecid-
able by Dufourd, Finkel, and Schnoebelen [14] (and a simple and more general proof was
given by Mayr [30]). A configuration (q, x1, . . . , xn) is reachable if there is a w ∈ Σ∗ with
(q0, 0, . . . , 0) w−→ (q, x1, . . . , xn). A reset VASS V is called bounded if there is a B ∈ N such
that for every reachable (q, x1, . . . , xn), we have x1 + · · ·+ xn ≤ B. Hence, the boundedness
problem is the following.
Input: A reset VASS V.
Question: Is V bounded?

I Lemma 4.4. The infinity problem for R is undecidable.

Proof. From an input reset VASS V = (Q,Σ, n, E, q0, F ), we construct a reset VASS V ′ over
the alphabet Σ′ = {a} as follows. In every edge of V, we replace the input word by the
empty word ε. Moreover, we add a fresh state s, which is the only final state of V ′. Then, we
add an edge (q, ε, 1, 0, s) for every state q of V . Finally, we add a loop (s, a, i,−1, s) for every
i ∈ {1, . . . , n}. This means V ′ simulates a computation of V (but disregarding the input)
and can spontaneously jump into the state s, from where it can decrement counters. Each
time it decrements a counter in s, it reads an a from the input. Thus, clearly, L(V ′) ⊆ a∗.
Moreover, we have am ∈ L(V ′) if and only if there is a reachable configuration (q, x1, . . . , xn)
of V with x1 + · · ·+ xn ≥ m. Thus, L(V ′) is finite if and only if V is bounded. J

Note that infinity is already undecidable for languages that are subsets of 10∗. This is
because given L from R, a rational transduction yields L′ = {10|w| | w ∈ L} and L′ is infinite
if and only if L is.

Our reduction from the infinity problem works because the input languages have a
particular shape, for which regular separability has a simple characterization.
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I Lemma 4.5. Let S0, S1 ⊆ N and N \ 2N ⊆ S1. Then aS0 and aS1 are regular-separable if
and only if S0 is finite and disjoint from S1.

Proof. If S0 is finite and disjoint from S1, then clearly aS0 is a regular separator. For
the “only if” direction, consider any infinite regular language R ⊆ a∗. It has to include
an arithmetic progession, meaning that there exist m,n ∈ N with am+nN ⊆ R. Hence, for
sufficiently large `, the language {ax | 2` < x < 2`+1} ⊆ S1 must intersect with R. In other
words, no infinite R can be a regular separator of aS0 and aS1 i.e. S0 must be finite (and
disjoint from S1). J

I Lemma 4.6. Regular separability is undecidable for I(pseudoR).

Proof. We reduce the infinity problem for R (which is undecidable by Lemma 4.4) to regular
separability in I(pseudoR). Suppose we are given L from R. Since R is effectively closed
under rational transductions, we also have K = {10|w| | w ∈ L} in R. Note that K is infinite
if and only if L is infinite. Then ν(K) ⊆ 2N and K1 := aν(K) belongs to I(pseudoR). Let
K2 = aN\2N = aν(1{0,1}∗1{0,1}∗), which also belongs to I(pseudoR), because 1{0, 1}∗1{0, 1}∗
is regular and thus a member of R.

By Lemma 4.4, K1 and K2 are regular-separable if and only if K1 is finite and disjoint
from K2. Since K1 ∩K2 = ∅ by construction, we have regular separability if and only if K1
is finite, which happens if and only if K is finite. J

For Theorem 4.1, it remains to show that intersection is decidable for I(pseudoR). We
do this by expressing intersection non-emptiness in the logic Σ+

1 (N,+,≤, 1, pseudoR), which
is the positive Σ1 fragment of Presburger arithmetic extended with pseudo-R predicates.
Moreover, we show that this logic has a decidable truth problem.

We begin with some notions from first-order logic (please see [15] for syntax and semantics
of first-order logic). First-order formulae will be denoted by φ(x̄), ψ(y) etc. where x̄ is a
tuple of (possibly superset of the) free variables and y is a single free variable. For a formula
φ(x̄), we denote by Jφ(x̄)K the set of its solutions (in our case, the domain is N).

Our decision procedure for Σ+
1 (N,+,≤, 1, pseudoR) is essentially the same as the procedure

to decide the first-order theory of automatic structures [4], except that instead of regular
languages, we use R. For w̄ = (w1, w2, . . . , wk) ∈ (Σ∗)k, the convolution w1 ⊗ w2 ⊗ . . .⊗ wk
is a word over the alphabet (Σ ∪ {�})k where � is a padding symbol not present in Σ. If
wi = wi1wi2 . . . wimi and m = max{m1,m2, . . . ,mk} then

w1 ⊗ w2 ⊗ . . .⊗ wk :=


w′11
w′21
...

w′k1

 . . .

w′1m
w′2m
...

w′km

 ∈ ((Σ ∪ {�})k)∗

where w′i1 · · ·w′im = �m−miwi for 1 ≤ i ≤ k. We say that a k-ary (arithmetic) relation R ⊆
Nk is a pseudo-R relation if the set of words LR = {w1⊗w2⊗· · ·⊗wk | (ν(w1), . . . , ν(wk)) ∈
R} belongs to R. In our decision procedure for Σ+

1 (N,+,≤, 1, pseudoR), we will show
inductively that every formula defines a pseudo-R relation.
I Remark 4.7. Note that our definition of the convolution deviates from the usual one that
pads words on the right [4, 26]. This is because we want pseudo-R predicates to be pseudo-R
relations. By our definition of ν, this means the least significant bit will always be on the
right. Since we also want the ternay addition relation {(x, y, z) ∈ N3 | x + y = z} to be a
pseudo-R relation, we need to align the words in the convolution at the least significant bit
and thus pad on the left.
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Formally, we consider the theory Σ+
1 (N,+,≤, 1, pseudoR) where (N,+,≤, 1, pseudoR) is

the structure with domain N of natural numbers, the constant symbol 1 and the binary
symbols + and ≤ taking their canonical interpretations and pseudoR is a set of predicate
symbols, one for each pseudo-R predicate. By Σ+

1 we mean the fragment of first order
formulae obtained by using only the boolean operations ∧,∨ and existential quantification.

I Definition 4.8. Let Σ+
1 (N,+,≤, 1, pseudoR) be the set of first order logic formulae given

by the following grammar:

φ(x̄, ȳ, z̄) :=S(x) | t1 ≤ t2 | φ1(x̄, ȳ) ∧ φ2(x̄, z̄) | φ1(x̄, ȳ) ∨ φ2(x̄, z̄) | ∃y φ′(y, x̄)

where S is from pseudoR and t1, t2 are terms obtained from using variables, 1 and +.

I Lemma 4.9. The truth problem for Σ+
1 (N,+,≤, 1, pseudoR) is decidable.

Proof. It is clear that by introducing new existentially quantified variables, one can transform
each formula from Σ+

1 (N,+,≤, 1, pseudoR) into an equivalent formula that is generated by
the simpler grammar

φ(x̄, ȳ, z̄) :=S(x) | x+ y = z | x = 1 |
φ1(x̄, ȳ) ∧ φ2(x̄, z̄) | φ1(x̄, ȳ) ∨ φ2(x̄, z̄) | ∃y φ′(y, x̄)

We want to show that given any input sentence ψ from Σ+
1 (N,+,≤, 1, pseudoR), we can

decide if it is true or not. If the sentence has no variables, then it is trivial to decide.
Otherwise, ψ = ∃x̄ φ(x̄) for some formula φ(x̄). We claim that the solution set R = Jφ(x̄)K is
a pseudo-R relation and a reset VASS for LR can be effectively computed. Assuming the
claim, the truth of ψ reduces to the emptiness of Jφ(x̄)K or equivalently the emptiness of LR,
which is decidable by Lemma 4.2.

We prove the claim by structural induction on the defining formula φ(x̄), please see the
full version [40] for details. J

I Remark 4.10. The truth problem for Π+
1 (N,+,≤, 1, pseudoR) is undecidable by reduction

from the infinity problem for R. Given L ⊆ 10∗, let RL = ν(L) ⊆ N be the predicate
corresponding to L. Now the downward closure D := {x ∈ N | ∃y : x ≤ y ∧ RL(y)} is
definable in Σ+

1 (N,+,≤, 1, pseudoR) and therefore K := ν(D) belongs to R by the proof of
Lemma 4.9. Then the Π+

1 -sentence ∀x : RK(x) is true if and only if L is infinite.
Having established that Σ+

1 (N,+,≤, 1, pseudoR) is decidable, we are ready to show that
intersection emptiness is decidable for I(pseudoR).

I Lemma 4.11. The intersection problem is decidable for I(pseudoR).

Proof. Given L1, L2 ∈ I(pseudoR), by Lemma 3.2, we know that both L1 and L2 are finite
unions of languages of the form TaS , where S is a pseudo-R predicate. Therefore, it suffices
to decide the emptiness of intersections of the form T1aS1 ∩ T2aS2 where S1 and S2 are
pseudo-R predicates. Note that T1aS1 ∩ T2aS2 = ∅ iff T−1

2 T1aS1 ∩ aS2 = ∅. Since T−1
2 T1

is again a rational transduction, it suffices to check emptiness of languages of the form
TaS1 ∩ aS2 where T ⊆ a∗ × a∗ is a rational transduction. Notice that we can construct an
automaton A over the alphabet Σ′ = {b, c} with the same states as the transducerMT for
T and where for any transition p am|an−−−−→ q ofMT we have a transition p bmcn−−−→ q in A. It
is clear that (ax, ay) ∈ T iff there exists a word w ∈ L(A) such that w contains exactly x
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occurrences of b and y occurrences of c. Now it follows from Parikh’s theorem [31] that the
set {(x, y) ∈ N× N | (ax, ay) ∈ T} is semilinear, meaning that there are numbers n0, . . . , nk
and m0, . . . ,mk such that (ax, ay) ∈ T if and only if

∃z1∃z2 . . . ∃zk (x = n0 +
k∑
i=i

zini) ∧ (y = m0 +
k∑
i=i

zimi).

In particular, there is a formula φT (x, y) in Σ+
1 (N,+,≤, 1, pseudoR) such that (ax, ay) ∈ T if

and only if φT (x, y) is satisfied. We can now write a formula φ2(x) in Σ+
1 (N,+,≤, 1, pseudoR)

such that φ2(x) is satisfied if and only if ax ∈ TaS2 :

φ2(x) := ∃y
(
φT (x, y) ∧ S2(y)

)
In the same way, the formula φ1(x) := S1(x) defines aS1 . Now set φ = ∃x

(
φ1(x) ∧ φ2(x)

)
.

Then φ is true if and only if TaS2 ∩ aS1 6= ∅. Decidability of IE(I(pseudoR), I(pseudoR))
follows from Lemma 4.9. J

5 Decidable Regular Separability and Undecidable Intersection

In this section, we present language classes C and D so that IE(C,D) is undecidable, but
RS(C,D) is decidable. These classes are constructed using higher-order pushdown automata,
which we define first.

We follow the definition of [23]. Higher-order pushdown automata are a generalization of
pushdown automata where instead of manipulating a stack, one can manipulate a stack of
stacks (order-2), a stack of stacks of stacks (order-3), etc. Therefore, we begin by defining
these higher-order stacks. While for ordinary (i.e. order-1) pushdown automata, stacks are
words over the stack alphabet Γ, order-(k + 1) stacks are sequences of order-k stacks. Let Γ
be an alphabet and k ∈ N. The set of order-k stacks SΓ

k is inductively defined as follows:

SΓ
0 = Γ, SΓ

k+1 = {[s1 · · · sm]k+1 | m ≥ 1, s1, . . . , sm ∈ SΓ
k }.

For a word v ∈ Γ+, the stack [· · · [[v]1]2 · · · ]k is also denoted JvKk. The function top yields the
topmost symbol from Γ. This means, we have top([s1 · · · sm]1) = sm and top([s1 · · · sm]k) =
top(sm) for k > 1.

Higher-order pushdown automata operate on higher-order stacks by way of instructions.
For the stack alphabet Γ and for order-k stacks, we have the instruction set IΓ

k = {pushi, popi |
1 ≤ i ≤ k} ∪ {rewγ | γ ∈ Γ}. These instructions act on SΓ

k as follows:

[s1 · · · sm]1 · rewγ = [s1 · · · sm−1γ]1
[s1 · · · sm]k · rewγ = [s1 · · · sm−1(sm · rewγ)]k if k > 1
[s1 · · · sm]i · pushi = [s1 · · · smsm]i
[s1 · · · sm]k · pushi = [s1 · · · sm (sm · pushi)]k if k > i

[s1 · · · sm]i · popi = [s1 · · · sm−1]i if m ≥ 2
[s1 · · · sm]k · popi = [s1 · · · sm−1 (sm · popi)]k if k > i

and in all other cases, the result is undefined. For a word w ∈ (IΓ
k )∗ and a stack s ∈ SΓ

k , the
stack s · w is defined inductively by s · ε = s and s · (wx) = (s · w) · x for x ∈ IΓ

k .
An (order-k) higher-order pushdown automaton (short HOPA) is a tuple

A = (Q,Σ,Γ,⊥, E, q0, F ), where Q is a finite set of states, Σ is its input alphabet, Γ is its
stack alphabet, ⊥ ∈ Γ is its stack bottom symbol, E is a finite subset of Q×Σ∗×Γ× (IΓ

k )∗×Q

FSTTCS 2019



51:10 Regular Separability and Intersection Emptiness Are Independent Problems

whose elements are called edges, q0 ∈ Q is its initial state, and F ⊆ Q is its set of final
states. A configuration is a pair (q, s) ∈ Q× SΓ

k . When drawing a higher-order pushdown
automaton, an edge (q, u, γ, v, q′) is represented by an arc q u|γ|v−−−→ q′. An arc q u|v−−→ q′ means
that for each γ ∈ Γ, there is an edge (q, u, γ, v, q′).

For configurations (q, s), (q′, s′) and a word u ∈ Σ∗, we write (q, s) u−→A (q′, s′) if there
are edges (q1, u1, γ1, v1, q2), (q2, u2, γ2, v2, q3), . . . , (qn−1, un−1, γn−1, vn−1, qn) in E and stacks
s1, . . . , sn ∈ SΓ

k with top(si) = γi and si ·vi = si+1 for 1 ≤ i ≤ n−1 such that (q, s) = (q1, s1)
and (q′, s′) = (qn, sn) and u = u1 · · ·un. The language accepted by A is defined as

L(A) = {w ∈ Σ∗ | (q0, J⊥Kk) w−→A (q, s) for some q ∈ F and s ∈ SΓ
k }.

The languages accepted by order-k pushdown automata are called order-k pushdown languages.
By H, we denote the class of languages accepted by an order-k pushdown automaton for
some k ∈ N. In our example of classes with decidable regular separability and undecidable
intersection, one of the two classes is H. The other class will again be defined using
incrementing automata.

I Definition 5.1. Let C be a language class. A predicate P ⊆ N is a power-C predicate if
P = N \ 2N ∪ {2ν(w) | w ∈ L} for some language L from C. The class of power-C predicates
is denoted powerC.

Our example of classes with decidable regular separability but undecidable intersection is
H on the one hand and I(powerH) on the other hand. It is well-known that H is a full trio
(see, e.g., [16]). Moreover, I(powerH) is a full trio according to Lemma 3.2.

I Theorem 5.2. RS(H, I(powerH)) is decidable, whereas IE(H, I(powerH)) is undecidable.

Note that decidable regular separability implies that I(powerH) has a decidable emptiness
problem: For L ⊆ Σ∗, one has Σ∗|L if and only if L = ∅. Moreover, note that we could not
have chosen H as our counterexample, because regular separability is undecidable for H
(already for context-free languages) [39, 25].

For showing Theorem 5.2, we rely on two ingredients. The first is that infinity is
decidable for higher-order pushdown languages. This is a direct consequence of a result of
Hague, Kochems and Ong [23], showing that the more general simultaneous unboundedness
problem [41] and diagonal problem [11] are decidable for higher-order pushdown automata.

I Lemma 5.3 ([23]). Inf(H) is decidable.

The other ingredient is that turning binary representations into unary ones can be
achieved in higher-order pushdown automata.

I Lemma 5.4. If L ⊆ {0, 1}∗ is an order-k pushdown language, then L′ = {10ν(w) | w ∈ L}
is an order-(k + 2) pushdown language.

Proof. Let A be an order-k HOPA accepting L ⊆ {0, 1}∗. We construct an order-(k + 2)
HOPA A′ for L′. We may clearly assume that A has only one final state qf . The following
diagram describes A′:

q′0 q0 qf p q′f
1|pushk+2rew#pushk+1rew⊥ ε|popk+1

ε|0|popk+1pushk+2

0|1|popk+1pushk+2

ε|#|popk+2

ε|⊥′|ε
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The HOPA A′ starts in the configuration (q′0, J⊥′Kk+2) and in moving to q0, it reads 1 and
goes to (q0, [J⊥′Kk+1[J#KkJ⊥Kk]k+1]k+2). In the part in the dashed rectangle, A′ simulates
A. However, instead of reading an input symbol a ∈ {0, 1}, A stores that symbol on the
stack. In order not to interfere with the simulation of A, this is done by copying the order-k
stack used by A and storing a in the copy below. This is achieved as follows. For every edge
p
a|γ|v−−−→ q with v ∈ (IΓ

k )∗, A′ instead has an edge

p q
ε|γ|push1rewapushk+1pop1v

This pushes the input symbol a on the (topmost order-k) stack, makes a copy of the topmost
order-k stack, removes the a from this fresh copy, and then excutes v. Edges p ε|γ|v−−−→ (i.e.
ones that read ε from the input) are kept.

When A′ arrives in qf , it has a stack [J⊥′Kk+1[J#Kks1 · · · sms]k+1]k+2, where s is the
order-k stack reached in the computation of A, and s1, . . . , sm store the input word w ∈ Σ∗
read by A, meaning top(s1) · · · top(sm) = w. When moving to p, A′ removes s so as to obtain
[J⊥′Kk+1[J#Kks1 · · · sm]k+1]k+2 as a stack.

In p, A′ reads the input word 0ν(w) as follows. While in p, the stack always has the form

t = [J⊥′Kk+1t1 · · · t`]k+2, (1)

where each ti is an order-(k+ 1) stack of the form [J#Kks1 · · · sm]k+1 for some order-k stacks
s1, . . . , sm ∈ SΓ

k . To formulate an invariant that holds in state p, we define a function µ on
the stacks as in (1). First, if ti = [J#Kks1 · · · sm]k+1, then let µ(ti) = ν(top(s1) · · · top(sm)).
Next, let µ(t) = µ(t1) + · · ·+ µ(t`). It is not hard to see that the loops on p preserve the
following invariant: If 0r is the input word read from configuration (p, t) to (p, t′), then

µ(t) = r + µ(t′). To see this, consider a one step transition (p, t)
ε|0|popk+1pushk+2−−−−−−−−−−−→ (p, t′). If

t = [J⊥′Kk+1t1 · · · t`]k+2 = [J⊥′Kk+1t1 · · · t`−1[J#Kks1 · · · sm]k+1]k+2

then

t′ = [J⊥′Kk+1t1 · · · t`−1[J#Kks1 · · · sm−1]k+1[J#Kks1 · · · sm−1]k+1]k+2.

If w = top(s1) . . . top(sm) then w = w′0 where w′ = top(s1) · · · top(sm−1) since we popped
sm off the stack. Moreover,

µ(t′) =
`−1∑
i=1

µ(ti) + 2ν(w′) =
`−1∑
i=1

µ(ti) + ν(w) = µ(t)

Similarly we see that if the transition taken is 0|1|popk+1pushk+2 then we get µ(t) = µ(t′)+1.
By induction on the length of the run, we get µ(t) = r + µ(t′) when 0r is read.

Now observe that when A′ first arrives in p with stack t, then by construction we have
` = 1 and µ(t) = µ(t1) = ν(w). Moreover, when A′ moves on to q′f with a stack as in (1),
then ` = 0 and thus µ(t) = 0. Thus, the invariant implies that if A′ reads 0r while in p, then
r = ν(w). This means, A′ has read 10ν(w) in total.

Finally, from a stack t as in (1), A′ reaches q′f in finitely many steps, please see the full
version [40] for details. J

I Lemma 5.5. The problem IE(H, I(powerH)) is undecidable.
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Proof. We reduce intersection emptiness for context-free languages, which is well-known
to be undecidable [24], to IE(H, I(powerH)). Let K1,K2 ⊆ {0, 1}∗ be context-free. Since
K1∩K2 6= ∅ if and only if 1K1∩1K2 6= ∅ and 1Ki is context-free for i = 0, 1, we may assume
that K1,K2 ⊆ 1{0, 1}∗. This implies K1 ∩K2 6= ∅ if and only if ν(K1) ∩ ν(K2) 6= ∅.

Let P2 = N \ 2N ∪ 2ν(K2). Then P2 ⊆ N is a power-H predicate, because H includes the
context-free languages. Thus, the language L2 = {10n | n ∈ P2} belongs to I(powerH) and

L2 = {10n | n ∈ N \ 2N} ∪ {102ν(w)
| w ∈ K2}.

Moreover, let L1 := {102ν(w) | w ∈ K1}. Since L1 = {10ν(10ν(w)) | w ∈ K1} and K1 is an
order-1 pushdown language, applying Lemma 5.4 twice yields that L1 is an order-5 pushdown
language and thus belongs to H. Now clearly L1 ∩ L2 6= ∅ if and only if ν(K1) ∩ ν(K2) 6= ∅,
which is equivalent to K1 ∩K2 = ∅. J

For showing decidability of regular separability, we use the following well-known fact
(please see the full version [40] for a proof).

I Lemma 5.6. Let L =
⋃m
i=1 Li and K =

⋃n
i=1Ki. Then K|L if and only if Li|Kj for all

i ∈ {1, . . . ,m} and j ∈ {1, . . . , n}.

The last ingredient for our decision procedure is the following simple but powerful observation
from [12] (for the convenience of the reader, a proof can be found in [40]).

I Lemma 5.7. Let K ⊆ Γ∗, L ⊆ Σ∗ and T ⊆ Σ∗ × Γ∗ be a rational transduction. Then
L|TK if and only if T−1L|K.

The following now completes the proof of Theorem 5.2.

I Lemma 5.8. The problem RS(H, I(powerH)) is decidable.

Proof. Suppose we are given L1 ⊆ Σ∗ from H and L2 ⊆ Σ∗ from I(powerH). Then we can
write L2 =

⋃n
i=1 Tia

Pi , where for 1 ≤ i ≤ n, Ti ⊆ Σ∗ × a∗ is a rational transduction and
Pi ⊆ N is a power-H predicate. Since L1|L2 if and only if L1|TiaPi for every i (Lemma 5.6),
we may assume L2 = TaP for T ⊆ Σ∗ × a∗ rational and P ⊆ N a power-H predicate.
According to Lemma 5.7, L1|TaP if and only if T−1L1|aP . Since T−1 is also a rational
transduction and H is a full trio, we may assume that L1 is in H with L1 ⊆ a∗ and L2 = aP .

By Lemma 4.5, we know that L1|aP if and only if L1 is finite and disjoint from aP . We
can decide this as follows. First, using Lemma 5.3 we check whether L1 is finite. If it is not,
then we know that L1|L2 is not the case.

If L1 is finite, then we can compute a list of all words in L1: We start with F0 = ∅ and
then successively compute finite sets Fi ⊆ L1. For each i ∈ N, we check whether L1 ⊆ Fi,
which is decidable because L1 ∩ (a∗ \ Fi) is in H and emptiness is decidable for H. If
L1 6⊆ Fi, then we enumerate words in a∗ until we find am with am ∈ L1 (membership in L1
is decidable) and am /∈ Fi. Then, we set Fi+1 = Fi ∪ {am}. Since L1 is finite, this procedure
must terminate with Fi = L1. Now we have L1|aP if and only if Fi ∩ aP = ∅. The latter can
be checked because powerH predicates are decidable. J
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6 Conclusion

We have presented a language class C1 for which intersection emptiness is decidable but
regular separability is undecidable in Section 4. Similarly, in Section 5 we constructed C2,D2
for which intersection emptiness is undecidable but regular separability is decidable. All
three language classes enjoy pleasant language theoretic properties in that they are full trios
and have a decidable emptiness problem.

Let us provide some intuition on why these examples work. The underlying observation
is that intersection emptiness of two sets is insensitive to the shape of their members: If
f : X → Y is any injective map and S disjoint from the image of f , then for A,B ⊆ X, we
have A ∩ B = ∅ if and only if (f(A) ∪ S) ∩ f(B) = ∅. Regular separability, on the other
hand, is affected by such distortions: For example, if K,L ⊆ 1{0, 1}∗ are infinite, then
aN\2N ∪ a2ν(K) and a2ν(L) are never regular-separable, even if K and L are. Hence, roughly
speaking, the examples work by distorting languages (using encodings as numbers) so that
intersection emptiness is preserved, but regular separability reflects infinity of the input
languages. We apply this idea to language classes where intersection is decidable, but infinity
is not (Theorem 4.1) or the other way around (Theorem 5.2). All this suggests that regular
separability and intersection emptiness are fundamentally different problems.

Moreover, our results imply that any simple combinatorial decision problem that charac-
terizes regular separability has to be incomparable with intersection emptiness. Consider
for example the infinite intersection problem as a candidate. It asks whether two given
languages have an infinite intersection. Note that if L and K are languages from C and D,
respectively, then L ∩K 6= ∅ if and only if L#∗ and K#∗ (where # is a symbol not present
in L or K) have infinite intersection. Moreover, if C and D are full trios, then they effectively
contain L#∗ and K#∗, respectively. This implies a counterexample with decidable regular
separability and undecidable infinite intersection.

While the example from Section 4 is symmetric (meaning: the two language classes are
the same) and natural, the example in Section 5 is admittedly somewhat contrived: While
pseudo-C predicates rely on the common conversion of binary into unary representations,
power-C predicates are a bit artificial. It would be interesting if there were a simpler
symmetric example with decidable regular separability and undecidable intersection.
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