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Preface

The 11th Conference on the Theory of Quantum Computation, Communication and Crypto-
graphy was organized by the Freie Universität Berlin from the 27th to the 29th of September
2016. Quantum computation, quantum communication, and quantum cryptography are
subfields of quantum information processing, an interdisciplinary field of information science
and quantum mechanics. The TQC conference series focuses on theoretical aspects of these
subfields. The objective of the conference is to bring together researchers so that they can
interact with each other and share problems and recent discoveries.

A list of the previous editions of TQC follows:
TQC 2015, Université libre de Bruxelles, Belgium
TQC 2014, National University of Singapore, Singapore
TQC 2013, University of Guelph, Canada
TQC 2012, The University of Tokyo, Japan
TQC 2011, Universidad Complutense de Madrid, Spain
TQC 2010, University of Leeds, UK
TQC 2009, Institute for Quantum Computing, University of Waterloo, Canada
TQC 2008, University of Tokyo, Japan
TQC 2007, Nara Institute of Science and Technology, Nara, Japan
TQC 2006, NTT R&D Center, Atsugi, Kanagawa, Japan

The conference consisted of invited talks, contributed talks and a poster session. This
year, contributed talks were solicited for two tracks: Conference Track (talk + proceedings)
and Workshop Track (talk only). The accepted submissions to the Conference Track appear
in these Proceedings, while the accepted Workshop Track submissions are only listed here.
Accepted submissions for both tracks are listed in their order of submission.

The invited talks were given by Andris Ambainis (University of Latvia), Ronald Hanson
(TU Delft), Lidia del Rio (University of Bristol), Andreas Winter (Universitat Autònoma de
Barcelona).

The conference was possible thanks to generous donations from Microsoft, Raytheon
BBN Technologies, Institute for Quantum Computing, CryptoWorks21, as well as Journal of
Physics A and Quantum Science and Technology. I am deeply indebted to the members of
the Program Committee and all subreviewers for their precious contribution in reviewing the
submissions. I also wish to thank the members of the Local Organizing Committee for their
considerable efforts in organizing the conference. I would like to thank Marc Herbstritt and
Michael Wagner (Dagstuhl Publishing) for their technical help, as well as Saeid Molladavoudi
for his precious help in putting together the proceedings. Finally, I would like to thank the
members of the Steering Committee for offering me this opportunity and for their support.
And, of course, a big thank you to all contributors and participants!

August 2016 Anne Broadbent
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On the Power of Quantum Fourier Sampling
Bill Fefferman∗1 and Christopher Umans†2

1 Joint Center for Quantum Information and Computer Science, University of
Maryland, College Park, MD, USA
wjf@umd.edu

2 California Institute of Technology, Pasadena, CA, USA
umans@cms.caltech.edu

Abstract
A line of work initiated by Terhal and DiVincenzo [19] and Bremner, Jozsa, and Shepherd [6],
shows that restricted classes of quantum computation can efficiently sample from probability
distributions that cannot be exactly sampled efficiently on a classical computer, unless the PH
collapses. Aaronson and Arkhipov [3] take this further by considering a distribution that can be
sampled efficiently by linear optical quantum computation, that under two feasible conjectures,
cannot even be approximately sampled within bounded total variation distance, unless the PH
collapses.

In this work we use Quantum Fourier Sampling to construct a class of distributions that
can be sampled exactly by a quantum computer. We then argue that these distributions cannot
be approximately sampled classically, unless the PH collapses, under variants of the Aaronson-
Arkhipov conjectures.

In particular, we show a general class of quantumly sampleable distributions each of which
is based on an “Efficiently Specifiable” polynomial, for which a classical approximate sampler
implies an average-case approximation. This class of polynomials contains the Permanent but
also includes, for example, the Hamiltonian Cycle polynomial, as well as many other familiar
#P-hard polynomials.

Since our distribution likely requires the full power of universal quantum computation, while
the Aaronson-Arkhipov distribution uses only linear optical quantum computation with nonin-
teracting bosons, why is our result interesting? We can think of at least three reasons:
1. Since the conjectures required in [3] have not yet been proven, it seems worthwhile to weaken

them as much as possible. We do this in two ways, by weakening both conjectures to apply to
any “Efficiently Specifiable” polynomial, and by weakening the so-called Anti-Concentration
conjecture so that it need only hold for one distribution in a broad class of distributions.

2. Our construction can be understood without any knowledge of linear optics. While this may
be a disadvantage for experimentalists, in our opinion it results in a very clean and simple
exposition that may be more immediately accessible to computer scientists.

3. It is extremely common for quantum computations to employ “Quantum Fourier Sampling”
in the following way: first apply a classically efficient function to a uniform superposition of
inputs, then apply a Quantum Fourier Transform followed by a measurement. Our distribu-
tions are obtained in exactly this way, where the classically efficient function is related to
a (presumed) hard polynomial. Establishing rigorously a robust sense in which the central
primitive of Quantum Fourier Sampling is classically hard seems a worthwhile goal in itself.

1998 ACM Subject Classification F.1.3 Complexity Measures and Classes

Keywords and phrases Quantum Complexity Theory, Sampling Complexity

Digital Object Identifier 10.4230/LIPIcs.TQC.2016.1
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1:2 On the Power of Quantum Fourier Sampling

1 Introduction

It is a major goal of computational complexity theory to establish “quantum superiority”,
obtaining provable settings in which quantum algorithms attain speedups over classical
algorithms. Despite the importance of this endeavor, the best evidence that quantum
computers can efficiently solve decision problems outside NP comes from oracle results, see,
e.g., [1, 11, 10]. A line of work initiated by DiVincenzo and Terhal [19] and Bremner, Jozsa
and Shepherd [6] asks whether we can provide a theoretical basis for quantum superiority
by studying distribution sampling problems. Since then, there have been many other exact
sampling results, giving examples of distributions with quantum samplers, which cannot be
sampled exactly by classical randomized algorithms, see, e.g., [9, 12, 15]. These hardness
results are restrictive in that they do not hold in the approximate setting, whereby the
classical algorithm is allowed to sample from any distribution close in total variation distance
to the idealized quantum distribution.

Aaronson and Arkhipov took this a step further, by giving a distribution that can be
sampled efficiently by a restrictive form of quantum computation, that assuming the validity
of two feasible conjectures, cannot be approximately sampled classically1, unless the PH
collapses [3]. The equivalent result for decision problems, establishing BQP 6⊂ BPP unless
the PH collapses, would be a crowning achievement in quantum complexity theory. In
addition, this research has been very popular with experimentalists who hope to perform
this task, “Boson Sampling”, in their labs. Experimentally, it seems more relevent to analyze
the hardness of approximate quantum sampling, since it is unreasonable to expect that
any physical realization of a quantum computer can itself exactly sample from its idealized
distribution.

In addition to experimental motivation, it is also known that if we can find such a
quantumly sampleable distribution for which no classical approximate sampler exists, there
exists a “search” problem that can be solved by a quantum computer that cannot be solved
classically [2]. In a search problem we are given an input x ∈ {0, 1}n, and our goal is to
output an element in a nonempty set, Ax ⊆ {0, 1}poly(n) with high probability. Establishing
this separation, which is not known to follow from exact sampling hardness results, would
certainly be one of the strongest pieces of evidence to date that quantum computers can
outperform their classical counterparts.

In this work we use the same general algorithmic framework used in many quantum
algorithms, which we refer to as “Quantum Fourier Sampling”, to demonstrate the existence
of a general class of distributions that can be sampled exactly by a quantum computer. We
then argue that these distributions cannot be approximately sampled classically, unless the
PH collapses. Perhaps surprisingly, we obtain and generalize many of the same conclusions
as Aaronson and Arkhipov [3] with a completely different class of distributions.

Additionally, concurrently, and independent of us, an exciting result by Bremner, Mon-
tanaro and Shepherd [7] obtains similar quantum “approximate sampling” results under
related but different conjectures. While our construction has the advantage of a broader
class of hardness conjectures, their distribution can be sampled by a class of commuting
quantum computations known as Instantaneous Quantum Polynomial time, or IQP. This
is an advantage of their result, since our quantum sampler likely requires the full power of
universal quantum computation.

1 Indeed, this argument and ours hold even if the classical sampler is a randomized algorithm with access
to a PH oracle. Therefore it can be interpreted as further evidence that quantum computers can solve
problems outside the PH.
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2 Overview

Our goal is to find a class of distributions that can be sampled efficiently on a quantum
computer that cannot be approximately sampled classically. A natural methodology toward
showing this is to prove that the existence of a classical approximate sampler implies that a
#P-hard function can be computed in the PH. By Toda’s Theorem [20], this would imply a
collapse of the PH.

In this work, we demonstrate a class of distributions that can, at least in principle, be
sampled exactly on a quantum computer. We prove that the existence of an approximate
sampler for these distributions implies the existence of a procedure that approximates
an “Efficiently Specifiable” polynomial on average. Informally, an Efficiently Specifiable
polynomial is a sum of multilinear monomials in which the variables in each monomial can
be computed efficiently from the index of the monomial. This includes, among others, the
Permanent and Hamiltonian Cycle polynomial.

Computing a multiplicative approximation to the Permanent (or the square of Permanent)
with integer entries in the worst-case is #P-hard, and computing the Permanent on average
is #P-hard (see e.g., [3] for more details). The challenge to proving our conjectures is to put
these together to prove that an average-case multiplicative approximation to the Permanent
(or for that matter, any Efficiently Specifiable polynomial) is still a #P-hard problem. Since
we can’t prove these conjectures, and we don’t know the ingredients such a proof will require,
it seems worthwhile to attempt to generalize the class of distributions that can be sampled
quantumly.

The conjectures we need to prove hardness of approximate sampling are weakened
analogues of the conjectures in Aaronson and Arkhipov’s results [3]. They conjecture
that an additive approximate average-case solution to the Permanent with respect to the
Gaussian distribution with mean 0 and variance 1 is #P-hard. They further propose an
“Anti-concentration” conjecture which allows them to reduce the hardness of multiplicative
approximate average-case solutions to the Permanent over the Gaussian distribution to the
hardness of additive average case solutions to the Permanent over the Gaussian distribution.
The parameters of our conjectures match the parameters of theirs, but our conjectures are
broader, so that they need only hold for one such Efficiently Specifiable polynomial, (one of
which is the Permanent), and any one of a wider class of distributions.

3 Quantum Preliminaries

In this section we cover a few basic priciples of quantum computing needed to understand
the content in the paper. For a complete overview there are many references available, e.g.,
[13, 16].

We first recall the concept of quantum evaluation of an efficiently classically computable
function f : {0, 1}n → {0, 1}m, which in one quantum query to f maps:∑

x∈{0,1}n
|x〉|z〉 →

∑
x∈{0,1}n

|x〉|z ⊕ f(x)〉 .

Note that this is a unitary map and can be implemented efficiently as long as f is efficiently
computable.

We need the following lemma, which will be useful for our quantum sampler.

I Lemma 1. Let h : [m] → {0, 1}n be an efficiently computable one-to-one function, and
suppose its inverse can also be efficiently computed. Then the superposition 1√

m

∑
x∈[m]

|h(x)〉

can be efficiently prepared by a quantum algorithm.

TQC 2016



1:4 On the Power of Quantum Fourier Sampling

Proof. Our quantum procedure with two quantum registers proceeds as follows:
1. Prepare 1√

m

∑
x∈[m]

|x〉|00...0〉

2. Query h using the first register as input and the second as output:

1√
m

∑
x∈[m]

|x〉|h(x)〉

3. Query h−1 using the second register as input and the first as output:

1√
m

∑
x∈[m]

|x⊕ h−1(h(x))〉|h(x)〉 = 1√
m

∑
x∈[m]

|00...0〉|h(x)〉

4. Discard first register J

Finally, we will frequently be dealing with the uniform distribution over {±1}n strings,
and a natural generalization:

I Definition 2 (T`). Given ` > 0, we define the set T` = {ω0
` , ω

1
` ..., ω

`−1
` } where ω` is a

primitive `-th root of unity.

We note that T` is just ` evenly spaced points on the unit circle, and T2 = {±1}.

4 Efficiently Specifiable Polynomial Sampling on a Quantum
Computer

In this section we describe a general class of distributions that can be sampled efficiently on
a Quantum Computer.

I Definition 3 (Efficiently Specifiable Polynomial). We say a multilinear homogenous n-variate
polynomial Q with coefficients in {0, 1} and m monomials is Efficiently Specifiable via an
efficiently computable, one-to-one function h : [m]→ {0, 1}n, with an efficiently computable
inverse, if:

Q(X1, X2..., Xn) =
∑
z∈[m]

X1
h(z)1X2

h(z)2 ...Xn
h(z)n .

I Definition 4 (DQ,`). Suppose Q is an Efficiently Specifiable polynomial with n variables
and m monomials. For fixed Q and `, we define the class of distributions DQ,` over `-ary
strings y ∈ [0, `− 1]n given by:

Pr
DQ,`

[y] = |Q(Zy)|2

`nm

where Zy ∈ Tn` is a vector of complex values encoded by the string y.

The encoding works by assigning each value j ∈ [0, `− 1] to ωj` . For example, notice that
when ` = 2 then y ∈ {0, 1}n and Zy is simply the corresponding {±1}n assignment with each
entry set to 1 if the corresponding entry in y is 0 and −1 if the corresponding entry in y is 1.

I Theorem 5 (Quantum Sampling Theorem). Given an Efficiently Specifiable polynomial, Q
with n variables, m monomials, relative to a function h, and ` 6 exp(n), the resulting DQ,`
can be sampled in poly(n) time on a Quantum Computer.



B. Fefferman and C. Umans 1:5

Proof.
1. We start in a uniform superposition 1√

m

∑
z∈[m]

|z〉.

2. We then apply Lemma 1 to prepare 1√
m

∑
z∈[m]

|h(z)〉.

3. Apply Quantum Fourier Transform over Zn` to attain 1√
`nm

∑
y∈[0,`−1]n

∑
z∈[m]

ω
<y,h(z)>
` |y〉.

Notice that the amplitude of each y basis state in the final state after Step 3 is proportional
to the value of Q(Zy). A measurement in the computational basis will amount to sampling
from the distribution DQ,` as desired.

Why is each evaluation appearing in the amplitudes of this quantum state? To see this,
let’s analyze the simple case of DQ,2, in which we claim each amplitude of the state after
Step 3 is proportional to Q evaluated at a particular {±1}n assignment. Note that in this
case the Quantum Fourier Transform we apply in Step 2 is simply H⊗n, where H is the 2× 2
Hadamard matrix.

We can think of the Hadamard transform as having columns indexed by all 2n multilinear
monomials M1,M2, ...,M2n on n variables x1, x2, ..., xn, and the 2n rows of the transform
as indexed by all possible {±1}n assignments to the n variables. Then the unnormalized
(i, j)-th element of the matrix is Mj(yi), the evaluation of the j-th monomial on the i-th
assignment. To prove this, we first observe that the one qubit Hadamard matrix can be seen
in this way, where M1 = 1, the “empty monomial” that always evaluates to 1 irrespective of
the assignment, and M2 = x1. The rows of the transform can be indexed by assignments −1
and +1, and the unnormalized matrix entries simply correspond to the evaluations of each
monomial on the respective assignment, as mentioned earlier. Further, it is easy to see that
the tensor product respects this structure, giving rise to our claimed interpretation.

The state we prepare in Step 2, 1√
m

∑
z∈[m]

|h(z)〉, is simply the quantum state that is

uniformly supported over each of the m monomials in Q, and so after applying the Hadamard
transform in Step 3, we obtain a state with amplitudes equal to suitably normalized evaluations
of Q at each {±1}n assignment. It is not hard to further generalize this argument to the case
of DQ,`, in which case we apply a similar interpretation to the Quantum Fourier Transform
over Zn` . J

5 Classical Hardness of Efficiently Specifiable Polynomial Sampling

We are interested in demonstrating the existence of some distribution that can be sampled
exactly by a uniform family of quantum circuits, that cannot be sampled approximately
classically. Approximate here means close in Total Variation distance, where we denote the
Total Variation distance between two distributions X and Y by ‖X − Y ‖. Thus we define
the notion of a Sampler to be a classical randomized algorithm that approximately samples
from a given class of distributions:

I Definition 6 (Sampler). Let {Dn}n>0 be a class of distributions where each Dn is dis-
tributed over Cn. Let r(n) ∈ poly(n), ε(n) ∈ 1/poly(n). We say S is a Sampler with respect
to {Dn} if ‖S(0n, x ∼ U{0,1}r(n) , 01/ε(n))−Dn‖ 6 ε(n) in (classical) polynomial time.

We first recall a theorem due to Stockmeyer [17] on the ability to “approximate count”
in the PH.
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I Theorem 7 (Stockmeyer). Given as input an efficiently computable function f : {0, 1}n →
{0, 1}m and y ∈ {0, 1}m, there is a procedure that outputs α such that:

(1− ε) Pr
x∼U{0,1}n

[f(x) = y] 6 α 6 (1 + ε) Pr
x∼U{0,1}n

[f(x) = y] .

In randomized time poly(n, 1/ε) with access to an NP oracle.

In this section we use Theorem 7, together with the assumed existence of a Sampler for
DQ,` to obtain hardness consequences.

In particular, we show that a Sampler would imply the existence of an efficient approxi-
mation to an Efficiently Specifiable polynomial in the following two contexts:

I Definition 8 (ε−additive δ-approximate solution). Given a distribution D over Cn and
P : Cn → C we say T : Cn → C is an ε−additive approximate δ−average case solution with
respect to D, to P , if Prx∼D[|T (x)− P (x)| 6 ε] > 1− δ.

I Definition 9 (ε−multiplicative δ-approximate solution). Given a distribution D over Cn and
a function P : Cn → C we say T : Cn → C is an ε−multiplicative approximate δ−average
case solution with respect to D, to P , if Prx∼D[|T (x)− P (x)| 6 ε|P (x)|] > 1− δ.

These definitions formalize a notion that we will need, in which an efficient algorithm
computes a particular hard function approximately only on most inputs, and can act
arbitrarily on a small fraction of remaining inputs.

Now we prove our main theorem, which informally states that the existence of a Sampler
for DQ,` would imply a solution to Q2 in the following sense: the solution gives a good
additive error approximation to Q2(X) with probability 1− δ over the choice of assignments
X. That is, on a δ-fraction of assignments the output of the solution may not even be
additively-close to the desired value of Q2.

The proof of this theorem is somewhat technical, but the intuition is very clear. If we
have access to a classical randomized algorithm that samples from a distribution close in
Total Variation distance to DQ,`, we would like to use Stockmeyer’s Algorithm (Theorem 7)
to get a multiplicative estimate to the probability of a particular outcome of the Sampler.
After accounting for normalization, this would amount to a multiplicative estimate to the
desired evaluation of the Efficiently Specifiable polynomial. Of course, if the Sampler sampled
from exactly the distribution DQ,` we’d be able to do this. Unfortunately though, we only
know that the distribution sampled by our Sampler is close to the ideal distribution DQ,`.
Therefore, we can’t trust that the probability of any particular outcome of the Sampler is
exactly the same as the probability of this outcome according to DQ,`. One thing we do know,
however, is that most of the probabilities of the distribution sampled by the Sampler must
be additively close to the probabilities of DQ,`, since the two distributions are close in Total
Variation distance. This will be enough to guarantee that if we use Stockmeyer’s algorithm to
estimate the probability of a uniformly chosen outcome, with high probability over choice of
assignment, we get a decent additive estimate to the evaluation of the Efficiently Specifiable
polynomial. Note that our analysis can be thought of as a simplified version of the analysis
in [3].

I Theorem 10 (Complexity consequences of Sampler). Given an Efficiently Specifiable poly-
nomial Q with n variables and m monomials, and a Sampler S with respect to DQ,`, there is
a randomized procedure computing an (ε ·m)−additive approximate δ−average case solution
with respect to the uniform distribution over Tn` , to the Q2 function, in randomized time
poly(n, 1/ε, 1/δ) with access to an NP oracle.
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Proof. We need to give a procedure that outputs an εm-additive estimate to the Q2 function
evaluated at a uniform setting of the variables, with probability 1− δ over choice of setting.
Setting ν = εδ

16 , suppose S samples from a distribution D′ such that ‖DQ,` −D′‖ 6 ν. We
let py be PrDQ,` [y] and qy be PrD′ [y].

Our procedure picks a uniformly chosen encoding of an assignment y ∈ [0, `− 1]n, and
outputs an estimate q̃y. Note that py = |Q(Zy)|2

`nm . Thus our goal will be to output a q̃y that
approximates py within additive error ε m

`nm = ε
`n , in time polynomial in n, 1

ε , and
1
δ .

We need:

Pr
y

[|q̃y − py| >
ε

`n
] 6 δ .

First, define for each y, ∆y = |py − qy|, which by definition gives us ‖DQ,` −D′‖ = 1
2
∑
y

[∆y].

Now:

Ey[∆y] =

∑
y

[∆y]

`n
= 2ν
`n
.

And applying Markov’s inequality, ∀k > 1,

Pr
y

[∆y >
k2ν
`n

] < 1
k
.

Setting k = 4
δ and recalling that ν = εδ

16 , we have:

Pr
y

[∆y >
ε

2 ·
1
`n

] < δ

4 .

Then use approximate counting (with an NP oracle), using Theorem 7 on the randomness
of S to obtain an output q̃y so that, for all γ > 0, in time polynomial in n and 1

γ :

Pr[|q̃y − qy| > γ · qy] < 1
2n .

Because we can amplify the failure probability of Stockmeyer’s algorithm to be inverse
exponential. Now because the qy’s are probabilities that sum to 1:

Ey[qy] =

∑
y
qy

`n
= 1
`n
⇒ Pr

y
[qy >

k

`n
] < 1

k
.

Now, applying the union bound with γ set to εδ
8 :

Pr
y

[|q̃y − py| >
ε

`n
] 6 Pr

y
[|q̃y − qy| >

ε

2 ·
1
`n

] + Pr
y

[|qy − py| >
ε

2 ·
1
`n

]

6 Pr
y

[qy >
k

`n
] + Pr[|q̃y − qy| > γ · qy] + Pr

y
[∆y >

ε

2 ·
1
`n

]

6
1
k

+ 1
2n + δ

4 = δ

2 + 1
2n 6 δ. J

Now, as will be proven in Appendix A, the variance, Var [Q(X)], of the distribution
over C induced by an Efficiently Specifiable Q with m monomials, evaluated at uniformly
distributed entries over Tn` is m, and so the preceeding Theorem 10 promised us we can
achieve an εVar [Q(X)]-additive approximation to Q2, given a Sampler. We now show that,
under a conjecture, this approximation can be used to obtain a good multiplicative estimate
to Q2. This conjecture effectively states that the Chebyshev inequality for this random
variable is tight.
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I Conjecture 11 (Anti-Concentration Conjecture relative to an n-variate polynomial Q and
distribution D over Cn). There exists a polynomial p such that for all n and δ > 0,

Pr
X∼D

[
|Q(X)|2 < Var [Q(X)]

p(n, 1/δ)

]
< δ .

I Theorem 12. Assuming Conjecture 11, relative to an Efficiently Specifiable polynomial Q
and a distribution D, an εVar [Q(X)]-additive approximate δ-average case solution with respect
to D, to the Q2 function can be used to obtain an ε′ 6 poly(n)ε-multiplicative approximate
δ′ = 2δ-average case solution with respect to D to Q2.

Proof. Suppose λ is, with high probability, an εVar [Q(X)]-additive approximation to
|Q(X)|2, as guaranteed in the statement of the Theorem. This means:

Pr
X∼D

[∣∣∣λ− |Q(X)|2
∣∣∣ > εVar [Q(X)]

]
< δ .

Now assuming Conjecture 11 with polynomial p, we will show that λ is also a multiplicative
estimate to |Q(X)|2 with high probability. By the union bound,

Pr
X∼D


∣∣∣λ− |Q(X)|2

∣∣∣
εp(n, 1/δ) > |Q(X)|2

 6 Pr
X∼D

[∣∣∣λ− |Q(X)|2
∣∣∣ > εVar [Q(X)]

]
+

Pr
X∼D

[
εVar [Q(X)]
εp(n, 1/δ) > |Q(X)|2

]
6 2δ

where the second line comes from Conjecture 11. To attain multiplicative error bounds ε′
and δ′ we can set δ = δ′/2 and ε = ε′/p(n, 1/δ). J

For the results in this section to be meaningful, we simply need the Anti-Concentration
conjecture to hold for some Efficiently Specifiable polynomial that is #P-hard to compute,
relative to any distribution we can sample from (either U{±1}n , or B(0, k)n). We note that
Aaronson and Arkhipov [3] conjectures the same statement as Conjecture 11 for the special
case of the Permanent function relative to matrices with entries distributed independently
from the complex Gaussian distribution of mean 0 and variance 1.

Additionally, we acknowledge a result of Tao and Vu [18] who show:

I Theorem 13 (Tao & Vu). For all ε > 0 and sufficiently large n,

Pr
X∼U{±1}n×n

[
|Permanent[X]| <

√
n!

nεn

]
<

1
n0.1 .

Which comes quite close to our conjecture for the case of the Permanent function and
uniformly distributed {±1}n×n = Tn×n2 matrix. More specifically, for the above purpose of
relating the hardness of additive solutions to the hardness of multiplicative solutions, we
would need an upper bound of any inverse polynomial δ, instead of a fixed n−0.1.

6 Sampling from Distributions with Probabilities Proportional to
[−k, k] Evaluations of Efficiently Specifiable Polynomials

In the prior sections we discussed quantum sampling from distributions in which the prob-
abilities are proportional to evaluations of Efficiently Specifiable polynomials evaluated
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at points in Tn` . In this section we show how to generalize this to quantumly sampling
from distributions in which the probabilities are proportional to evaluations of Efficiently
Specifiable polynomials evaluated at polynomially bounded integer values. In particular, we
show a simple way to take an Efficiently Specifiable polynomial with n variables and create
another Efficiently Specifiable polynomial with kn variables, in which evaluating this new
polynomial at {−1,+1}kn is equivalent to evaluation of the old polynomial at [−k, k]n.

I Definition 14 (k-valued equivalent polynomial). For every Efficiently Specifiable polynomial
Q with m monomials and every fixed k > 0 consider the polynomial Q′k : Tkn2 → R defined
by replacing each variable xi in Q with the sum of k new variables x(1)

i + x
(2)
i + ...+ x

(k)
i .

We will call Q′k the k-valued equivalent polynomial with respect to Q.

Note that a uniformly chosen {±1} assignment to the variables in Q′k induces an assign-
ment to the variables in Q, distributed from a distribution we call B(0, k):

I Definition 15 (B(0, k)). For k a positive integer, we define the distribution B(0, k) sup-
ported over the odd integers in the range [−k, k] (if k is odd), or even integers in the range
[−k, k] (if k is even), so that:

Pr
B(0,k)

[y] =

 ( k
k+y

2
)

2k if y and k are both odd or both even
0 otherwise

I Theorem 16. Given an Efficiently Specifiable polynomial Q with n variables and m

monomials, let Q′k be its k-valued equivalent polynomial. For all ` < exp(n), we can
quantumly sample from the distribution DQ′

k
,` in time poly(n, k).

Proof. Our proof follows from the following lemma, which proves that Q′k is Efficiently
Specifiable.

I Lemma 17. Suppose Q is an n-variate, homogeneous degree d Efficiently Specifiable
polynomial with m monomials relative to a function h : [m] → {0, 1}n. Let k 6 poly(n)
and let Q′k be the k-valued equivalent polynomial with respect to Q. Then Q′k is Efficiently
Specifiable with respect to an efficiently computable function h′ : [m]× [k]d → {0, 1}kn.

Proof. We first define and prove that h′ is efficiently computable. We note that if there
are m monomials in Q, there are mkd monomials in Q′k. As above, we’ll think of the new
variables in Q′k as indexed by a pair of indices, a “top index” in [k] and a “bottom index”
in [n]. Equivalently we are labeling each variable in Q′k as x(j)

i , the j-th copy of the i-th
variable in Q.

We can think of each monomial in Q′k (and hence the input to h′) as being indexed by a
value r ∈ [m] and y1, y2, ..., yd ∈ [k]d. We can obtain the variables in any particular monomial
of Q′k by simply using the output of h(r) to obtain the “bottom” indices of the variables,
and use the values of y1, y2, ..., yd to obtain the “top” indices for each of the d variables.

We will now show that h′−1 is efficiently computable. As before we will think of
z ∈ {0, 1}kn as being indexed by a pair, a “top index” in [k] and a “bottom index” in
[n]. Then we compute h′−1(z) by first obtaining from z the bottom indices j1, j2, ..., jd and
the corresponding top indices, i1, i2, ..., id. Then obtain from the bottom indices the string
x ∈ {0, 1}n corresponding to the variables used in Q and output the concatenation of h−1(x)
and j1, j2, ..., jd. J
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1:10 On the Power of Quantum Fourier Sampling

Theorem 16 now follows from Lemma 17, where we established that Q′k is Efficiently
Specifiable, and Theorem 5, where we established that we can sample from DQ′

k
,` quantumly.

J

I Theorem 18. Let Var [Q(X)] = Var [Q(X1, X2, ..., Xn)] denote the variance of the distri-
bution over R induced by Q with assignments distributed from B(0, k)n. Given a Sampler S
with respect to DQ′

k
,2, we can find a randomized procedure computing an εVar [Q(X)]-additive

approximate δ-average case solution to Q2 with respect to B(0, k)n in time poly(n, 1/ε, 1/δ)
with access to an NP oracle.

Proof. We begin by noting that Q′k is a polynomial of degree d that has kn variables and
m′ = mkd monomials. By Theorem 10 we get that a Sampler with respect to DQ′

k,2
implies

there exists A, an εm′-additive approximate δ-average case solution to Q′k
2 with respect to

U{±1}kn that runs in time poly(n, 1/ε, 1/δ) with access to an NP oracle. We need to show
the existence of an A′, an εm′-additive approximate δ-average case solution to Q′k

2 with
respect to the B(0, k)n distribution.

We think of A′ as receiving an input, z ∈ [−k, k]n drawn from B(0, k)n. A′ picks y
uniformly from the orbit of z over {±1}kn and outputs A(y). Now:

Pr
z∼B(0,k)n

[∣∣A′(z)−Q2(z)
∣∣ 6 εm′

]
= Pr
z∼B(0,k)n,y∼Rorbit(z)

[∣∣A(y)−Q2(z)
∣∣ 6 εm′

]
(1)

= Pr
y∼U{±1}kn

[|A(y)−Q′k(y)| 6 εm′] > 1− δ (2)

(3)

Thus, because a uniformly chosen {±1}kn assignment to the variables in Q′k induces
a B(0, k)n distributed assignment to the variables in Q, this amounts to an εm′-additive
approximate δ-average case solution to Q2 with respect to B(0, k)n. In Appendix A we prove
that Var [Q(X)] is m′ as desired. J

7 The “Compressed” QFT

In this section we begin to prove that quantum algorithms can sample efficiently from distri-
butions with probabilities proportional to evaluations of Efficiently Specifiable polynomials
at points in [−k, k]n for k ∈ exp(n). Note that in the prior quantum algorithm of Section 4
we would need to invoke the QFT over Zkn2 , of dimension doubly-exponential in n. Thus
we need to define a new Polynomial Transform that can be obtained from the standard
Quantum Fourier Transform over Zn2 , which we refer to as the “Compressed QFT”. Now we
describe the unitary matrix which implements the Compressed QFT.

Consider the 2k× 2k matrix Dk, whose columns are indexed by all possible 2k multilinear
monomials of the variables x1, x2, ..., xk and the rows are indexed by the 2k different {−1,+1}
assignments to the variables. The (i, j)-th entry is then defined to be the evaluation of the
j-th monomial on the i-th assignment. As we noted earlier, defining D̄k to be the matrix
whose entries are the entries in Dk normalized by 1/

√
2k gives us the Quantum Fourier

Transform matrix over Zk2 . It is clear, by the unitarity of the Quantum Fourier Transform,
that the columns (and rows) in Dk are pairwise orthogonal.

Now we define the “Elementary Symmetric Polynomials”:



B. Fefferman and C. Umans 1:11

I Definition 19 (Elementary Symmetric Polynomials). We define the j-th Elementary Sym-
metric Polynomial on k variables for j ∈ [0, k] to be:

pj(X1, X2, ..., Xk) =
∑

16`1<`2<...<`j6k

X`1X`2 ...X`j .

In this work we will care particularly about the first two elementary symmetric polynomials,
p0 and p1 which are defined as p0(X1, X2, ..., Xk) = 1 and p1(X1, X2, ..., Xk) =

∑
16`6k

X`.

Consider the (k+1)×(k+1) matrix, D̃k, whose columns are indexed by elementary symmetric
polynomials on k variables and whose rows are indexed by equivalence classes of assignments
in Zk2 under Sk symmetry. We obtain D̃k from Dk using two steps.

First obtain a 2k× (k+1) rectangular matrix D̃(1)
k whose rows are indexed by assignments

to the variables x1, x2, ..., xk ∈ {±1}k and columns are the entry-wise sum of the entries in
each column of Dk whose monomial is in each respective elementary symmetric polynomial.
Then obtain the final (k + 1) × (k + 1) matrix D̃k by taking D̃(1)

k and keeping only one
representative row in each equivalence class of assignments under Sk symmetry. We label
the equivalence classes of assignments under Sk symmetry o0, o1, o2, ..., ok and note that
for each i ∈ [k], |oi| =

(
k
i

)
. Observe that D̃k is precisely the matrix whose (i, j)-th entry

is the evaluation of the j-th symmetric polynomial evaluated on an assignment in the i-th
symmetry class.

I Theorem 20. The columns in the matrix D̃(1)
k are pairwise orthogonal.

Proof. Note that each column in the matrix D̃(1)
k is the sum of columns in Dk each of which

are orthogonal. We can prove this theorem by observing that if we take any two columns in
D

(1)
k , called c1, c2, where c1 is the sum of columns {ui} of Dk and c2 is the sum of columns
{vi} of Dk. The inner product, 〈c1, c2〉 can be written:

〈
∑
i

ui,
∑
j

vj〉 =
∑
i,j

〈ui, vj〉 = 0 . J

I Theorem 21. Let L be the (k + 1)× (k + 1) diagonal matrix with i-th entry equal to √oi.
Then the columns of L · D̃k are orthogonal.

Proof. Note that the value of the symmetric polynomial at each assignment in an equivalence
class is the same. We have already concluded the orthogonality of columns in D̃(1)

k . Therefore
if we let a and b be any two columns in the matrix D̃k, and their respective columns be ā, b̄
in D̃(1)

k , we can see:

k∑
i=0

(aibi|oi|) =
2k∑
i=0

āib̄i = 0 .

From this we conclude that the columns of the matrix L · D̃k, in which the i-th row of
D̃k is multiplied by √oi, are orthogonal. J

I Theorem 22. We have just established that the columns in the matrix L ·D̃k are orthogonal.
Let the k + 1× k + 1 diagonal matrix R be such that so that the columns in L · D̃k ·R are
orthonormal, and thus L · D̃k ·R is unitary. Then the first two nonzero entries in R, which
we call r0, r1, corresponding to the normalization of the column pertaining to the zero-th and
first elementary symmetric polynomial, are 1/

√
2k and 1√

k∑
i=0

[(ki)(k−2i)2]
.
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Proof. First we calculate r0. Since we wish for a unitary matrix, we want the `2 norm of
the first column of D̃k to be 1, and so need:

r2
0

k∑
i=0

(
√
oi)2 = r2

0

k∑
i=0

(
k

i

)
= 1 .

And so r0 is 1/
√

2k as desired.
Now we calculate r1, the normalization in the column of D̃k corresponding to the first

elementary symmetric polynomial. Note that in i-th equivalence class of assignments we
have exactly i negative ones and k − i positive ones. Thus the value of the first symmetric
polynomial is the sum of these values, which for the i− th equivalence class is precisely k−2i.
Then we note the normalization in each row is

√(
k
i

)
. Thus we have

r2
1

k∑
i=0

[√(
k

i

)
(k − 2i)

]2

= 1 .

Thus r1 = 1√
k∑
i=0

[(ki)(k−2i)2]
as desired. J

8 Using our “Compressed QFT” to Quantumly Sample from
Distributions of Efficiently Specifiable Polynomial Evaluations and
Hardness Consequences

In this section we use the unitary matrix developed in Section 7 to quantumly sample distri-
butions with probabilities proportional to evaluations of Efficiently Specifiable polynomials
at points in [−k, k]n for k ∈ exp(n). Here we assume that we have an efficient quantum
circuit decomposition for this unitary. The prospects for this efficient decomposition are
discussed in Section 9.

For convenience, we’ll define a map ψ : [−k, k]→ [0, k], for k even, with

ψ(y) =
{ k+y

2 if y is even
0 otherwise

I Definition 23. Suppose Q is an Efficiently Specifiable polynomial Q with n variables
and m monomials, and, for k 6 exp(n), let Q′k be its k-valued equivalent polynomial. Let
Var [Q(X)] be the variance of the distribution over R induced by Q with assignments to the
variables distributed over B(0, k)n (or equivalently, this is Var [Q′k] where each variable in
Q′k is independently uniformly chosen from {±1}), as calculated in Appendix A. Then we
define the of distribution DQ′k over n tuples of integers in [−k, k] by:

Pr
DQ′k

[y] =
Q(y)2( k

ψ(y1)
)(

k
ψ(y2)

)
...
(

k
ψ(yn)

)
2knVar [Q(X)] .

I Theorem 24. By applying (L · D̃k ·R)⊗n in place of the Quantum Fourier Transform over
Zn2 in Section 4 we can quantumly sample from DQ′k .

Proof. Since we are assuming Q is Efficiently Specifiable, let h : [m] → {0, 1}n be the
invertible function describing the variables in each monomial. We start by producing the
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state over k + 1 dimensional qudits:

1√
m

∑
z∈[m]

|h(z)〉

which we prepare via the procedure described in Lemma 1.
Instead of thinking of h as mapping an index of a monomial from [m] to the variables in

that monomial, we now think of h as taking an index of a monomial in Q to a polynomial
expressed in the {1, x(1) + x(2) + ...+ x(k)}n basis.

Now take this state and apply the unitary (which we assume can be realized by an efficient
quantum circuit) (L · D̃k ·R)⊗n. Notice each y ∈ [−k, k]n has an associated amplitude:

αy =
rn−d0 rd1Q(y)

√(
k

ψ(y1)
)(

k
ψ(y2)

)
...
(

k
ψ(yn)

)
√
m

.

Letting py = PrDQ′k [y], note that, by plugging in r0, r1 from Section 7:

α2
y =

Q(y)2( k
ψ(y1)

)(
k

ψ(y2)
)
...
(

k
ψ(yn)

)
r

2(n−d)
0 r2d

1

m

=
Q(y)2( k

ψ(y1)
)(

k
ψ(y2)

)
...
(

k
ψ(yn)

)
m2k(n−d)

(
k∑
i=0

[(
k
i

)
(k − 2i)2

])d
=
Q(y)2( k

ψ(y1)
)(

k
ψ(y2)

)
...
(

k
ψ(yn)

)
2kn−kdVar [Q(X)]2kd =

Q(y)2( k
ψ(y1)

)(
k

ψ(y2)
)
...
(

k
ψ(yn)

)
2knVar [Q(X)] = py J

Furthermore, using a similar argument to Theorem 10 we can obtain the following theorem,
which now gives our hardness result for the existence of Sampler for this class of distributions,
whose proof we give in Appendix C:

I Lemma 25. Given an Efficiently Specifiable polynomial Q with n variables and m monomi-
als, let Q′k be its k-valued equivalent polynomial, for some fixed k 6 exp(n). Suppose we have a
Sampler S with respect to our quantumly sampled distribution class, DQ′k , and let Var [Q(X)]
denote the variance of the distribution over R induced by Q with assignments distributed
from B(0, k)n. Then we can find a randomized procedure computing an εVar [Q(X)]-additive
approximate δ-average case solution to Q2 with respect to B(0, k)n in time poly(n, 1/ε, 1/δ)
with access to an NP oracle.

9 Putting it All Together

In this section we put our results in perspective and conclude. As mentioned before, our
goal is to find a class of distributions {Dn}n>0 that can be sampled exactly in poly(n) time
on a Quantum Computer, with the property that there does not exist a (classical) Sampler
relative to that class of distributions, {Dn}n>0. Using the results in Sections 5 and 6 we
can quantumly sample from a class of distributions {DQ′k}n>0, where k ∈ poly(n) with the
property that, if there exists a classical Sampler relative to this class of distributions, there
exists an εVar [Q(X)]-additive δ-average case solution to the Q2 function with respect to
the B(0, k)n distribution. If we had an efficient decomposition for the “Compressed QFT”
unitary matrix, we could use the results from Sections 8 and Appendix C to make k as large
as exp(n). We would like this to be an infeasible proposition, and so we conjecture:
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I Conjecture 26. There exists some Efficiently Specifiable polynomial Q on n variables,
so that εVar [Q(X)]-additive δ-average case solutions with respect to B(0, k)n, for any fixed
k 6 exp(n), to Q2, cannot be computed in (classical) randomized poly(n, 1/ε, 1/δ) time with
a PH oracle.

At the moment we don’t know of such a decomposition for the “Compressed QFT”.
However, we do know that we can classically evaluate a related fast (time n log2 n) polynomial
transform by a theorem of Driscoll, Healy, and Rockmore [8]. We wonder if there is some
way to use intuition gained by the existence of this fast polynomial transform to show the
existence of an efficient decomposition for our “Compressed QFT”.

Additionally, if we can prove the Anti-Concentration Conjecture (Conjecture 11) relative
to some Efficiently Specifiable polynomial Q and the B(0, k)n distribution, we appeal to
Theorem 12 to show that it suffices to prove:

I Conjecture 27. There exists some Efficiently Specifiable polynomial Q with n variables,
so that Q satisfies Conjecture 11 relative to B(0, k)n, for some fixed k 6 exp(n), and ε-
multiplicative δ-average case solutions, with respect to B(0, k)n, to Q2 cannot be computed in
(classical) randomized poly(n, 1/ε, 1/δ) time with a PH oracle.

We would be happy to prove that either of these two solutions (additive or multiplicative)
are #P-hard. In this case we can simply invoke Toda’s Theorem [20] to show that such
a randomized classical solution would collapse PH to some finite level. We note that at
present, both of these conjectures seem out of reach, because we do not have an example
of a polynomial that is #P-hard to approximate (either multiplicatively or additively) on
average, in the sense that we need.
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A Computation of the Variance of Efficiently Specifiable Polynomial

In this section we compute the variance of the distribution induced by an Efficiently Specifiable
polynomial Q with assignments to the variables chosen independently from the B(0, k)
distribution. We will denote this throughout the section by Var [Q(X)]. Recall, by the
definition of Efficiently Specifiable, we have that Q is an n variate homogenous multilinear
polynomial with {0, 1} coefficients. Assume Q is of degree d and has m monomials. Let each
[−k, k] valued variable Xi be independently distributed from B(0, k).

We adopt the notation whereby, for j ∈ [m], l ∈ [d], xjl is the l-th variable in the j-th
monomial of Q.

Using the notation we can express Q(X1, ..., Xn) =
m∑
j=1

d∏
l=1

Xjl . By independence of these

random variables and since they are mean 0, it suffices to compute the variance of each
monomial and multiply by m:

Var [Q(X)] = Var [Q(X1, ..., Xn)] = E

 m∑
j=1

d∏
l=1

X2
jl

 =
m∑
j=1

E
[
d∏
l=1

X2
jl

]
(4)

= mE
[
d∏
l=1

X2
1l

]
= m

d∏
l=1

E
[
X2

1l
]

(5)

= m
(
E
[
X2

11

])d (6)
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Now since these random variables are independent and identically distributed, we can
calculate the variance of an arbitrary Xjl for any j ∈ [m] and l ∈ [d]:

E [X2
jl

] = 1
2k

k∑
i=0

[
(k − 2i)2

(
k

i

)]
(7)

(8)

Thus, the variance of Q is:

m
1

2kd

(
k∑
i=0

[
(k − 2i)2

(
k

i

)])d
.

It will be useful to calculate this variance in a different way, and obtain a simple closed
form. In this way we will consider the k-valued equivalent polynomial Q′k : Tnk2 → R which
is a sum of m′ = mkd multilinear monomials, each of degree d. As before we can write

Q′k(X1, ..., Xnk) =
m′∑
j=1

d∏
l=1

Xjl . Note that the uniform distribution over assignments in Tkn2

to Q′k induces B(0, k)n over [−k, k]n assignments to Q. By the same argument as above,
using symmetry and independence of random variables, we have:

Var [Q(X)] = Var [Q(X1, X2, ..., Xn)] =Var [Q′k(X1, X2, ..., Xnk)] (9)

= m′
d∏
l=1

E
[
X2

1l
]

(10)

= m′E
[
X2

11

]d = 1dm′ = m′ = kdm (11)

B Examples of Efficiently Specifiable Polynomials

In this section we give two examples of Efficiently Specifiable polynomials.

I Theorem 28. Permanent (x1, ..., xn2) =
∑
σ∈Sn

n∏
i=1

xi,σ(i) is Efficiently Specifiable.

Proof. We note that it will be convenient in this section to index starting from 0. The
theorem follows from the existence of an hPermanent : [0, n!− 1]→ {0, 1}n2 that efficiently
maps the i-th permutation over n elements to a string representing its obvious encoding as
an n× n permutation matrix. We will prove that such an efficiently computable hPermanent
exists and prove that its inverse, h−1

Permanent is also efficiently computable.

The existence of hPermanent follows from the so-called “factorial number system” [14],
which gives an efficient bijection that associates each number in [0, n!−1] with a permutation
in Sn. It is customary to think of the permutation encoded by the factorial number system
as a permuted sequence of n numbers, so that each permutation is encoded in n logn bits.
However, it is clear that we can efficiently transform this notation into the n×n permutation
matrix.

To go from an integer j ∈ [0, n!− 1] to its permutation we:
1. Take j to its “factorial representation”, an n number sequence, where the i-th place value

is associated with (i− 1)!, and the sum of the digits multiplied by the respective place
value is the value of the number itself. We achieve this representation by starting from
(n − 1)!, setting the leftmost value of the representation to j′ = b j

(n−1)!c, letting the
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next value be b j−j
′·(n−1)!

(n−2)! c and continuing until 0. Clearly this process can be efficiently
achieved and efficiently inverted, and observe that the largest each value in the i-th place
value can be is i.

2. In each step we maintain a list ` which we think of as originally containing n numbers in
ascending order from 0 to n− 1.

3. Repeat this step n times, once for each number in the factorial representation. Going
from left to right, start with the left-most number in the representation and output the
value in that position in the list, `. Remove that position from `.

4. The resulting n number sequence is the encoding of the permutation, in the standard
n logn bit encoding. J

Now we show that the Hamiltonian Cycle Polynomial is Efficiently Specifiable.
Given a graph G on n vertices, we say a Hamiltonian Cycle is a path in G that starts at

a given vertex, visits each vertex in the graph exactly once and returns to the start vertex.
We define an n-cycle to be a Hamiltonian cycle in the complete graph on n vertices. Note

that there are exactly (n− 1)! n-cycles.

I Theorem 29. HamiltonianCycle (x1, ..., xn2) =
∑

σ: n−cycle

n∏
i=1

xi,σ(i) is Efficiently Speci-

fiable.

Proof. We can modify the algorithm for the Permanent above to give us an efficiently
computable hHC : [0, (n− 1)!− 1]→ {0, 1}n2 with an efficiently computable h−1

HC .
To go from a number j ∈ [0, (n− 1)!− 1] to its n-cycle we:

1. Take j to its factorial representation as above. Now this is an n− 1 number sequence
where the i-th place value is associated with (i− 1)!, and the sum of the digits multiplied
by the respective place value is the value of the number itself.

2. In each step we maintain a list ` which we think of as originally containing n numbers in
ascending order from 0 to n− 1.

3. Repeat this step n− 1 times, once for each number in the factorial representation. First
remove the smallest element of the list. Then going from left to right, start with the
left-most number in the representation and output the value in that position in the list, `.
Remove that position from `.

4. We output 0 as the n-th value of our n-cycle.
To take an n-cycle to a factorial representation, we can easily invert the process:
1. In each step we maintain a list ` which we think of as originally containing n numbers in

order from 0 to n− 1.
2. Repeat this step n− 1 times. Remove the smallest element of the list. Going from left

to right, start with the left-most number in the n-cycle and output the position of that
number in the list ` (where we index the list starting with the 0 position). Remove the
number at this position from `. J

C The Hardness of Classical Sampling from the Compressed
Distribution

In this section, we use the same ideas used in the analysis of Section 5, to invoke Stockmeyer’s
Theorem (Theorem 7), together with the assumed existence of a Sampler for DQ′k to obtain
hardness consequences for classical sampling with k 6 exp(n).

I Lemma 30. Given an Efficiently Specifiable polynomial Q with n variables and m monomi-
als, let Q′k be its k-valued equivalent polynomial, for some fixed k 6 exp(n). Suppose we have a
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Sampler S with respect to our quantumly sampled distribution class, DQ′k , and let Var [Q(X)]
denote the variance of the distribution over R induced by Q with assignments distributed
from B(0, k)n. Then we can find a randomized procedure computing an εVar [Q(X)]-additive
approximate δ-average case solution to Q2 with respect to B(0, k)n in time poly(n, 1/ε, 1/δ)
with access to an NP oracle.

Proof. Setting ν = εδ/16, suppose S samples from a distribution D′ so that ‖DQ′k−D
′‖ 6 ν.

Let py = PrDQ′k [y] and qy = PrD′ [y].
We define φ : {±1}kn → [−k, k]n to be the map from each {±1}kn assignment to its

equivalence class of assignments, which is n blocks of even integral values in the interval
[−k, k]. Note that, given a uniformly random {±1}kn assignment, φ induces the B(0, k)
distribution over [−k, k]n.

Our procedure picks a y ∈ [−k, k]n distributed2 via B(0, k)n, and outputs an estimate q̃y.
Equivalently, we analyze this procedure by considering a uniformly distributed x ∈ {±1}kn
and then returning an approximate count, q̃φ(x) to qφ(x). We prove that our procedure runs
in time poly(n, 1/ε, 1/δ) with the guarantee that:

Pr
x

[
|q̃φ(x) − pφ(x)|(

k
ψ(φ(x)1)

)(
k

ψ(φ(x)2)
)
...
(

k
ψ(φ(x)n)

) > ε

2kn

]
6 δ .

And by our above analysis of the quantum sampler:

pφ(x) =
Q(φ(x))2( k

ψ(φ(x)1)
)(

k
ψ(φ(x)2)

)
...
(

k
ψ(φ(x)n)

)
2knVar [Q(X)] .

Note that: 1
2

∑
y∈[−k,+k]n

|py − qy| 6 ν, which, in terms of x, because we are summing over

all strings in the orbit under (Sk)n symmetry, can be written:

1
2

∑
x∈{±1}kn

∣∣pφ(x) − qφ(x)
∣∣(

k
ψ(φ(x)1)

)(
k

ψ(φ(x)2)
)
...
(

k
ψ(φ(x)n)

) 6 ν .

First we define for each x, ∆x = |pφ(x)−qφ(x)|
( k
ψ(φ(x)1))( k

ψ(φ(x)2))...( k
ψ(φ(x)n))

and so ‖DQ′k − D
′‖ =

1
2
∑
x

∆x.

Note that:

E x[∆x] =

∑
x

∆x

2kn = 2ν
2kn .

And applying Markov, ∀j > 1,

Pr
x

[∆x >
j2ν
2kn ] < 1

j
.

Setting j = 4
δ and recalling that ν = εδ

16 , we have,

Pr
x

[∆x >
ε

2 ·
1

2kn ] < δ

4 .

2 We can do this when k = exp(n) by approximately sampling from the Normal distribution, with only
poly(n) bits of randomness, and using this to approximate B(0, k) to within additive error 1/poly(n)
e.g., [5, 4].



B. Fefferman and C. Umans 1:19

Then use approximate counting (with an NP oracle), using Theorem 7 on the randomness
of S to obtain an output q̃y so that, for all γ > 0, in time polynomial in n and 1

γ :

Pr[|q̃y − qy| > γ · qy] < 1
2n .

Because we can amplify the failure probability of Stockmeyer’s algorithm to be inverse
exponential.

Equivalently in terms of x:

Pr
x

[
|q̃φ(x) − qφ(x)|(

k
ψ(φ(x)1)

)(
k

ψ(φ(x)2)
)
...
(

k
ψ(φ(x)n)

) > γ ·
qφ(x)(

k
ψ(φ(x)1)

)(
k

ψ(φ(x)2)
)
...
(

k
ψ(φ(x)n)

)] < 1
2n .

And we have:

E x

[
qφ(x)(

k
ψ(φ(x)1)

)(
k

ψ(φ(x)2)
)
...
(

k
ψ(φ(x)n)

)] 6

∑
x

qφ(x)

( k
ψ(φ(x)1))( k

ψ(φ(x)2))...( k
ψ(φ(x)n))

2kn = 1
2kn .

Thus, by Markov,

Pr
x

[
qφ(x)(

k
ψ(φ(x)1)

)(
k

ψ(φ(x)2)
)
...
(

k
ψ(φ(x)n)

) > j

2kn ] < 1
j
.

Now, setting γ = εδ
8 and applying the union bound:

Pr
x

[ ∣∣q̃φ(x) − pφ(x)
∣∣(

k
ψ(φ(x)1)

)(
k

ψ(φ(x)2)
)
...
(

k
ψ(φ(x)n)

) > ε

2kn

]

6 Pr
x

[ ∣∣q̃φ(x) − qφ(x)
∣∣(

k
ψ(φ(x)1)

)(
k

ψ(φ(x)2)
)
...
(

k
ψ(φ(x)n)

) > ε

2 ·
1

2kn

]

+ Pr
x

[ ∣∣qφ(x) − pφ(x)
∣∣(

k
ψ(φ(x)1)

)(
k

ψ(φ(x)2)
)
...
(

k
ψ(φ(x)n)

) > ε

2 ·
1

2kn

]

6 Pr
x

[
qφ(x)(

k
ψ(φ(x)1)

)(
k

ψ(φ(x)2)
)
...
(

k
ψ(φ(x)n)

) > j

2kn

]

+ Pr
[

|q̃φ(x) − qφ(x)|(
k

ψ(φ(x)1)
)(

k
ψ(φ(x)2)

)
...
(

k
ψ(φ(x)n)

) > γ ·
qφ(x)(

k
ψ(φ(x)1)

)(
k

ψ(φ(x)2)
)
...
(

k
ψ(φ(x)n)

)]

+ Pr
x

[
∆x >

ε

2 ·
1

2kn

]
6

1
j

+ 1
2n + δ

4

6
δ

2 + 1
2n 6 δ.

J
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Abstract
Randomness extractors, widely used in classical and quantum cryptography and other fields of
computer science, e.g., derandomization, are functions which generate almost uniform random-
ness from weak sources of randomness. In the quantum setting one must take into account the
quantum side information held by an adversary which might be used to break the security of
the extractor. In the case of seeded extractors the presence of quantum side information has
been extensively studied. For multi-source extractors one can easily see that high conditional
min-entropy is not sufficient to guarantee security against arbitrary side information, even in the
classical case. Hence, the interesting question is under which models of (both quantum and clas-
sical) side information multi-source extractors remain secure. In this work we suggest a natural
model of side information, which we call the Markov model, and prove that any multi-source
extractor remains secure in the presence of quantum side information of this type (albeit with
weaker parameters). This improves on previous results in which more restricted models were
considered or the security of only some types of extractors was shown.
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1 Introduction

Randomness extractors are of great importance in many applications in computer science,
such as derandomization and cryptography. The goal of a randomness extractor is to generate
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probability of any string x ∈ {0, 1}n is at most 2−k. The idea is then to apply a randomness
extractor to the weak source, such that the output source Y is indistinguishable from a
uniformly random source.

Unfortunately, no deterministic function can extract the randomness from all sources with
a given min-entropy, even for sources with high min-entropy [31, 33]. The most common ways
to avoid this problem are to consider seeded extractors and multi-source extractors. In the
case of seeded extractors one uses an additional truly uniform (but short) and independent
seed, together with the weak source, as the input to the extractor (see, e.g., [15, 37, 33]).

Alternatively, and of special importance in applications where a uniform seed is not
available (e.g., in quantum randomness amplification protocols, see Appendix C), multi-
source randomness extractors can be used. In the multi-source case, instead of starting
with one weak source X, one considers several independent weak sources X1, X2, . . . , Xl

for some l ≥ 2, with Hmin(Xi) ≥ ki for i ∈ [l], as the input to the extractor (see, for
example, [38, 9, 27, 26, 5]).

In all types of extractors the randomness present in the weak sources must be lower
bounded for the extractor to work (i.e., a bound on the min-entropy is given as a promise).
However, this randomness inherently depends on the information one has about the weak
sources, or to put differently, on the side information about the sources. For example,
extractors are widely used for privacy amplification in cryptographic tasks. There, the
starting point is that an adversary holds some side information C about the source such
that the conditional min-entropy is bounded: Hmin(X|C) ≥ k. The extractor is then used
to transform X to a key Y , which should be close to uniform even conditioned on the side
information C. If the extractor fulfils this requirement it is said to be secure.

Depending on the application one can consider adversaries with classical or quantum
side information and ask whether an extractor remains secure even in the presence of such
side information (with slightly weaker parameters). For seeded extractors this question
has been extensively studied. In the presence of classical adversaries the side information
about X can be translated to a decrease in the min-entropy and the extractor remains
secure [17]. In the quantum case, it was further shown in [17] that all one-bit output
extractors remain secure. It is still unknown whether all multi-bit output extractors remain
secure (although the results of [2, 3] goes in this direction1), but several constructions of
seeded extractors with good parameters were shown to work also in the presence of quantum
side information [30, 8, 36, 13].

When considering multi-source extractors things get more complicated, even in the
classical case. To see this, consider any one-bit output two-source extractor and let the
adversary hold as side information the output of the extractor Y = Ext (X1, X2). As this is
just one bit, Hmin (X1|Y ) ≥ k1 − 1 and Hmin (X2|Y ) ≥ k2 − 1. Furthermore, as the sources
are independent even Hmin (X1|Y X2) and Hmin (X2|Y X1) remain high. Nevertheless, the
extractor obviously fails to produce an output which looks uniform given the side information.
In [16] several more examples are given in which a small amount of classical side information
breaks the extractor completely.

This implies that one cannot expect to have multi-source extractors which are secure
against any classical or quantum side information and thus raises the question: under which
assumptions on the structure of the sources and the side information X1· · ·XlC do multi-

1 Note that there is no contradiction between the results of [2, 3] and the famous counter example of a
seeded extractor which breaks in the presence of quantum side information given in [11]; for details
see [2].
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source extractors remain secure even in the presence of C? The main objective of this work
is to answer this question. In particular, we define a natural condition on the sources and the
side information for which all multi-source extractors remain secure in the presence of both
classical and quantum side information, but with an increase in the error of the extractor –
the distance from uniform of the output.

1.1 Results and contributions

Our first contribution is a new definition of a quantum-proof multi-source extractor, which
is simpler than previous proposals [16, 6] and yet sufficient to extract from these models.
The original classical extractor definition requires the sources to be independent, i.e., in the
two-source case one must have I(X1 : X2) = 0, where I(· : ·) denotes the mutual information.
If an adversary is present and holds some side information C, the definition we introduce
requires that the two sources be independent from the point of view of this adversary, i.e.,
I(X1 : X2|C) = 0. This definition is valid for both classical and quantum side information
C. This means that the sources and the side information should form a Markov chain
X1 ↔ C ↔ X2. For the case of more than two sources a similar Markov-type condition can
be defined and we say that the sources and the side information are in the Markov model.
The formal definitions are given in Section 3.

Compared to previous definitions of quantum-proof multi-source extractors, this has
several advantages. Firstly, it is a natural generalization of the original classical extractor
definition and the extension to quantum side information from [16], and it connects to the
model of [6] in the following sense: any function satisfying our definition of a strong2 extractor
is also an extractor in the model of [6] – a more precise comparison to previous work is given
in Section 1.2. Secondly, we consider it much more natural to put a requirement on the
structure of the global state ρX1X2C , instead of describing permissible adversarial strategies
that generate the side information C, as in [16, 6]. Thirdly, Markov chains arise naturally
in certain applications. For example, in realisations of quantum randomness amplification
protocols one can sometimes assume that the devices on which the experiment is being
preformed have a Markov chain structure (for further details see Appendix C).

We also show that extractors in the Markov model can be used to extract randomness
from a larger set of states. We prove that a bound on the smooth min-entropy [29] suffices for
randomness extraction. This can be seen as a robustness property of the model, since in many
applications one can only bound the smooth min-entropy rather than the min-entropy itself.
In addition, we prove that any CPTP map performed on the side information – which might
delete information and thus destroy the Markov property – cannot decrease the security of
an extractor, hence extractors in the Markov model are also extractors for such non-Markov
states3.

Our second contribution is to prove that all extractors (weak and strong) remain secure
in this model, both in the classical and quantum case, albeit with weaker parameters. In the
classical case the proof is pretty trivial and standard (and the result is indeed not surprising).
Nevertheless, as we could not find it anywhere else in the literature, we give it in this work
for completeness and as comparison to the quantum case. More specifically, for classical side
information we prove the following theorem:

2 An extractor is said to be strong in a set of its sources if even conditioned on all the sources in this set
the output cannot be distinguished from uniform (see formal definition in Section 3).

3 This includes, in particular, states constructed according to the model of [6].
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I Theorem 1. Any (k1, . . . , kl, ε)-[strong] l-source extractor is a
(
k1+log 1

ε , . . . , kl+log 1
ε , (l+

1)ε
)
-[strong] classical-proof l-source extractor in the Markov model.

The formal definitions of a (strong) l-source extractor and a (strong) classical-proof
l-source extractor are given in Section 3.1. The important thing to note is that for the
extractor to remain secure, the min-entropy of the sources needs to be just log 1

ε higher,
where ε is the security parameter (or the error) of the extractor. This is exactly the same as
in the case of seeded extractors [17] with classical side information.

The main contribution of the current work is the quantum version of the theorem above:

I Theorem 2. Any (k1, . . . , kl, ε)-[strong] l-source extractor is a (k1+log 1
ε , . . . , kl+log 1

ε , ε
′)-

[strong] quantum-proof l-source extractor in the Markov model with ε′ =
√

(l + 1)ε2(m−2),
where m is the output length of the extractor.

The formal definitions of the extractors are given in Section 3.2. As in the classical
case, the min-entropy of the sources needs to be just log 1

ε higher. The error itself is√
(l + 1)ε2(m−2) where l is the number of sources and m is the number of output bits of the

considered extractor4.
Although the blow-up in the error of the extractor in Theorem 2 might seem relatively

high, one must note that many classical multi-source extractors have an error ε = 2−mc
for some constant c > 1, hence in the quantum case the new error is ε′ =

√
l+1
2 2−m c−1

2 ,
i.e., both the classical and quantum errors are of the order 2−Ω(m). We provide several
explicit constructions in Appendix B, where we show how to achieve similar parameters
to the classical case, even if ε � 2−m, by composing the multi-source extractor with a
quantum-proof seeded extractor.

Apart from presenting the Markov model for extractors and proving the theorems above,
we also contribute on the technical level. While previous works use the techniques of [17]
for the one-bit output case and then extend it using a quantum XOR lemma [16], we use a
completely different proof technique which is based on the recent work of [2]. The advantage
of our technique is that it also applies to weak extractors, whereas the techniques of [6]
require the extractors to be strong in order to prove that they are secure. We extend on our
proof technique in Section 1.3.

1.2 Related work
As far as we are aware, the question of the security of multi-source extractors in the presence
of side information was considered only in two works: [16] and [6]. Both works deal with
quantum side information, and classical side information can of course be taken as a special
case. We are not aware of any works dealing with the case of classical side information
directly.

[16] initiated the study of multi-source extractors in the presence of side information.
They considered the case of two sources and quantum side information in product form.
More specifically, given the two independent sources X1 and X2, the side information is
given by a state ρC1 ⊗ ρC2 such that Hmin(Xi|C1C2) = Hmin(Xi|Ci) ≥ ki. In this way, the

4 This matches exactly the bound proven in [16, Corollary 27] for the restricted case of product side
information, l = 2, and m = 1. We note that this is also an improvement over the constructions in the
model of [6], for which the error in [6, Theorem 5.3] for l = 2 is of the form 2m√

ε, i.e., an order of
√

2m

worse than ours.
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side information does not break the independence of the sources5. It was proven in [16]
that any one-bit output two-source extractor remains secure in the presence of product side
information. They further show that a specific construction of a multi-bit output two-source
extractor, that of [9], is also secure in the considered model, by reducing it to the one-bit
case.

Recently, another, more general model for an adversary was considered in [6]. For
simplicity, we explain here the model for the case of two sources only; see [6] for the general
definition. In [6] the side information of the adversary must be created in the following way:
in the beginning the adversary can have any bipartite quantum state ρE1E2 , independent of
the sources. Then, to create her final side information ρC1C2 , she can correlate her state with
the sources by performing an independent “leaking operation” from each source to one of
the subsystems. More specifically, they model the leaking operation as a map for i ∈ {1, 2},
Φi : L(Xi ⊗ Ei) → L(Xi ⊗ Ci). The resulting classical-quantum state ρX1X2C1C2 can be
written as ρX1X2C1C2 = Φ1⊗Φ2(ρX1X2E1E2). For the relevant conditions on the min-entropy
see [6].

It was then proven in [6] that for multi-source extractors which are strong in all but
one source, this complex adversarial leaking operation is in fact equivalent to providing the
adversary with side information about only one source. That is, when using an extractor
which is strong in all but one of its sources, any adversary who is restricted to the model
of [6] is in fact no stronger than an adversary who has side information about just one source.
It is further shown that several known extractor constructions are still secure when the
adversary holds quantum side information about one of the sources – with an increase in
the error of the extractor. The leaking model of [6] can also be defined for weak extractors.
However, the proof techniques of [6] only work for strong extractors, since they rely on
the equivalence to side information about one source. Thus, there are currently no known
extractor constructions that directly satisfy the weak extractor model from [6], without
relying on an underlying strong extractor.

Our work is a natural generalization of [16], since independent sources are a subset of
Markov sources. The model from [6] is different from ours in the sense that there exist states
ρX1X2C which are Markov chains but cannot be constructed by the leaking model from [6]
and vice versa. However, as already proven in [6], for a function to satisfy their strong
extractor definition, it is sufficient for it to be secure in the presence of side information about
one of the sources. Since side information about one source is a Markov chain, it follows that
any strong extractor in the Markov model is also a strong extractor in the leaking model
of [6] – for completeness, we provide a proof of this in Appendix A.2. It is currently unknown
whether the same statement holds for weak extractors. Interestingly, the converse statement
also holds: we (implicitly) prove in this work that any function that is an extractor for
side information in product form is an extractor in the Markov model with slightly weaker
parameters. Since the leaking model from [6] includes states in product from, an extractor
from [6] is also an extractor in the Markov model with slightly weaker parameters.

5 [16] also considered another model for the adversary, called the bounded storage model, in which an
assumption is made on the size of the adversary’s storage capacity. In this work we consider only the
more general case, in which we make no assumption about the adversary’s power. For more details
see [16].
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1.3 Proof outline and techniques
The proof of the classical result, i.e., Theorem 1, is quite standard. The main part of this
work is therefore devoted to the quantum case – the proof of Theorem 2. The main idea is to
not consider the most general measurement that could be performed to distinguish the output
of the extractor from uniform, but instead consider a specific strategy, which consists in first
measuring the quantum side information, then trying to distinguish the output from uniform
given the resulting classical side information. We first prove that this specific strategy is not
much worse than the optimal strategy. Then we show that this classical side information
satisfies the requirements of a classical two-source extractor in the Markov model. Thus,
security in the quantum case follows from security in the classical case.

More specifically, the proof can be decomposed in the following steps.
1. We start by considering only product side information in Section 4.1. We employ ideas

from [2], where the security definition of the extractor is rewritten using operators
inequalities, to give a bound in Lemma 12 on the distance from uniform of the extractor
output.

2. Next (in Lemmas 13 and 14) we simplify the bound by noting that it can be seen as
a specific simple distinguishing strategy when trying to distinguish the output of the
extractor from uniform using the side information. This specific strategy is one in which
the product side information is measured independently of the output of the extractor
(while a general distinguisher could use more complicated distinguishing strategies). Hence
we obtain a reduction from quantum to classical side information.

3. We put this together in Lemma 15, to show that any multi-source extractor is secure in
the presence of product side information6.

4. Finally, in Section 4.2, we extend the result from the product model to the quantum
Markov model by exploiting the structure of quantum Markov-chain states, and by this
prove that Theorem 2 holds.

1.4 Organisation of the paper
The rest of paper is organised as follows. In Section 2 we give some necessary preliminaries.
Section 3 is devoted to the definitions of classical and quantum-proof multi-source extractors
in the Markov model. The proof of our main theorem, Theorem 2, is then given in Section 4.
We conclude in Section 5 with some open questions.

Do to space restrictions, some additional results have been moved to the appendices. In
Appendix A we show that multi-source extractors in the Markov model can be used to extract
from some sources that do not directly satisfy the definition, e.g., when only a bound on the
smooth min-entropy is given. In Appendix B we give the parameters of explicit constructions
of quantum multi-source extractors, i.e., we apply our results to some specific constructions
of multi-source extractors. In Appendix C we further motivate the Markov model in the
context of quantum randomness amplification protocols. The remaining appendices contain
technical proofs.

2 Preliminaries

We assume familiarity with standard notation in probability theory as well as with basic
concepts in quantum information theory including density matrices, positive-operator valued

6 This can be seen as an extension of the result of [16] but the proof is different.
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measures (POVMs), and distance measures such as the trace distance. We refer to, e.g., [23]
for an introduction to quantum information.

Throughout the paper X,Y and Z denote classical random variables while A,B and C
denote quantum systems. All logarithms are in base 2. [l] denotes the set {1, 2, . . . , l} and
for i ∈ [l] we denote ī = 1, . . . , i− 1, i+ 1, . . . , l.

If a classical random variable X takes the value x with probability px it can be written
as the quantum state ρX =

∑
x px|x〉〈x|, where {|x〉}x is an orthonormal basis. If the

classical system X is part of a composite system XC, any state of that composite system
can be written as ρXC =

∑
x px|x〉〈x| ⊗ ρxC . If C is quantum we say that the state ρXC is

a classical-quantum state, or a cq-state. Similarly, a state ρX1X2C classical on X1, X2 and
quantum on C is called a ccq-state. For two independent random variables X and Y we
often write X ◦ Y to denote the joint random variable with product distribution.

For a quantum state ρA we denote by H(A) the Von Neumann entropy of ρA, i.e.,
H(A) = −Tr(ρA log ρA). The conditional mutual information is defined as

I(A : B|C) = H(AC) +H(BC)−H(C)−H(ABC) .

In the case of classical systems, the Von Neumann entropy is reduced to the Shannon entropy.
That is, for a random variable X, H(X) = −

∑
x px log px, where px is the probability of

X = x.
Given a cq-state ρXC =

∑
x px|x〉〈x| ⊗ ρxC the conditional min-entropy is Hmin(X|C) =

− log pguess(X|C), where pguess(X|C) is the maximum probability of guessing X given the
quantum system C. That is,

pguess(X|C) = max
{Ex

C
}x

(∑
x

pxTr(ExCρxC)
)
,

where the maximum is taken over all POVMs {ExC}x on C. For an empty system C,
the conditional min-entropy of X given C reduces to the usual Hmin(X) = − log maxx px.
Furthermore, if a quantum system C is measured and the measurement outcome is registered
in the classical system Z then the min-entropy can only increase, namely, Hmin(X|Z) ≥
Hmin(X|C).

3 Multi-source extractors

3.1 Multi-source extractors in the presence of classical side information
Two-source extractors are defined as follows. The extension of the definition to the case of
more than two sources is straightforward.

I Definition 3 (Two-source extractor, [27]). A function Ext : {0, 1}n1 × {0, 1}n2 → {0, 1}m
is called a (k1, k2, ε) two-source extractor if for any two independent sources X1, X2 with
Hmin (X1) ≥ k1 and Hmin (X2) ≥ k2, we have

1
2‖Ext (X1, X2)− Um‖ ≤ ε ,

where Um is a perfectly uniform random variable on m-bit strings. Ext is said to be strong
in the i’th input if

1
2‖Ext(X1, X2)Xi − Um ◦Xi‖ ≤ ε .

If Ext is not strong in any of its inputs it is said to be weak.
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As explained in Section 1, in the classical case one can also consider the security of the
extractor in the presence of classical side information, denoted by Z, held by an adversary.
That is, we would like the output of the extractor to be indistinguishable from uniform also
given some additional classical information.

Since multi-source extractors cannot remain secure in the presence of an arbitrary classical
side information (recall the examples presented in Section 1), we require the sources to be
independent conditioned on the side information. Formally:

I Definition 4 (Classical Markov model). The random variables X1, X2 and Z are said to
form a Markov chain, denoted by X1 ↔ Z ↔ X2, if

I(X1 : X2|Z) = 0 .

For more than two sources X1, . . . , Xl and side information Z, we say that they are in the
Markov model if

∀i ∈ [l], I(Xi : Xī|Z) = 0 .

To see that I(X1 : X2|Z) = 0 indeed captures the idea that conditioned on Z the sources
are independent, note that I(X1 : X2|Z) = 0 if and only if p(x1, x2|z) = p(x1|z) · p(x2|z) for
all x1, x2 and z.

We can now define classical-proof multi-source extractors in the following way. For
simplicity, we give the definition in the case of two sources; the extension to more than two
sources in the Markov model is straightforward.

I Definition 5 (Classical-proof two-source extractor). A function Ext : {0, 1}n1 × {0, 1}n2 →
{0, 1}m is a (k1, k2, ε) classical-proof two-source extractor secure in the Markov model, if for
all sources X1, X2, and classical side information Z, where X1 ↔ Z ↔ X2 form a Markov
chain, and with min-entropy Hmin (X1|Z) ≥ k1 and Hmin (X2|Z) ≥ k2, we have

1
2‖Ext (X1, X2)Z − Um ◦ Z‖ ≤ ε , (1)

where Um is a perfectly uniform random variable on m-bit strings. Ext is said to be strong
in the i’th input if

1
2‖Ext(X1, X2)XiZ − Um ◦XiZ‖ ≤ ε . (2)

Indeed, if one requires that the sources and the side information Z fulfil Definition 4 then
all multi-source extractors remain secure also in the presence of the side information Z. This
is proven in the following lemma for two sources.

I Lemma 6. Any (k1, k2, ε)-[strong] two-source extractor is a (k1 + log 1
ε , k2 + log 1

ε , 3ε)-
[strong] classical-proof two-source extractor in the Markov model.

Proof. Let X1 ↔ Z ↔ X2 be such that Hmin (X1|Z) ≥ k1 + log 1
ε and Hmin (X2|Z) ≥

k2 + log 1
ε . For any two classical systems X and Z, we have

2−Hmin(X|Z) = E
z←Z

[
2−Hmin(X|Z=z)

]
,

so by Markov’s inequality,

Pr
z←Z

[Hmin (X|Z = z) ≤ Hmin (X|Z)− log 1/ε] ≤ ε .
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Applying this to both X1 and X2, we have that with probability at least 1− 2ε (over Z),
Hmin (X1|Z = z) ≥ k1 and Hmin (X2|Z = z) ≥ k2. Due to the Markov-chain condition, the
distributions X1|Z=z and X2|Z=z are independent. Hence for any (k1, k2, ε) two-source
extractor Ext,

1
2‖Ext(X1, X2)Z − Um ◦ Z‖ = 1

2
∑
z

PZ(z)‖Ext(X1|Z=z, X2|Z=z)− Um‖ ≤ 3ε .

For a strong extractor the proof is identical. J

By following the same steps as the proof of Lemma 6 for the case of l sources we get
Theorem 1.

3.2 Multi-source extractors in the presence of quantum side
information

We now consider multi-source extractors in the presence of quantum side information, i.e., in
the following C denotes a quantum system. Similarly to Section 3.1 we restrict the sources
and the quantum side information to the quantum Markov model. Formally,

I Definition 7 (Quantum Markov model). A ccq-state ρX1X2C is said to form a Markov
chain7, denoted by X1 ↔ C ↔ X2, if

I(X1 : X2|C) = 0 .

For more than two sources X1, . . . , Xl and C we say that they are in the Markov model if

∀i ∈ [l], I(Xi : Xī|C) = 0 .

The following is then the natural analog of Definition 5 to the quantum setting. The
extension to the case of more than two sources is straightforward.

I Definition 8 (Quantum-proof two-source extractor). A function Ext : {0, 1}n1 × {0, 1}n2 →
{0, 1}m is a (k1, k2, ε) quantum-proof two-source extractor in the Markov model, if for all
sources X1, X2, and quantum side information C, where X1 ↔ C ↔ X2 form a Markov
chain, and with min-entropy Hmin (X1|C) ≥ k1 and Hmin (X2|C) ≥ k2, we have

1
2‖ρExt(X1,X2)C − ρUm ⊗ ρC‖ ≤ ε , (3)

where ρExt(X1,X2)C = Ext ⊗ 1CρX1X2C and ρUm is the fully mixed state on a system of
dimension 2m. Ext is said to be strong in the i’th input if

1
2‖ρExt(X1,X2)XiC − ρUm ⊗ ρXiC‖ ≤ ε . (4)

If C above is classical then Definition 8 is reduced to Definition 5.
The interesting question is therefore whether there exist quantum-proof multi-source

extractors. The main contribution of this work is to show that any multi-source extractor
is also a quantum-proof multi-source extractor in the Markov model with a bit weaker
parameters. The formal statement is given in Theorem 2 above and proven in the following
section.

7 The same definition is also used in the more general case where also the Xi’s are quantum. For our
purpose the case of classical sources and quantum side information is sufficient.
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4 Security of multi-source extractors in the quantum Markov model

For simplicity, in this section we prove that two-source extractors are secure even when
considering quantum side information in the form of a Markov chain. The extension to any
number of sources, i.e., the proof of Theorem 2, follows by trivially repeating the same steps
for more than two sources and using our definition of the Markov model (Definition 7). More
specifically, the goal of this section is to prove the following:

I Lemma 9. Any (k1, k2, ε)-[strong] two-source extractor is a (k1 + log 1
ε , k2 + log 1

ε ,
√

3ε ·
2(m/2−1))-[strong] quantum-proof two-source extractor in the Markov model, where m is the
output length of the extractor.

To prove this, we first show in Section 4.1 that all extractors are still secure in the case
of side information in product from. Then in Section 4.2 we generalise this result to any side
information in the Markov model.

4.1 Product quantum side information
We start by showing that any two-source extractor, as in Definition 3, is secure against
product quantum side information. The product extractor as defined below is a special case
of the extractor in Definition 8:

I Definition 10 (Quantum-proof product two-source extractor, [16]). A function Ext :
{0, 1}n1 × {0, 1}n2 → {0, 1}m is a (k1, k2, ε) quantum-proof product two-source extractor, if
for all sources X1, X2, and quantum side information C, where ρX1X1C = ρX1C1 ⊗ ρX2C2 ,
and with min-entropy Hmin (X1|C1) ≥ k1 and Hmin (X2|C2) ≥ k2, we have

1
2‖ρExt(X1,X2)C − ρUm ⊗ ρC‖ ≤ ε , (5)

where ρExt(X1,X2)C = Ext ⊗ 1CρX1X2C and ρUm is the fully mixed state on a system of
dimension 2m. Ext is said to be strong in the i’th input if

1
2‖ρExt(X1,X2)XiC − ρUm ⊗ ρXiCi ⊗ ρCī‖ ≤ ε . (6)

In the following we show that any two-source extractor remains secure in the product
model, i.e., if the quantum state of the sources and the side information is of the form
ρX1X2C = ρX1C1 ⊗ ρX2C2 (see Corollary 16 below for the formal statement). This can be
seen as an extension of the results of [16], where only two-source extractors with one-bit
output (i.e., m = 1 in our notation) and the extractor of [9] were shown to be secure against
product quantum side information.

The first step of the proof uses the fact that any ccq-state ρX1X2C can be obtained by
performing local measurements on a pure state ρABC . We formalise this in the following
lemma. The proof of the lemma is trivial and given in Appendix D.

I Lemma 11. Let ρX1X2C =
∑
x1,x2

|x1〉〈x1| ⊗ |x2〉〈x2|ρC(x1, x2). Then there exists a pure
state ρABC and POVMs {Fx1}, {Gx2} such that

ρC(x1, x2) = TrAB
[
F

1
2
x1 ⊗G

1
2
x2 ⊗ 1CρABCF

1
2
x1 ⊗G

1
2
x2 ⊗ 1C

]
. (7)

The following three lemmas are proven for the case of weak extractors. The lemmas and
proofs for the strong case are very similar and therefore given in Appendix E. We start with
the next lemma where the Cauchy-Schwarz inequality is used, as in [2].
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I Lemma 12. Let ρX1X2C be any ccq-state, and let ρABC and {Fx1}, {Gx2} satisfy Equa-
tion (7). Then there exists an alternative purification of ρAB, namely ΨABC1C2 , and two
POVMs {Hz1}, {Kz2} acting on C1 and C2, such that

1
M
‖ρExt(X1,X2)C − ρUm ⊗ ρC‖2 ≤∑

x1,x2,
z1,z2,y

[
δExt(x1,x2)=y −

1
M

] [
δExt(z1,z2)=y −

1
M

]
Tr [ΨABC1C2Fx1 ⊗Gx2 ⊗Hz1 ⊗Kz2 ] ,

where M = 2m and m is the output length of the extractor. Moreover, if the state ρAB is of
tensor product form, the purification ΨABC1C2 also factorises into a tensor product between
AC1 and BC2.

Proof. First, recall that for a hermitian matrix R we have ‖R‖ = max{Tr[RS] : −1 ≤ S ≤
1}. Applying this to the matrix whose norm specifies the error of the extractor, we find

‖ρExt(X1,X2)C − ρUm ⊗ ρC‖ = max
−1≤S≤1

Tr
[(
ρExt(X1,X2)C − ρUm ⊗ ρC

)
S
]
.

Since ρExt(X1,X2)C and ρUm ⊗ ρC are block diagonal with respect to the outcome variable of
the extractor y, S can be assumed to be block diagonal as well. Using this and inserting the
expression for ρX1X2C in Equation (7) we arrive at

‖ρExt(X1,X2)C − ρUm ⊗ ρC‖ = max
−1≤Sy≤1

∑
y

Tr [ρABC∆y ⊗ Sy] ,

where we used the abbreviation

∆y =
∑
x1,x2

[
δExt(x1,x2)=y −

1
M

]
Fx1 ⊗Gx2 .

We now choose a special purification of ρAB, namely we consider the pretty good purifica-
tion [39]

|ψ〉ABA′B′ = ρ
1
2
AB ⊗ 1A′B′ |ΦAA′〉|ΦBB′〉 ,

where |Φ〉AA′ =
∑
a |aa〉 denotes the unnormalised maximally entangled state. Since both

|ψ〉ABA′B′ and ρABC are purifications of ρAB there exists an isometry V : A′B′ → C such
that V |ψ〉〈ψ|V ∗ = ρABC and hence

‖ρExt(X1,X2)C − ρUm ⊗ ρC‖ ≤ max
−1≤Sy≤1

∑
y

Tr [|ψ〉〈ψ|∆y ⊗ Sy] ,

since V ∗SyV is bounded in norm by one and hermitian. Inserting the identity 1⊗XA′ |ΦAA′〉 =
XT
A′ ⊗ 1|ΦAA′〉 for any matrix X (where (.)T denotes the transpose in the basis of the

maximally entangled state), we find

Tr [|ψ〉〈ψ|∆y ⊗ Sy] = Tr
[
ρ

1
2
AB∆yρ

1
2
AB(Sy)T

]
. (8)

The crucial observation is now that the sesquilinear form (Ry)×(Sy) 7→
∑
y Tr

[
ρ

1
2
ABR

∗
yρ

1
2
ABSy

]
on block-diagonal matrices is positive semi-definite and hence fulfils the Cauchy-Schwarz
inequality. Applying this gives

‖ρExt(X1,X2)C − ρUm ⊗ ρC‖2 ≤

(∑
y

Tr
[
ρ

1
2
AB∆yρ

1
2
AB∆y

])(∑
y

Tr
[
ρ

1
2
ABSyρ

1
2
ABSy

])
.
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Since we have that the norm of Sy is bounded by one, the terms in the second sum satisfies

Tr
[
ρ

1
2
ABSyρ

1
2
ABSy

]
≤ Tr

[
ρ

1
2
ABSyρ

1
2
AB

]
≤ Tr [ρAB ] = 1 ,

and we arrive at

‖ρExt(X1,X2)C − ρUm ⊗ ρC‖2 ≤M
∑
y

Tr
[
ρ

1
2
AB∆yρ

1
2
AB∆y

]
.

Inserting the definition of ∆y and reversing the identity leading to Equation (8) proves the
assertion with C1 = A′, C2 = B′, ΨABC1C2 = |ψ〉〈ψ| and Hz1 = FTz1 , Kz2 = GTz2 . J

The upper bound of the preceding lemma can be further simplified (the proof is given in
Appendix D):

I Lemma 13. For any ΨABC1C2 and positive operators {Fx1}, {Gx2}, {Hz1}, {Kz2} which
sum up to the identity,∑

x1,x2,
z1,z2,y

[
δExt(x1,x2)=y −

1
M

] [
δExt(z1,z2)=y −

1
M

]
Tr [ΨABC1C2Fx1 ⊗Gx2 ⊗Hz1 ⊗Kz2 ]

=
∑

x1,x2,z1,z2|
Ext(x1,x2)=Ext(z1,z2)

Tr [ΨABC1C2Fx1 ⊗Gx2 ⊗Hz1 ⊗Kz2 ]− 1
M

(9)

The quantity in Equation (9) can be seen as a simple distinguishing strategy of a
distinguisher trying to distinguish the output of the extractor from uniform given classical
side information. We can therefore relate it to the error of the extractor in the case of
classical side information, i.e., to Equation (1). This is shown in the following lemma.

I Lemma 14. For i ∈ {1, 2} let Zi denote the classical side information about the source Xi

such that p(x1, x2, z1, z2) = Tr [ΨABC1C2Fx1 ⊗Gx2 ⊗Hz1 ⊗Kz2 ]. Then∑
x1,x2,z1,z2|

Ext(x1,x2)=Ext(z1,z2)

p(x1, x2, z1, z2)− 1
M
≤ 1

2‖Ext (X1, X2)Z1Z2 − Um ◦ Z1Z2‖ .

Proof. Define the following random variables over {0, 1}m × {0, 1}n1 × {0, 1}n2 :

R = Ext(X1, X2)Z1Z2 ; Q = Um ◦ Z1Z2 .

Let A? =
{

(a1, a2, a3)
∣∣a1 = Ext (a2, a3)

}
⊆ {0, 1}m × {0, 1}n1 × {0, 1}n2 . Then, the probab-

ilities that R and Q assign to the event A? are

R(A?) =
∑

x1,x2,z1,z2|
Ext(x1,x2)=Ext(z1,z2)

p(x1, x2, z1, z2) ; Q(A?) = 1
M

Using the definition of the variational distance we therefore have
1
2‖Ext(X1, X2)Z1Z2 − Um ◦ Z1Z2‖ = sup

A
‖R(A)−Q(A)‖

≥ R(A?)−Q(A?)

=
∑

x1,x2,z1,z2|
Ext(x1,x2)=Ext(z1,z2)

p(x1, x2, z1, z2)− 1
M

. J
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Finally, we combine the lemmas together to show that any weak classical-proof two-source
extractor in the Markov model is secure against product quantum side information as well.

I Lemma 15. Any (k1, k2, ε) classical-proof two-source extractor in the Markov model is
a
(
k1, k2,

√
ε · 2(m−2)

)
quantum-proof product two-source extractor, where m is the output

length of the extractor.

Proof. For any state of two classical sources and product side information ρX1X2C =
ρX1C1 ⊗ ρX2C2 with Hmin(X1|C) ≥ k1 and Hmin(X2|C) ≥ k2, let ρABC and {Fx1}, {Gx2} be
the state and measurements satisfying Equation (7).

We can now apply Lemmas 12, 13, and 14 to get the bound

‖ρExt(X1,X2)C − ρUm ⊗ ρC‖ ≤
√
M

2 ‖Ext (X1, X2)Z1Z2 − Um ◦ Z1Z2‖ , (10)

where Z1, Z2 are defined via p(x1, x2, z1, z2) = Tr [ΨABC1C2Fx1 ⊗Gx2 ⊗Hz1 ⊗Kz2 ], for
ΨABC1C2 which is constructed in the proof of Lemma 12.

As ΨABC1C2 = ΨAC1 ⊗ΨBC2 and the measurements are all in tensor product we have
p(x1, x2, z1, z2) = p(x1, z1) · p(x2, z2), which implies:
1. The sources and the classical side information form a Markov chain X1 ↔ Z1Z2 ↔ X2.
2. Hmin (Xi|Z1Z2) = Hmin (Xi|Zi) ≥ Hmin (Xi|Ci) for i ∈ {1, 2}.

Hence, if Hmin (Xi|Ci) ≥ ki then by the definition of a classical-proof two-source extractor,

1
2‖Ext (X1, X2)Z1Z2 − Um ◦ Z1Z2‖ ≤ ε . (11)

Combining Equations (10) and (11) we get

1
2‖ρExt(X1,X2)C − ρUm ⊗ ρC‖ ≤

1
2
√
Mε =

√
ε2(m−2) . J

By combining Lemma 6 together with Lemma 15 (Lemma 36 in Appendix E) for the
weak (strong) case we get that any weak (strong) two-source extractor is also secure against
product quantum side information. The bound given in Corollary 16 matches exactly the
bound given in [16] for the special case of m = 1 (see [16, Corollary 27]).

I Corollary 16. Any (k1, k2, ε)-[strong] two-source extractor is a (k1 + log 1
ε , k2 + log 1

ε , ε
′)-

[strong] quantum-proof product two-source extractor with ε′ =
√

3ε2(m−2), where m is the
output length of the extractor.

4.2 Extending to the Markov model
We now extend the result of Section 4.1 to the case of the more general Markov model. To
do so, we first recall that by the result of [14], Markov states (according to Definition 7) can
also be written in the form

ρA1A2C =
⊕
t

p(t)ρtA1Ct1
⊗ ρtA2Ct2

, (12)

where the index t runs over a finite alphabet T , p(t) is a probability distribution on that
alphabet, HC =

⊕
tHCt1 ⊗HCt2 is the Hilbert space of C, and ρtAiCti denote states on AiCti ,

i ∈ {1, 2}.
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Proof of Lemma 9. Let ρX1X2C be a Markov state such that Hmin (Xi|C) ≥ ki + log 1
ε . We

first deal with the case of weak extractors. Using the decomposition from Equation (12) we
can reduce the problem to the product case by writing

‖ρExt(X1,X2)C − ρUm ⊗ ρC‖ =
∑
t

p(t)‖Ext⊗ 1C
(
ρtX1Ct1

⊗ ρtX2Ct2

)
− ρUm ⊗ ρtCt1 ⊗ ρ

t
Ct2
‖ .

From Equation (10) we thus have

‖ρExt(X1,X2)C − ρUm ⊗ ρC‖

≤
∑
t

p(t)
√
M

2 ‖Ext(X1, X2)Z1Z2|T = t− Um ◦ Z1Z2|T = t‖

≤
√
M

2 ‖Ext(X1, X2)Z1Z2T − Um ◦ Z1Z2T‖ ,

where in the last line we used Jensen’s inequality and Z1, Z2 are defined via

p(x1, x2, z1, z2|t) = Tr
[
ρtABCF

t
x1
⊗Gtx2

⊗Ht
z1 ⊗K

t
z2

]
.

That is, Z1 and Z2 are derived from C in the following way: from Equation (12) the
states {ρtCt1 ⊗ ρ

t
Ct2
}t are orthogonal, hence there exists an isometry C → CT which maps∑

t p(t)ρtCt1 ⊗ ρ
t
Ct2

to
∑
t p(t)ρtCt1 ⊗ ρ

t
Ct2
⊗ |t〉〈t|. The state ρtCt1 ⊗ ρ

t
Ct2

is then measured in the
same way as in Lemma 15 for the product case to get the side information Z1Z2|T . Hence, the
structure X1 ↔ Z1Z2T ↔ X2 is conserved. Furthermore, we also have Hmin (Xi|Z1Z2T ) ≥
ki + log 1

ε . Using these two conditions, the problem has been reduced to one with classical
side information in the Markov model. Using the fact that Ext is a (k1, k2, ε) two-source
extractor and applying Lemma 6 we conclude the proof for weak extractors.

Similarly, for strong extractors, from Equation (16) we have

‖ρExt(X1,X2)X1C − ρUm ⊗ ρX1C‖

≤
∑
t

p(t)
√
M

2 ‖Ext(X1, X2)X1Z2|T = t− Um ◦X1Z2|T = t‖

≤
√
M

2 ‖Ext(X1, X2)X1Z2T − Um ◦X1Z2T‖ .

Again, we can see this as a measurement made on C such that the value of T is measured
and then a further measurements of Ct2 is done in the same way as for the product case
to get the side information about X2 (while there is no additional side information about
X1). Hence, as in the weak case, X1 ↔ Z2T ↔ X2 and Hmin (Xi|Z2T ) ≥ ki + log 1

ε , so the
problem has been reduced to the classical case. J

In the case of l sources, a state ρX[l]C that satisfies the Markov model (Definition 7) can
be written as

ρX[l]C =
⊕
t

p(t)ρtX1Ct1
⊗ · · · ⊗ ρtXlCtl . (13)

We provide a proof of this in Appendix D as Lemma 32. It follows from Equation (13) that
Lemma 9 can be easily generalised to l sources.
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5 Conclusions and open questions

In this work a new and natural model for classical and quantum-proof multi-source extractors
was defined – the Markov model. We then showed that all multi-source extractors, weak and
strong, are also secure in the presence of side information that falls into the Markov model,
both in the classical and quantum case. As explained in the previous sections, our main
result, Theorem 2, can be seen as a continuation, extension and improvement of previously
known results [16, 6].

Apart from the result itself, on the technical level, a new proof technique was used, which,
in contrast to the previous works is indifferent to whether the extractors are strong or not.
In particular this implies that no adaptations are required for any new multi-source extractor
that might be proposed in the future.

We finish this work with several open questions:
1. Are there more general models that extend the Markov model in which all extractors

remain secure? Some natural extensions are discussed in Appendix A.
2. Are there different families of states ρX1X2C from which it is possible to extract randomness

that are relevant for practical applications? The difficulty in extracting randomness comes
from the fact that we are not given one (known) state ρX1X2C , but that the extractor is
expected to work for any state in a given family, e.g., a Markov state with lower bounds
on the conditional min-entropy. The standard criterion of independence between the
sources X1 and X2 has been relaxed in this work to allow for sources that are independent
conditioned on C. Other structures might also allow randomness to be extracted.

3. What happens if the sources and the side information are not exactly in the Markov model
but only close to it? Even in the case of only two sources, there are different ways to
quantify the closeness of a state to a Markov-chain state (see, e.g., [10]). It is interesting
to ask which notion of approximation is relevant in applications of multi-source extractors
(such as quantum randomness amplification) and under which such notions the quantum-
proof extractors remain secure. Note that the recovery map notion of approximation
of Markov chains [10] does not guarantee approximate conditional independence of the
sources, and seems to provide quite a different structure.

4. It is unclear whether Theorem 2 is tight, i.e., whether the loss in the error of the extractor
is inevitable when considering arbitrary extractors. In other words, it is not known if there
are multi-source extractors for which the

√
2m loss in the error term is necessary8. In the

other direction, as noted in Appendix B.1, the work of [13] can be used, in combination
with our proof technique, to show that for two-universal hashing (when the seed is taken
to be the second source) the blow-up in the error term is not necessary.

5. Do multi-source extractors remain secure also in the presence of non-signalling side
information? Non-signalling adversaries are in general more powerful than quantum
ones. For seeded extractors this does not seem to be the case [12, 1] but for multi-source
extractors nothing is known. Note however that our proof technique is not applicable to
non-signalling side information.

Acknowledgments. We thank Mario Berta, Omar Fawzi and Thomas Vidick for helpful
comments and discussions.

8 The same question arises in the case of seeded extractors as well [2].

TQC 2016



2:16 Quantum-Proof Multi-Source randomness Extractors

References

1 Rotem Arnon-Friedman and Amnon Ta-Shma. Limits of privacy amplification against
nonsignaling memory attacks. Physical Review A, 86(6):062333, 2012.

2 Mario Berta, Omar Fawzi, and Volkher B Scholz. Quantum-proof randomness extractors
via operator space theory. arXiv preprint arXiv:1409.3563, 2014.

3 Mario Berta, Omar Fawzi, and Volkher B. Scholz. Quantum bilinear optimization. SIAM
Journal for Optimization, 2016. To appear. arXiv:1506.08810.

4 Fernando GSL Brandão, Ravishankar Ramanathan, Andrzej Grudka, Karol Horodecki,
Michał Horodecki, and Paweł Horodecki. Robust device-independent randomness amplific-
ation with few devices. Nature Communications, 7:11345, 2016.

5 Eshan Chattopadhyay and David Zuckerman. Explicit two-source extractors and resilient
functions. In Electronic Colloquium on Computational Complexity (ECCC), volume 22,
page 119, 2015.

6 Kai-Min Chung, Xin Li, and Xiaodi Wu. Multi-source randomness extractors against
quantum side information, and their applications. arXiv preprint arXiv:1411.2315, 2014.

7 Kai-Min Chung, Yaoyun Shi, and Xiaodi Wu. Physical randomness extractors: Generating
random numbers with minimal assumptions. arXiv preprint arXiv:1402.4797, 2014.

8 Anindya De, Christopher Portmann, Thomas Vidick, and Renato Renner. Trevisan’s
extractor in the presence of quantum side information. SIAM Journal on Computing,
41(4):915–940, 2012.

9 Yevgeniy Dodis, Ariel Elbaz, Roberto Oliveira, and Ran Raz. Improved randomness extrac-
tion from two independent sources. In Approximation, randomization, and combinatorial
optimization. Algorithms and techniques, pages 334–344. Springer, 2004.

10 Omar Fawzi and Renato Renner. Quantum conditional mutual information and approxim-
ate markov chains. Communications in Mathematical Physics, 340(2):575–611, 2015.

11 Dmitry Gavinsky, Julia Kempe, Iordanis Kerenidis, Ran Raz, and Ronald De Wolf. Ex-
ponential separations for one-way quantum communication complexity, with applications
to cryptography. In Proceedings of the thirty-ninth annual ACM symposium on Theory of
computing, pages 516–525. ACM, 2007.

12 Esther Hänggi, Renato Renner, and Stefan Wolf. The impossibility of non-signaling privacy
amplification. arXiv preprint arXiv:0906.4760, 2009.

13 Masahito Hayashi and Toyohiro Tsurumaru. More efficient privacy amplification with less
random seeds. In Information Theory (ISIT), 2015 IEEE International Symposium on,
pages 1786–1790. IEEE, 2015.

14 Patrick Hayden, Richard Jozsa, Denes Petz, and Andreas Winter. Structure of states
which satisfy strong subadditivity of quantum entropy with equality. Communications in
mathematical physics, 246(2):359–374, 2004.

15 Russell Impagliazzo, Leonid A Levin, and Michael Luby. Pseudo-random generation from
one-way functions. In Proceedings of the twenty-first annual ACM symposium on Theory
of computing, pages 12–24. ACM, 1989.

16 Roy Kasher and Julia Kempe. Two-source extractors secure against quantum adversaries,
volume 6302 of Lecture Notes in Computer Science, pages 656–669. Springer, 2010.

17 Robert T Konig and Barbara M Terhal. The bounded-storage model in the presence of a
quantum adversary. Information Theory, IEEE Transactions on, 54(2):749–762, 2008.

18 Xin Li. Improved constructions of two-source extractors. In Proceedings of the 2011
IEEE 26th Annual Conference on Computational Complexity (CCC), 2015. arXiv preprint
arXiv:1508.01115.

19 Xin Li. Personal communication, 2015.

http://arxiv.org/abs/1506.08810


R. Arnon-Friedman, C. Portmann, and V. B. Scholz 2:17

20 Xin Li. Three-source extractors for polylogarithmic min-entropy. In Proceedings of the
2015 IEEE 56th Annual Symposium on Foundations of Computer Science (FOCS), pages
863–882, 2015. arXiv preprint arXiv:1503.02286.

21 Wolfgang Mauerer, Christopher Portmann, and Volkher B. Scholz. A modular framework
for randomness extraction based on trevisan’s construction. arXiv preprint arXiv:1212.0520,
2012.

22 Piotr Mironowicz, Rodrigo Gallego, and Marcin Pawlowski. Amplification of arbitrarily
weak randomness. Physical Review A, 91(032317), 2015. arXiv preprint arXiv:1301.7722.

23 Michael A Nielsen and Isaac L Chuang. Quantum computation and quantum information.
Cambridge university press, 2010.

24 Martin Plesch and Matej Pivoluska. Device-independent randomness amplification with a
single device. Physics Letters A, 378(40):2938–2944, 2014.

25 Jaikumar Radhakrishnan and Amnon Ta-Shma. Bounds for dispersers, extractors, and
depth-two superconcentrators. SIAM Journal on Discrete Mathematics, 13(1):2–24, 2000.
doi:10.1137/S0895480197329508.

26 Anup Rao. Extractors for a constant number of polynomially small min-entropy independ-
ent sources. SIAM Journal on Computing, 39(1):168–194, 2009.

27 Ran Raz. Extractors with weak random seeds. In Proceedings of the 37th Symposium
on Theory of Computing, STOC ’05, pages 11–20. ACM, 2005. doi:10.1145/1060590.
1060593.

28 Ben W Reichardt, Falk Unger, and Umesh Vazirani. Classical command of quantum sys-
tems. Nature, 496(7446):456–460, 2013.

29 Renato Renner. Security of quantum key distribution. International Journal of Quantum
Information, 6(01):1–127, 2008.

30 Renato Renner and Robert König. Universally composable privacy amplification against
quantum adversaries. In Theory of Cryptography, pages 407–425. Springer, 2005.

31 Miklos Santha and Umesh V Vazirani. Generating quasi-random sequences from semi-
random sources. Journal of Computer and System Sciences, 33(1):75–87, 1986.

32 Valerio Scarani. The device-independent outlook on quantum physics (lecture notes on the
power of Bell’s theorem). arXiv preprint arXiv:1303.3081, 2013.

33 Ronen Shaltiel. Recent developments in explicit constructions of extractors. Bulletin of
the EATCS, 77(67-95):10, 2002.

34 Marco Tomamichel, Roger Colbeck, and Renato Renner. Duality between smooth min-
and max-entropies. IEEE Transactions on Information Theory, 56(9):4674–4681, 2010.
arXiv:arXiv:0907.5238, doi:10.1109/TIT.2010.2054130.

35 Marco Tomamichel, Charles Ci Wen Lim, Nicolas Gisin, and Renato Renner. Tight finite-
key analysis for quantum cryptography. Nature Communications, 3:634, 2012. arXiv:
1103.4130, doi:10.1038/ncomms1631.

36 Marco Tomamichel, Christian Schaffner, Adam Smith, and Renato Renner. Leftover
hashing against quantum side information. IEEE Transactions on Information Theory,
57(8):5524–5535, August 2011. A preliminary version appeared at ISIT 2010. arXiv:
arXiv:1002.2436, doi:10.1109/TIT.2011.2158473.

37 Luca Trevisan. Extractors and pseudorandom generators. Journal of the ACM, 48(4):860–
879, 2001.

38 Umesh V Vazirani. Strong communication complexity or generating quasi-random se-
quences from two communicating semi-random sources. Combinatorica, 7(4):375–392, 1987.

39 Andreas Winter. “Extrinsic” and “intrinsic” data in quantum measurements: Asymptotic
convex decomposition of positive operator valued measures. Communications in mathem-
atical physics, 244(1):157–185, 2004.

TQC 2016

http://dx.doi.org/10.1137/S0895480197329508
http://dx.doi.org/10.1145/1060590.1060593
http://dx.doi.org/10.1145/1060590.1060593
http://arxiv.org/abs/arXiv:0907.5238
http://dx.doi.org/10.1109/TIT.2010.2054130
http://arxiv.org/abs/1103.4130
http://arxiv.org/abs/1103.4130
http://dx.doi.org/10.1038/ncomms1631
http://arxiv.org/abs/arXiv:1002.2436
http://arxiv.org/abs/arXiv:1002.2436
http://dx.doi.org/10.1109/TIT.2011.2158473


2:18 Quantum-Proof Multi-Source randomness Extractors

40 Tzyh Haur Yang, Tamás Vértesi, Jean-Daniel Bancal, Valerio Scarani, and Miguel Navas-
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A Extending the set of extractable sources

Although the definition of a quantum-proof two-source extractors (Definition 8) requires the
source ρX1EX2 to be a Markov chain with a bound on the min-entropy, a function proven be
such an extractor can also be used to extract randomness from a larger set of sources, e.g., if
the adversary were to destroy her side information E, this would not hinder extraction, yet
it could destroy the Markov chain property of the source. In this section we consider two
extensions of the multi-source extractor definition for which all multi-source extractors in
the Markov model can be used. In Appendix A.1 we show that it is not necessary to have a
bound on the min-entropy, it is sufficient to bound the smooth min-entropy of the sources X1
and X2. Then in Appendix A.2 we show that one can also extract from any source obtained
by deleting information from a Markov source, even though the resulting state might not be
a Markov chain any longer. The multi-source extractor model for strong extractors from [6]
falls in this category.

A.1 Smooth min-entropy
It is standard for the extractor definitions to require a bound on the min-entropy of the source
conditioned on the side information, i.e., Hmin(Xi|C) ≥ ki. In practical situations, however,
one often only has a bound on the smooth min-entropy – this is defined by maximising the
min-entropy over all states δ-close, see Equation (14) below. For example, in quantum key
distribution a bound on the smooth min-entropy is obtained by sampling the noise on the
quantum channel [35]. In this section we prove that any quantum-proof two-source extractor
can be used in a context where only a bound on the smooth min-entropy is known.

The smooth conditional min-entropy with smoothness parameter δ of a state ρXC is
defined as follows.

Hδ
min(X|C)ρ = max

σ∈Bδ(ρ)
Hmin(X|C)σ, (14)

where Bδ(ρ) is a ball of radius δ around ρXC . This ball is defined as the set of subnormalized
states σ with P (ρ, σ) ≤ δ, where P (·, ·) is the purified distance [34]. The exact definition of
the purified distance is not needed in this paper, so we omit it for simplicity and refer the
interested reader to [34]. The only property of the purified distance that we need in this
work is that for any (subnormalized) ρ and σ,

P (ρ, σ) ≥ 1
2‖ρ− σ‖.

This means that if Hδ
min(X|C)ρ ≥ k, then there exists a subnormalized σXC such that

1
2‖ρ− σ‖ ≤ δ and Hmin(X|C)σ ≥ k.

We can now state our main lemma. This can be generalised to the multi-source case in a
straightforward manner.

I Lemma 17. Let Ext : {0, 1}n1×{0, 1}n2 → {0, 1}m be a (k1−log 1/ε1−1, k2−log 1/ε2−1, ε)
quantum-proof two-source extractor in the Markov model. Then for any Markov state ρX1X2C

with Hδ1
min(X1|C)ρ ≥ k1 and Hδ2

min(X2|C)ρ ≥ k2,
1
2‖ρExt(X1,X2)C − ρUm ⊗ ρC‖ ≤ 6δ1 + 6δ2 + 2ε1 + 2ε2 + 2ε
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if the extractor is weak, and

1
2‖ρExt(X1,X2)XiC − ρUm ⊗ ρXiC‖ ≤ 6δ1 + 6δ2 + 2ε1 + 2ε2 + 2ε

if the extractor is strong in the source Xi.

To prove that Lemma 17 holds, we first need to prove that if a state ρX1X2C is guaranteed
to be a Markov state with bounded smooth min-entropy, then there is a (subnormalized)
state σX1X2C close by which is also a Markov state with a bound on the min-entropy. This
can be seen as a robustness property of the Markov model for extractors.

I Lemma 18. Let ρX1X2C be a Markov state X1 ↔ C ↔ X2 such that Hδ1
min(X1|C)ρ ≥

k1 and Hδ2
min(X2|C)ρ ≥ k2. Then there exists a subnormalized state σX1X2C such that

X1, X2 and C still form a Markov chain X1 ↔ C ↔ X2, and Hmin(X1|C)σ ≥ k1 − log 1
ε1
,

Hmin(X2|C)σ ≥ k2 − log 1
ε2

and 1
2‖ρ− σ‖ ≤ ε1 + ε2 + 3δ1 + 3δ2.

Proof. By the Markov chain condition, the state ρX1X2C can equivalently be written

ρX1C1ZE2X2 =
∑

x1,x2,z

p(z)p(x1|z)p(x2|z)|x1〉〈x1| ⊗ ρx1,z
C1
⊗ |z〉〈z| ⊗ ρx2,z

C2
⊗ |x2〉〈x2|.

Thus Hδ1
min(X1|C)ρ = Hδ1

min(X1|C1Z)ρ and Hδ2
min(X2|C)ρ = Hδ2

min(X2|C2Z)ρ. In the following
we use only this form with the explicit classical register Z.

By the definition of smooth min-entropy, we know that there exist (subnormalized) states

σ̃X1C1Z =
∑
x1,z

q1(z)q(x1|z)|x1〉〈x1| ⊗ σx1,z
C1
⊗ |z〉〈z|

and σ̂X2C2Z =
∑
x2,z

q2(z)q(x2|z)|x2〉〈x2| ⊗ σx2,z
C2
⊗ |z〉〈z|

such that 1
2‖ρX1C1Z − σ̃X1C1Z‖ ≤ δ1, 1

2‖ρX2C2Z − σ̂X2C2Z‖ ≤ δ2, Hmin(X1|C1Z)σ̃ ≥ k1 and
Hmin(X2|C2Z)σ̂ ≥ k2.

Since 2−Hmin(X1|CZ)σ =
∑
z q(z)2−Hmin(X1|CZ=z)σ also for subnormalized distributions

q(·), we can define 2−Hmin(X1|CZ=z)σ := 0 when q(z) = 0, then pad q(·) to get a normalized
distribution for which 2−Hmin(X1|CZ)σ = Ez

[
2−Hmin(X1|CZ=z)σ

]
. We can thus use Markov’s

inequality and get

Pr
z←Z

[
Hmin(X1|C1Z = z)σ̃ ≤ k1 − log 1

ε1

]
≤ ε1

and Pr
z←Z

[
Hmin(X2|C2Z = z)σ̂ ≤ k2 − log 1

ε2

]
≤ ε2 .

Let Z1 and Z2 be the sets of values for which q1(z1) 6= 0, q2(z2) 6= 0, and

∀z1 ∈ Z1, Hmin(X1|C1Z = z1)σ̃ ≥ k1 − log 1
ε1

and ∀z2 ∈ Z2, Hmin(X2|C2Z = z2)σ̂ ≥ k2 − log 1
ε2

.

Let Z̄ := Z1 ∩Z2 be their intersection, and let p̄(z) be a subnormalized distribution given by

p̄(z) :=
{
p(z) if z ∈ Z̄,
0 otherwise.
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We define the (subnormalized) state

σX1C1ZC2X2 :=
∑
x,y,z

p̄(z)q(x1|z)q(x2|z)|x1〉〈x1| ⊗ σx1,z
C1
⊗ |z〉〈z| ⊗ σx2,z

C2
⊗ |x2〉〈x2|,

and prove in the following that it satisfies the conditions of the lemma.
By construction of σ we have 2−Hmin(X1|C1Z)σ =

∑
z p̄(z)2−Hmin(X1|C1Z=z)σ for values

z such that Hmin(X1|C1Z = z)σ ≥ k1 − log 1
ε1
. Hence Hmin(X1|C1Z)σ ≥ k1 − log 1

ε1
and

similarly Hmin(X2|C2Z)σ ≥ k2 − log 1
ε2
.

To bound the distance from ρX1C1ZC2X2 , first note that

1
2
∑
z

|p̄(z)− p(z)| ≤ ε1 + ε2 + δ1 + δ2.

We also have∑
x1,z

p(z)
2 ‖p(x1|z)ρx1,z

C1
− q(x1|z)σx1,z

C1
‖ ≤

∑
x1,z

1
2‖p(z)p(x1|z)ρx1,z

C1
− q1(z)q(x1|z)σx1,z

C1
‖+ 1

2‖q1(z)q(x1|z)σx1,z
C1
− p(z)q(x1|z)σx1,z

C1
‖

≤ 2δ1.

The same holds for X2C2Z, namely∑
x2,z

p(z)
2 ‖p(x2|z)ρx2,z

C2
− q(x2|z)σx2,z

C2
‖ ≤ 2δ2.

Putting this together we get
1
2‖ρX1C1ZC2X2 − σX1C1ZC2X2‖

=
∑
x,y,z

1
2‖p(z)p(x1|z)p(x2|z)ρx1,z

C1
⊗ ρx2,z

C2
− p̄(z)q(x1|z)q(x2|z)σx1,z

C1
⊗ σx2,z

C2
‖

=
∑
x,y,z

p(z)
2 ‖p(x1|z)p(x2|z)ρx1,z

C1
⊗ ρx2,z

C2
− q(x1|z)q(x2|z)σx1,z

C1
⊗ σx2,z

C2
‖

+ ε1 + ε2 + δ1 + δ2

≤
∑
x,y,z

p(z)
2 ‖p(x1|z)p(x2|z)ρx1,z

C1
⊗ ρx2,z

C2
− q(x1|z)p(x2|z)σx1,z

C1
⊗ ρx2,z

C2
‖

+ p(z)
2 ‖q(x1|z)p(x2|z)σx1,z

C1
⊗ ρx2,z

C2
− q(x1|z)q(x2|z)σx1,z

C1
⊗ σx2,z

C2
‖

+ ε1 + ε2 + δ1 + δ2

=
∑
x1,z

p(z)
2 ‖p(x1|z)ρx1,z

C1
− q(x1|z)σx1,z

C1
‖

+
∑
x2,z

p(z)
2 ‖p(x2|z)ρx2,z

C2
− q(x2|z)σx2,z

C2
‖+ ε1 + ε2 + δ1 + δ2

≤ ε1 + ε2 + 3δ1 + 3δ2. J

Since Lemma 18 finds a subnormalized state that is close, the next step is to prove
that one can extract from subnormalized states. This is done in Appendix F in Lemma 37.
Combining this with a simple use of the triangle inequality allows us to prove Lemma 17.
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Proof of Lemma 17. We prove the case of a weak extractor Ext. The proof for a strong
extractor is identical.

By Lemma 18 there exists a subnormalized Markov state σX1X2C such that 1
2‖ρX1X2C −

σX1X2C‖ ≤ ε1 + ε2 + 3δ1 + 3δ2 and Hmin(Xi|C)σ ≥ ki − log 1/εi. Hence

1
2‖ρExt(X1,X2)C − ρUm ⊗ ρC‖

≤ 1
2‖ρExt(X1,X2)C − σExt(X1,X2)C‖+ 1

2‖σExt(X1,X2)C − ρUm ⊗ σC‖

+ 1
2‖ρUm ⊗ σC − ρUm ⊗ ρC‖

≤ 2ε1 + 2ε2 + 6δ1 + 6δ2 + 1
2‖σExt(X1,X2)C − ρUm ⊗ σC‖

≤ 2ε1 + 2ε2 + 6δ1 + 6δ2 + 2ε ,

where in the last line we used Lemma 37. J

A.2 Non-Markov sources
It is trivial to show that if part of the side information E is deleted, this cannot decrease the
security of an extractor. As already observed in [6], in the case of an extractor that is strong
in the source Xi, any operation on E conditioned on Xi cannot help an adversary either.
Intuitively, this holds because the adversary is given the entire source Xi, thus copying
information about it to E is pointless. We formalize this in the following lemma.

I Lemma 19. Let ρX1EX2 be a Markov source with Hmin(Xi|E)ρ ≥ ki. Let E : L(E)→ L(E)
be any CPTP map on E. If Ext is a (k1, k2, ε) quantum-proof two-source extractor, then it
can be used to extract from σX1EX2 = E(ρX1EX2) with error ε. Let E : L(XiE)→ L(XiE) be
a CPTP map that leaves Xi unmodified, i.e., E(

∑
x px|x〉〈x| ⊗ ρxE) =

∑
x px|x〉〈x| ⊗ Ex(ρxE)

for some set of CPTP maps Ex : L(HE) → L(HE). If Ext is a (k1, k2, ε) quantum-proof
two-source extractor strong in Xi, then it can be used to extract from σX1EX2 = E(ρX1EX2)
with error ε.

Proof. We prove the case of the strong extractor. The proof for the weak extractor follows
the same steps. We need to show that

1
2‖σExt(X1,X2)XiE − ρUm ⊗ σXiE‖ ≤ ε .

This follows from the contractivity of the trace distance and because the maps Ext and E
commute:

1
2‖σExt(X1,X2)XiE − ρUm ⊗ σXiE‖ = 1

2‖E(ρExt(X1,X2)XiE)− ρUm ⊗ E(σXiE)‖

≤ 1
2‖ρExt(X1,X2)XiE − ρUm ⊗ ρXiE‖ ≤ ε . J

An equivalent result in [6, Theorem 4.1] allows the authors to prove that their complex
information leaking model can be reduced to side information about one of the sources, which
implies that a strong extractor in the Markov model is also an extractor in the model of [6].
Note that, as already observed in [6], the entropy of the state σX1EX2 is not meaningful,
since the operation E might delete information without reducing the capacity to distinguish
the output of the extractor from uniform. One has to measure the entropy on the Markov
state before E is applied [6].
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B Explicit constructions

In this section we give some examples for explicit constructions of quantum-proof multi-source
extractors in the Markov model, as follows from our main theorem, Theorem 2.

In Appendix B.1 we consider a two-source extractor by Dodis et al. [9]. This extractor
requires the sum of the entropies in both sources to be larger than n, and we get a construction
with nearly identical parameters in the quantum case. In Appendix B.2 we consider a two-
source extractor construction by Raz [27], which requires one source to have entropy at least
n/2, whereas the other can be logarithmic. Here too, the resulting quantum-proof extractor
has nearly identical parameters to the classical case. In Appendix B.3 we look at a three
source extractor by Li [20], which only requires the sources to have entropy poly-logarithmic
in n. Plugging this in our main theorem allows a sublinear amount of entropy to be extracted
in the quantum case, and by combining it with Trevisan’s extractor [8], we can extract the
remaining entropy and thus obtain the same output length as in the classical case. The final
construction we analyse in Appendix B.4 is based on a recent two-source extractor by Li [18],
which only needs two sources of poly-logarithmic min-entropy. Unfortunately, the error is
n−Ω(1), which means that Theorem 2 only allows Ω(logn) bits to be extracted. Composing
this with another variant of Trevisan’s extractor [8] allows a sublinear amount of randomness
to be extracted at the cost of requiring one of the sources to have k = nα bits of entropy for
any constant α < 1.

Since the works of Dodis et al. [9] and Raz [27] provide the exact parameters for their
extractors, we do the same here below in Appendices B.1 and B.2. In contrast, for the two
extractors from [20, 18] the exact parameters are unknown, as only the simplified O-notation
form is given in the corresponding papers. For this reason the constructions in Appendices B.3
and B.4 are also given in O-notation.

B.1 High entropy sources
The first extractor we consider is a strong two-source extractor from Dodis et al. [9], which
requires both sources together to have at least n bits of entropy.

I Lemma 20 ([9]). For any n1 = n2 = n, k1, k2 and m there exists an explicit function
Ext : {0, 1}n × {0, 1}n → {0, 1}m that is a (k1, k2, ε) two-source extractor, strong in both X1
and in X2 (separately), with ε = 2−(k1+k2+1−n−m)/2.

To have an error ε < 1, the total entropy must be k1 + k2 > n − 1. The difference
between k1 + k2 and n − 1 can either be extracted or used to decrease the error. Let
`+m = k1 + k2 + 1− n, then the error is ε = 2−`/2.

Plugging Lemma 20 into Theorem 2 we get the following.

I Corollary 21. For any n1 = n2 = n, k′1, k′2 and m there exists an explicit function
Ext : {0, 1}n × {0, 1}n → {0, 1}m that is a (k′1, k′2, ε) two-source extractor, strong in both
sources (separately), with ε′ =

√
3

2 2−(k′1+k′2+1−n−5m)/8.

Proof. From Theorem 2 we have k′1 = k1+log 1
ε and k′2 = k2+log 1

ε . Rewriting the error from
Lemma 20 in terms ofm we getm = k1+k2+1−n−2 log 1

ε . Hencem = k′1+k′2+1−n−4 log 1
ε ,

so ε = 2−(k′1+k′2+1−n−m)/4. Plugging this in the error from Theorem 2, namely ε′ =
√

3ε2m/2
finishes the proof. J

The parameters in the quantum case are very similar to the classical one. We still need
k′1 + k′2 > n− 1 and the difference can either be extracted or used to decrease the error. But
this time for `+ m̃ = k′1 + k′2 + 1− n the extractor outputs m = m̃/5 bits with error 2−`/8.
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Since the extractor is strong we can compose it with a quantum-proof seeded extractor,
e.g., Trevisan’s extractor [8], to extractor more randomness from the sources – this procedure
is explained in Appendix G. Here we use a variant of Trevisan’s extractor with parameters
given in Lemma 39 in Appendix G.

I Corollary 22. For any n1 = n2 = n, k′1, k′2, ε′, m′′, ε′′, such that

m = k′1 + k′2 + 1− n− 8 log(
√

3/2ε′)
5 ≥ d ,

max[k′1, k′2] ≥ m′′ + 4 log m
′′

ε′′
+ 6 ,

where d is the seed length needed by the extractor from Lemma 39, there exists an explicit
function Ext : {0, 1}n × {0, 1}n → {0, 1}m+m′′ that is a quantum-proof (k′1, k′2, ε′ + ε′′)
two-source extractor.

We remark that the construction of Dodis et al. [9] is based on universal hash functions.
These are already known to be good quantum-proof seeded extractors [30, 36, 13]. Recently,
Hayashi and Tsurumaru [13] proved that they are also good quantum-proof extractors if
the seed is not uniform. Using some of our proof techniques, the result of Hayashi and
Tsurumaru can be generalised to obtain a different proof that the construction of Dodis et al.
is a two-source extractor in the Markov model. The resulting parameters are better than
what we obtain here with the generic reduction from quantum-proof to classical extractors,
since the Hayashi-Tsurumaru proof [13] does not have the

√
2m factor.

B.2 One high and one logarithmic entropy source
The following construction by Raz [27] improves on Dodis et al. [9]. One of the sources still
requires at least n/2 bits of entropy, but the other can be logarithmic.

I Lemma 23 ([27, Theorem 1]). For any n1, n2, k1, k2, m, and any 0 < δ < 1/2, such that,

n1 ≥ 6 logn1 + 2 logn2,

k1 ≥
(

1
2 + δ

)
n1 + 3 logn1 + logn2,

k2 ≥ 5 log(n1 − k1),

m ≤ δmin
[
n1

8 ,
k2

40

]
− 1,

there exists an explicit function Ext : {0, 1}n1 × {0, 1}n2 → {0, 1}m that is a (k1, k2, ε)-two-
source extractor strong in both inputs (separately) with ε = 2−3m/2.

Plugging this into Theorem 2 we get the following.

I Corollary 24. For any n1, n2, k′1, k′2, m, and 0 < δ′ < 19/32, such that,

n1 ≥ 6 logn1 + 2 logn2,

k′1 ≥
(

1
2 + δ′

)
n1 + 3 logn1 + logn2,

k′2 ≥
163
32 log

((
1 + 3δ′

19

)
n1 − k′1

)
,

m ≤ 16δ′

19 min
[
n1

8 ,
4k′2
163

]
− 1,
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there exists an explicit function Ext : {0, 1}n1 × {0, 1}n2 → {0, 1}m that is a quantum-proof
(k′1, k′2, ε)-two-source extractor strong in both inputs (separately) with ε′ =

√
3

2 2−m/4.

Proof. We need k′1 ≥ k1 + log 1/ε, so we set

k′1 = k1 + 3
2δ
n1

8 ≥
(

1
2 + 19δ

16

)
n1 + 3 logn1 + logn2.

We obtain the bound on k′1 given above by setting δ′ = 19δ/16. Similarly, we need k′2 ≥
k2 + log 1/ε, so we set

k′2 = k2 + 3
2

1
2
k2

40 = 163
160k2 ≥

163
32 log(n1 − k1).

Writing this in terms of k′1 instead of k1 gives the bound on k′2. The bound on m is also
updated in terms of δ′ and k′2. Finally the new error is given by ε′ =

√
3ε2m/2. J

Here too the parameters are very similar to the classical case, only the coefficients change
somewhat. As in Appendix B.1, this extractor is strong, hence we can compose it with
Lemma 39 as explained in Appendix G.

I Corollary 25. For any n1, n2, k′1, k′2, m, and 0 < δ′ < 19/32, satisfying the constraints
from Corollary 24 and any m′′, ε′′ such that

m ≥ d(m′′, ε′′) ,

max[k′1, k′2] ≥ m′′ + 4 log m
′′

ε′′
+ 6 ,

where d – the seed length needed by the extractor from Lemma 39 – is a function of m′′ and ε′′,
there exists an explicit function Ext : {0, 1}n×{0, 1}n → {0, 1}m+m′′ that is a quantum-proof
(k′1, k′2,

√
3

2 2−m/4 + ε′′) two-source extractor.

B.3 Three poly-logarithmic sources
The third extractor we consider can break the barrier of n/2 min-entropy – it is sufficient for
the sources to have k = log12 n bits of entropy – but requires three sources instead of two.

I Lemma 26 ([20, Theorem 1.5]). For any n and k ≥ log12 n, there exists an explicit function
Ext : {0, 1}n × {0, 1}n × {0, 1}n → {0, 1}m that is a (k, k, k, ε) three-source extractor, strong
in X1 and in X2X3 with m = 0.9k and ε = 2−kΩ(1) .

Since the error of this extractor is not exponential in k, but only in kc for some c < 1,
when applying it to a source with quantum side information we cannot extract all of the
entropy, but only kc′ bits, for any c′ < c.

I Corollary 27. For any n and k′ ≥ 2 log12 n, there exists an explicit function Ext : {0, 1}n×
{0, 1}n × {0, 1}n → {0, 1}m′ that is a quantum-proof (k′, k′, k′, ε′) three-source extractor,
strong in X1 and in X2X3 with m′ = k′Ω(1) and ε′ = 2−k′Ω(1) .

Proof. Let c be the leading term in Ω(1) for ε = 2−kΩ(1) from Lemma 26. Note that we
necessarily have c < 1, because otherwise for k = n the error would be 2−n+o(n) which is
impossible [25]. We thus get k′ = k + log 1/ε = k + kc + o(kc). Requiring k′ ≥ 2 log12 n is
sufficient to have k ≥ log12 n for large enough k. Picking m′ = kc

′ = k′Ω(1) for some c′ < c

implies that ε′ =
√

4ε2m/2 = 2−kΩ(1) = 2−k′Ω(1) . J
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Corollary 27 does not extract as much entropy as Lemma 26, but it extracts enough to
use as a seed in Trevisan’s construction and extract the entropy of the sources X2X3. The
parameters below are obtained by composing Corollary 27 with Lemma 40.

I Corollary 28. There exists a constant c′ such that for any n and k3 ≥ k2 ≥ k1 ≥
max

[
2 log12 n, log3/c′ n

]
, there exists an explicit function Ext : {0, 1}n ×{0, 1}n ×{0, 1}n →

{0, 1}m that is a quantum-proof (k1, k2, k3, ε) three-source extractor with m = k
Ω(1)
1 + k2 +

k3 − o(k2 + k3) and ε = n−Ω(1).

Proof. The quantum-proof extractor from Lemma 40 requires a seed of length d = O(log3 n)
for an error ε = n−Ω(1). The output length of Corollary 27 is m′ = kc

′

1 − o(kc
′

1 ) for some
constant c′. Thus, if kc′1 > log3 n, the output is long enough. J

B.4 Two poly-logarithmic sources
In a recent breakthrough Chattopadhyay and Zuckerman constructed a two-source extractor
that outputs 1 bit and only requires two sources of poly-logarithmic entropy [5]. This was
then generalised to multiple output bits by Li [18].

I Lemma 29 ([18, Theorem 1.3]). There exists a constant c1 such that for any n and
k ≥ logc1 n, there exists an explicit function Ext : {0, 1}n × {0, 1}n → {0, 1}m that is a
(k, k, ε) two-source extractor strong in X2 with m = kΩ(1) and ε = n−Ω(1).

Since the error of this extractor is only polynomial in 1/n, the quantum-proof version
can only produce an output of length m′ = Ω(logn). The constant hidden in m = Ω(logn)
depends on the constant in ε = n−Ω(1). However, Lemma 29 allows the error to be n−c2 for
any constant c2 [19], which means that m′ = c3 logn for any c3.

I Corollary 30. There exists a constant c′1 such that for any n and k′ ≥ logc
′
1 n, there exists

an explicit function Ext : {0, 1}n × {0, 1}n → {0, 1}m′ that is a quantum-proof (k′, k′, ε′)
two-source extractor strong in X2 with ε′ = n−Ω(1) and m′ = c3 logn for any constant c3 > 0
and sufficiently large n.

Proof. Since for Lemma 29 we have ε = n−c2 for any c2, we set m′ = c2
2 logn, hence

ε′ =
√

3ε2m′/2 = n−Ω(1). The difference between k′ and k is absorbed in the constant c′1. J

This extractor is strong in the second input, hence as previously we can extract the entropy
of this source using Trevisan’s extractor. However, since the output is only m′ = c3 logn, we
compose it with a variant of Trevisan’s extractor that only needs a seed of length O(logn),
but requires the source to have entropy k = nα for some constant 0 < α ≤ 1 and extracts kβ
bits for any 0 < β < 1. This extractor is given in Lemma 41. The result given here below
allows one of the sources to still have poly-logarithmic entropy, but requires the other to
have k = nα bits of min-entropy.

I Corollary 31. There exists a constant c′1 such that for any 0 < α ≤ 1, 0 < β < 1, n,
k1 ≥ logc

′
1 n and k2 ≥ nα there exists an explicit function Ext : {0, 1}n × {0, 1}n → {0, 1}m′′

that is a quantum-proof (k1, k2, ε
′′) two-source extractor with ε′′ = n−Ω(1) and m′′ = kβ2 .

C The quantum Markov model in quantum randomness amplification
protocols

Recently, the interest in quantum-proof two-source extractors (and multi-source in general)
was renewed as people wished to use them as part of quantum randomness amplification
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(QRA) protocols. As for randomness extractors, the goal of a QRA protocol is to extract
an almost uniformly random string from a weak source (which is usually known in public,
e.g., NIST’s Randomness Beacon). However, in contrast to randomness extractors, the idea
is to do it with only one weak source (and no seed) by exploiting the power of quantum
physics (as mentioned in Section 1 this is impossible in the case of randomness extractors).
Of course, once a quantum protocol is considered, it only makes sense to consider quantum
side information.

With particular importance are QRA protocols which are device independent. That is,
protocols in which one treats the devices as black boxes and does not assume much regarding
the underlying quantum states and measurements inside the boxes9. One should then prove
the security of the protocol only based on the statistics which are observed by the honest
user when running the protocol. This seemly impossible task is made possible by the use of
Bell inequalities, which allow one to “certify the quantumness” of the considered protocol
(for a review on the topic see, e.g., [32]).

In the past couple of years several protocols were suggested for this task. The result
presented in [7] was a big breakthrough: they considered a QRA protocol which uses a
polynomial (at best) number of devices and a security proof against a general quantum
adversary was proven. The main disadvantage of the protocol given in [7] for actual
implementations is the number of devices; each device can be thought of as a separate
computer (or actually a complete laboratory where a Bell violation experiment can be done)
and for the protocol to work one must make sure that the different computers cannot send
signals to one another. Hence, a large number of devices amounts to a huge impractical
apparatus. It is therefore interesting to ask whether a QRA protocol with a constant number
of devices exists, or under which assumptions on the devices it is possible to devise such a
protocol which can also be implemented in practice.

Several other works considered the question of QRA with a constant number of devices,
e.g., [4, 22, 24]. The general idea in those works was to create two independent weak random
sources from devices (under different additional setup assumptions not made in [7]) that
violate some Bell inequality, and then to apply a two-source extractor to get a final uniform
key. However, as two-source extractors are not secure against general quantum adversaries
the security was compromised. Indeed, [22, 24] for example did not give a complete security
proof against quantum adversaries. In [4] security was proven10 by a reduction to the case
of a simple classical adversary (and hence the extractor could be used), at the cost of an
additional setup assumption, namely that the adversary never has access to the initial weak
source, and some loss in parameters.

Following the current work about quantum-proof multi-source extractors it is therefore
interesting to consider the Markov model in the context of QRA protocols. More specifically,
one can assume that two (or more) separated devices are a priori in product and become
correlated only via the adversary or the environment, i.e., the state of the devices and the
adversary ρABC is a Markov chain A↔ C ↔ B. The (unknown but local) measurements
in the two devices then create a ccq-state ρX1X2C in the Markov model, to which the
quantum-proof two-source extractor is applied.

9 The advantage of this approach is that this stronger notion of security allows for some inevitable
unknown imperfections in actual implementations of the protocol.

10The security proof of [4] holds against non-signalling adversaries, which are more powerful than quantum
ones. Note that two-source extractors are not known to be secure against those more powerful non-
signalling adversaries (in any model of the sources and the side information). Furthermore, our proof
technique that shows security in specific quantum models cannot be used in the non-signalling case.
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Such assumptions about the structure of the devices could be justified in an intermediate
device independent manner, e.g., if the devices are produced by two different experimental
groups, or if the experimentalists know that a priori the devices are in a product state but
might get correlated since they are placed in near by locations and therefore effected from
the same temperature fluctuations. In any case, we still consider one quantum adversary
and do not restrict her side information to some leakage operation as in [6]. Furthermore,
it is well known that for many Bell inequalities, if the observed Bell violation in the QRA
protocol is maximal then the devices must be in product with one another (i.e., one does not
need to assume that this is the case). Taking into account self-testing results like [28, 40],
although out of reach of current techniques, it is possible that in the future one could justify
an almost tensor product structure (in some appropriate notion of closeness under which the
extractors still perform well) from a non-maximal observed Bell violation.

D Proofs of Section 4

I Lemma 11. Let ρX1X2C =
∑
x1,x2

|x1〉〈x1| ⊗ |x2〉〈x2|ρC(x1, x2). Then there exists a pure
state ρABC and POVMs {Fx1}, {Gx2} such that

ρC(x1, x2) = TrAB
[
F

1
2
x1 ⊗G

1
2
x2 ⊗ 1CρABCF

1
2
x1 ⊗G

1
2
x2 ⊗ 1C

]
.

Proof. Let ρX1X2C =
∑
x1,x2

px1,x2 |x1〉〈x1|X1⊗|x2〉〈x2|X2⊗ρ̃
x1,x2
C , where ρ̃x1,x2

C = ρC(x1,x2)
TrρC(x1,x2) .

And let |ψx1,x2〉RC be a purification of ρ̃x1,x2
C . We define

|ρ〉ABC =
∑
x1,x2

√
px1,x2 |x1〉X1 ⊗ |x2〉X2 ⊗ |ψx1,x2〉RC

with A = X1 and B = X2R. One can easily verify that this lemma holds for Fx1 = |x1〉〈x1|
and Gx2 = |x2〉〈x2| ⊗ 1R. J

I Lemma 13. For any ΨABC1C2 and positive operators {Fx1}, {Gx2}, {Hz1}, {Kz2} which
sum up to the identity,∑

x1,x2,
z1,z2,y

[
δExt(x1,x2)=y −

1
M

] [
δExt(z1,z2)=y −

1
M

]
Tr [ΨABC1C2Fx1 ⊗Gx2 ⊗Hz1 ⊗Kz2 ]

=
∑

x1,x2,z1,z2|
Ext(x1,x2)=Ext(z1,z2)

Tr [ΨABC1C2Fx1 ⊗Gx2 ⊗Hz1 ⊗Kz2 ]− 1
M

Proof. Let p(x1, x2, z1, z2) = Tr [ΨABC1C2Fx1 ⊗Gx2 ⊗Hz1 ⊗Kz2 ]. We consider each of the
terms of the LHS of the equation separately:∑

x1,x2,
z1,z2,y

δExt(x1,x2)=yδExt(z1,z2)=y p(x1, x2, z1, z2) =
∑

x1,x2,z1,z2|
Ext(x1,x2)=Ext(z1,z2)

p(x1, x2, z1, z2) ;

1
M

∑
x1,x2,
z1,z2,y

δExt(x1,x2)=y p(x1, x2, z1, z2) = 1
M

;

1
M

∑
x1,x2,
z1,z2,y

δExt(z1,z2)=y p(x1, x2, z1, z2) = 1
M

;

1
M2

∑
x1,x2,
z1,z2,y

p(x1, x2, z1, z2) = 1
M

.

The lemma follows by combining all the terms. J
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In the following we denote [l] \ {i} by ī and [l] \ {i, j} by {i, j}.

I Lemma 32. Let ρA[l]C be such that for all i ∈ [l],

I(Ai : Aī|C) = 0 .

Then ρA[l]C can be written as a direct sum of product states,

ρA[l]C =
⊕
t

p(t)ρtA1Ct1
⊗ · · · ⊗ ρtAlCtl ,

where HC =
⊕

tHCt1 ⊗ · · · ⊗ HCtl .

Proof. We prove this lemmas by recursively applying the result from [14] given in Equa-
tion (12) on the structure of quantum Markov chains. We will also use the following facts
about conditional mutual information:
1. For any ρABC , I(A : B|C) ≥ 0.
2. For any ρABCD, I(A : BC|D) ≥ I(A : B|D).
3. For any ρABCX =

∑
x pxρ

x
ABC ⊗ |x〉〈x| classical on X, I(A : B|CX) =

∑
x pxI(A :

B|CX = x).

Because I(A1 : A1̄|C) = 0, we know that

ρA[l]C =
⊕
t1

pt1ρ
t1
A1C

t1
1
⊗ ρt1

A1̄C
t1
1̄
.

Let T1 denote a classical system defined by

ρA[l]CT1 =
⊕
t1

pt1ρ
t1
A1C

t1
1
⊗ ρt1

A1̄C
t1
1̄
⊗ |t1〉〈t1| .

Note that ρA[l]CT1 is related to ρA[l]C by an isometry from C to CT1, hence

I(A2 : A2̄|CT1) = I(A2 : A2̄|C) = 0 .

It follows that for all t1,

I(A2 : A2̄|CT1 = t1) = 0 ,

and hence

I(A2 : A{1,2}|CT1 = t1) = 0 ,

which means that the state ρt1A2A{1,2}C
t1 is a Markov chain A2 ↔ Ct1 ↔ A{1,2}. Applying

Equation (12) again, we get

ρt1A2A{1,2}C
t1 =

⊕
t2

pt2ρ
t1,t2

A2C
t1,t2
2
⊗ ρt1,t2

A{1,2}C
t1,t2
{1,2}

.

Repeating this for all i ∈ [l] proves the lemma. J
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E Strong extractors

In this section we give the proofs necessary for the security of quantum-proof two-source
extractors, strong in the source X1, against product side information. The same steps can be
repeated to prove the same result for multi-source extractors which are strong with respect
to other sources.

The following lemma is the analogues of Lemma 12 for the strong case.

I Lemma 33. Let ρX1X2C = ρX1C1 ⊗ ρX2C2 be a product ccq-state. Then there exists a
POVM {Gz2} acting on C2 such that

1
M
‖ρExt(X1,X2)X1C − ρUm ⊗ ρX1C‖2 ≤∑
x1,x2,
z2,y

[
δExt(x1,x2)=y −

1
M

] [
δExt(x1,z2)=y −

1
M

]
P[X1 = x1] TrC2 [ρC2(x2)Gz2 ] ,

where M = 2m.

Proof. First, recall that for a hermitian matrix R we have ‖R‖ = max{Tr[RS] : −1 ≤ S ≤
1}. Applying this to the matrix which norm specifies the error of the extractor, we find

‖ρExt(X1,X2)C − ρUm ⊗ ρC‖ = max
−1≤S≤1

Tr
[(
ρExt(X1,X2)C − ρUm ⊗ ρC

)
S
]
.

Since ρExt(X1,X2)X1C and ρUm⊗ρX1C are block diagonal with respect to the outcome variable
of the extractor y, as well as to the classical variable x1, S can be assumed to be block
diagonal as well. Using this and inserting the expression for ρX1X2C in Equation (7) we
arrive at

‖ρExt(X1,X2)X1C − ρUm ⊗ ρX1C‖ =

max
−1≤Sy,x1≤1

∑
y,x1,x2

[
δExt(x1,x2)=y −

1
M

]
Tr [ρC1(x1)⊗ ρC2(x2)Sx1,y] .

Let us denote Gx2 = ρ̄
− 1

2
C2
ρC2(x2)ρ̄−

1
2

C2
with ρ̄C2 =

∑
x2
ρC2(x2). Then we find

‖ρExt(X1,X2)X1C − ρUm ⊗ ρX1C‖

= max
−1≤Sy,x1≤1

∑
y,x1,x2

[
δExt(x1,x2)=y −

1
M

]
· Tr

[
(ρC1(x1)⊗ ρ̄C2)

1
2 1C1 ⊗Gx2 (ρC1(x1)⊗ ρ̄C2)

1
2 Sx1,y

]
= max
−1≤Sy,x1≤1

∑
y,x1

Tr
[
(ρC1(x1)⊗ ρ̄C2)

1
2 1C1 ⊗∆x1,y (ρC1(x1)⊗ ρ̄C2)

1
2 Sx1,y

]
where we used the abbreviation

∆y,x1 =
∑
x2

[
δExt(x1,x2)=y −

1
M

]
Gx2 .

We now denote

ρX1C1 =
∑
x1

|x1〉〈x1| ⊗ ρC1(x1)
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and find ρ
1
2
X1C1

=
∑
x1
|x1〉〈x1| ⊗ ρC1(x1) 1

2 . Setting

∆y =
∑
x1

|x1〉〈x1| ⊗ 1C1 ⊗∆y,x1 , Sy =
∑
x1

|x1〉〈x1| ⊗ Sy,x1

we find

‖ρExt(X1,X2)X1C − ρUm ⊗ ρX1C‖ = max
−1≤Sy≤1

∑
y

Tr
[
ρ

1
2
X1C1

⊗ ρ̄
1
2
C2

∆yρ
1
2
X1C1

⊗ ρ̄
1
2
C2
Sy

]
.

The crucial observation is now that the sesquilinear form

(Ry)× (Ty) 7→
∑
y

Tr
[
(ρX1C1 ⊗ ρ̄C2)

1
2 R∗y (ρX1C1 ⊗ ρ̄C2)

1
2 Ty

]
on block-diagonal matrices is positive semi-definite and hence fulfils the Cauchy-Schwarz
inequality. Applying this gives

‖ρExt(X1,X2)X1C − ρUm ⊗ ρX1C‖2 ≤

(∑
y

Tr
[
(ρX1C1 ⊗ ρ̄C2)

1
2 ∆y (ρX1C1 ⊗ ρ̄C2)

1
2 ∆y

])

·

(∑
y

Tr
[
(ρX1C1 ⊗ ρ̄C2)

1
2 Sy (ρX1C1 ⊗ ρ̄C2)

1
2 Sy

])
.

Since we have that the norm of Sy is bounded by one, the terms in the second sum satisfy

Tr
[
(ρX1C1 ⊗ ρ̄C2)

1
2 Sy (ρX1C1 ⊗ ρ̄C2)

1
2 Sy

]
≤ Tr [ρX1C1 ⊗ ρ̄C2Sy] ≤ 1 .

Hence we arrive at

‖ρExt(X1,X2)X1C − ρUm ⊗ ρX1C‖ ≤
√
M
∑
y

Tr
[
(ρX1C1 ⊗ ρ̄C2)

1
2 ∆y (ρX1C1 ⊗ ρ̄C2)

1
2 ∆y

]
and expanding the definition of ∆y yields

‖ρExt(X1,X2)X1C − ρUm ⊗ ρX1C‖ ≤
√
M

∑
y,x1,x2,z2

TrC1 [ρC1(x1)]
[
δExt(x1,x2)=y −

1
M

] [
δExt(x1,z2)=y −

1
M

]
Tr [ρC2(x2)Gz2 ] ,

and since Gz2 are positive operators summing up to the identity, the assertion is proven. J

Next, let p(x1, x2, z2) = P[X1 = x1] TrC2 [ρC2(x2)Gz2 ] and note that p(x1, x2, z2) is
indeed a probability distribution. Then, the following lemma is analogues to Lemma 13.

I Lemma 34. For p(x1, x2, z2) = P[X1 = x1] TrC2 [ρC2(x2)Gz2 ],

∑
x1,x2,
z2,y

[
δExt(x1,x2)=y −

1
M

] [
δExt(x1,z2)=y −

1
M

]
p(x1, x2, z2)

=
∑

x1,x2,z2|
Ext(x1,x2)=Ext(x1,z2)

p(x1, x2, z2) − 1
M

(15)
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Proof. We follow a similar line as in the proof of Lemma 13.∑
x1,x2,
z2,y

δExt(x1,x2)=yδExt(x1,z2)=y p(x1, x2, z2) =
∑

x1,x2,z2|
Ext(x1,x2)=Ext(x1,z2)

p(x1, x2, z2) ;

1
M

∑
x1,x2,
z2,y

δExt(x1,x2)=y p(x1, x2, z2) = 1
M

;

1
M

∑
x1,x2,
z2,y

δExt(x1,z2)=y p(x1, x2, z2) = 1
M

;

1
M2

∑
x1,x2,
z2,y

p(x1, x2, z2) = 1
M

. J

The quantity in Equation (15) can be seen as a simple distinguishing strategy of a
distinguisher trying to distinguish the output of the extractor from uniform given classical
side information Z2 about the second source X2 and the source X1. We can therefore
relate it to the error of the strong extractor in the case of classical side information, i.e., to
Equation (2). This is shown in the following lemma, which is analogues to Lemma 14.

I Lemma 35. Let Z2 denote the classical side information about the source X2.11 Then∑
x1,x2,z2|

Ext(x1,x2)=Ext(x1,z2)

p(x1, x2, z2)− 1
M
≤ 1

2‖Ext (X1, X2)X1Z2 − Um ◦X1Z2‖ .

Proof. Define the following random variables over {0, 1}m × {0, 1}n1 × {0, 1}n2 :

R = Ext(X1, X2)X1Z2 ; Q = Um ◦X1Z2 .

Let A? =
{

(a1, a2, a3)
∣∣a1 = Ext (a2, a3)

}
⊆ {0, 1}m × {0, 1}n1 × {0, 1}n2 . Then, the probab-

ilities that R and Q assign to the event A? are

R(A?) =
∑

x1,x2,z2|
Ext(x1,x2)=Ext(x1,z2)

p(x1, x2, z2) ; Q(A?) = 1
M

Using the definition of the variational distance we therefore have

1
2‖Ext(X1, X2)X1Z2 − Um ◦X1Z2‖ = sup

A
‖R(A)−Q(A)‖

≥ R(A?)−Q(A?)

=
∑

x1,x2,z2|
Ext(x1,x2)=Ext(x1,z2)

p(x1, x2, z2)− 1
M

. J

Finally, we combine the lemmas together to show that any strong classical-proof two-
source extractor in the Markov model is secure against product quantum side information as
well. We follow similar steps to those in the proof of Lemma 15.

11There is no side information about the source X1, since it is made available in full.
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I Lemma 36. Any (k1, k2, ε)-strong classical-proof two-source extractor in the Markov model
is a

(
k1, k2,

√
ε · 2(m−2)

)
-strong quantum-proof product two-source extractor, where m is the

output length of the extractor.

Proof. Let ρX1X2C = ρX1C1 ⊗ ρX2C2 be any state of two classical sources and product side
information with Hmin(X1|C1) ≥ k1 and Hmin(X2|C2) ≥ k2.

We can apply Lemmas 33, 34, and 35 to get the bound

‖ρExt(X1,X2)X1C − ρUm ⊗ ρX1C‖ ≤
√
M

2 ‖Ext (X1, X2)X1Z2 − Um ◦X1Z2‖ . (16)

As it follows from the proofs of the previous lemmas that Z2 includes side information
about X2 alone (and there is no additional side information about X2, i.e., the quantum
system C1 is just thrown away) p(x1, x2, z2) = p(x1) · p(x2, z2), which implies:
1. The sources and the classical side information form a Markov chain X1 ↔ Z2 ↔ X2.
2. Hmin (X1|Z2) = Hmin (X1) ≥ Hmin (X1|C1).
3. Hmin (X2|Z2) ≥ Hmin (X2|C2).

Hence, if Hmin (Xi|Ci) ≥ ki then by the definition of a strong classical-proof two-source
extractor,

1
2‖Ext (X1, X2)X1Z2 − Um ◦X1Z2‖ ≤ ε . (17)

Combining Equations (16) and (17) we get

1
2‖ρExt(X1,X2)X1C − ρUm ⊗ ρX1C‖ ≤

1
2
√
Mε =

√
ε2(m−2) . J

F Extracting from subnormalized states

Extractors are usually defined for normalized states ρX1X2C . In applications one might
wish to extract from subnormalized states – for example, the smooth min-entropy of a state
is a bound on the entropy of a subnormalized state that is close by. Here we prove that
if a function is an extractor (for normalized states), then one can use it to extract from
subnormalized states as well. We write up the lemma and proof in the case of two-source
extractors in the Markov model. Similar statements hold for multiple sources as well as
seeded extractors.

I Lemma 37. Let σX1X2C be a subnormalized Markov state satisfying Hmin(X1|C)σ ≥ k1 as
well as Hmin(X2|C)σ ≥ k2, and let Ext : {0, 1}n1 ×{0, 1}n2 → {0, 1}m be a (k1− 1, k2− 1, ε)
quantum-proof two-source extractor in the Markov model. If Ext is weak, then we have that

1
2‖σExt(X1,X2)C − ρUm ⊗ σC‖ ≤ 2ε .

If Ext is strong in Xi, then we have that

1
2‖σExt(X1,X2)XiC − ρUm ⊗ σXiC‖ ≤ 2ε .

Proof. We prove the weak case. The proof for strong extractors is identical.
Define p = Tr[σC ] and with that the normalized state σ̂X1X2C = 1

pσX1X2C as well as the
auxiliary normalized state

σ̃X1X2CP = σX1X2C ⊗ |0〉〈0|P + (1− p)τX1X2 ⊗ σ̂C ⊗ |1〉〈1|P ,
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where τX1X2 is the fully mixed state. Note that X1 ↔ CP ↔ X2 is a Markov chain for the
state σ̃X1X2CP . This state satisfies slightly modified min-entropy conditions:

pguess(X1|CP )σ̃X1CP
= pguess(X1|C)σX1C

+ (1− p)pguess(X1|C)τX1⊗σ̂C

= 2−k1 + (1− p)2−n1 ≤ 2 · 2−k1 .

Hence Hmin(X1|CP )σ̃ ≥ k1 − 1, and the same argument can also be carried out for X2
showing that Hmin(X2|CP )σ̃ ≥ k2 − 1. The state σ̃X1X2CP is thus a valid Markov state
satisfying the min-entropy conditions and hence we have

1
2‖σ̃Ext(X1,X2)CP − ρUm ⊗ σ̃CP ‖ ≤ ε .

But since the partial trace over the P system only decreases the trace distance, we infer that
1
2‖σExt(X1,X2)C − ρUm ⊗ σC + (1− p)τExt(X1,X2) ⊗ σ̂C − (1− p)ρUm ⊗ σ̂C‖ ≤ ε .

Thus starting from the expression ‖σExt(X1,X2)C−ρUm⊗σC‖ and then adding and subtracting
the term (1 − p)[τExt(X1,X2) ⊗ σ̂C − ρUm ⊗ σ̂C ] as well as applying the triangle inequality
leaves us with

1
2‖σExt(X1,X2)C − ρUm ⊗ σC‖ ≤ ε+ 1− p

2 ‖τExt(X1,X2) ⊗ σ̂C − ρUm ⊗ σ̂C‖ ≤ 2ε ,

since τX1X2 ⊗ σ̂C is a Markov source satisfying the entropic constraints. J

G Composing two-source and seeded extractors

If a multi-source extractor is strong in an input X1, then the output Y is independent from
X1. This can be interpreted as Y containing the entropy from X2; the randomness of X1
served only as a catalyst, but is still contained in that random variable. A very common
technique used to extract that randomness is to use another extractor. Since Y is uniform and
independent from X1, it fulfils the conditions needed to use it as a seed in seeded extractor.
This is formalised in the following lemma.

I Lemma 38. Let Ext : {0, 1}n1 × {0, 1}n2 → {0, 1}d be a quantum-proof (k1, k2, ε)-two-
source extractor strong in the first input. And let Ext′ : {0, 1}n1 × {0, 1}d → {0, 1}m be a
quantum-proof (k1, ε

′)-seeded extractor. Then the function

Ext′′ : {0, 1}n1 × {0, 1}n2 → {0, 1}m

(x1, x2) 7→ Ext′(x1,Ext(x1, x2)),

is a quantum-proof (k1, k2, ε+ ε′)-two-source extractor.

Proof. Let ρUdX1C = ρUd ⊗ ρX1C , where ρUd is a fully mixed state of dimension 2d. And let
ρExt′(X1,Ud)C denote the state resulting from applying Ext′ to X1 with Ud as seed. From the
triangle inequality and contractivity of the trace distance we have

1
2‖ρExt′(X1,Ext(X1,X2))C − ρUm ⊗ ρC‖

≤ 1
2‖ρExt′(X1,Ext(X1,X2))C − ρExt′(X1,Ud)C‖+ 1

2‖ρExt′(X1,Ud)C − ρUm ⊗ ρC‖

≤ 1
2‖ρExt(X1,X2)X1C − ρUd ⊗ ρX1C‖+ 1

2‖ρExt′(X1,Ud)C − ρUm ⊗ ρC‖ .

The first term above is the error of Ext and the second is the error of Ext′. J
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Note that Lemma 38 only requires a weak seeded extractor. Hence if a strong extractor
is used, the seed can additionally be appended to the output – this is the case for all the
following extractors.

Here below we give several seeded quantum-proof extractor constructions – all variants
of Trevisan’s extractor – that we use in the explicit constructions from Appendix B.

The first construction [8, Corollary 5.3] is one for which the exact parameters have been
calculated [21].

I Lemma 39 ([8, Corollary 5.3],[21]). There exists an explicit function Ext : {0, 1}n ×
{0, 1}d → {0, 1}m, which is a quantum-proof (k, ε)-strong extractor with

t = 2 log 2nm2

ε2 ,

a = 1 + max
{

0, log(m− e)− log(t− e)
log e− log(e− 1)

}
,

k = m+ 4 log m
ε

+ 6 ,

d = at2 ,

where e is the mathematical constant.

The entropy loss of this extractor, k −m = 4 log m
ε + 6, can be reduced by composing it

with an almost universal hash function [36].

I Lemma 40 ([8, Corollary 5.4]). There exists an explicit function Ext : {0, 1}n × {0, 1}d →
{0, 1}m, which is a quantum-proof (k, ε)-strong extractor with k = m+ 4 log 1

ε +O(1) and
d = O(log2 n

ε logm).

For ε = n−Ω(1) in Lemma 40 we get d = O(log3 n).
The final construction we consider only requires a seed of length O(logn), but can only

extract a sublinear amount of entropy.

I Lemma 41 ([8, Corollary 5.6]). For any constant 0 < γ < 1 there exists an explicit function
Ext : {0, 1}n × {0, 1}d → {0, 1}m, which is a quantum-proof (k, ε)-strong extractor with
k = nγm+ 8 log m

ε +O(1), d = O(logn) and ε = n−Ω(1).

For example, if k = nα in Lemma 41 for γ < α ≤ 1, then m = nα−γ − o(1) = k1− γα − o(1).
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Abstract
Data compression is a fundamental problem in quantum and classical information theory. A
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3:2 Lower Bound on Expected Communication Cost of Quantum Huffman Coding

1 Introduction

The central theme of information theory is compression of messages up to their information
content. The celebrated work of Shannon [19] initiated this idea by showing that in the
asymptotic setting, compression could be achieved up to the Shannon entropy of the message
source. Subsequently, it was shown by Huffman [14] that by encoding each message into
a codeword of different length based on the probability of the occurrence p(x) of message
x, one can construct a code whose expected length is at most H(p) + 1, where H(·) is the
Shannon entropy. This led to an operational interpretation of the Shannon entropy of a
source in the one-shot setting.

The Huffman coding scheme can easily be illustrated in the following way (adapted
from the reference [11]). Alice and Bob share infinitely many copies of the joint random
variable XY (X with Alice and Y with Bob), such that p(x, y) = δx,yp(x). These copies are
arranged in a sequence known to both parties. If Alice gets an input x, she measures her
half of the copies in this sequence, and sends to Bob the address of the first location where
she finds her input x. The average length of the message is can easily be computed to be
at most log( 1

p(x) ) + 1. Thus, average length of the message in overall protocol is at most∑
x p(x)(log( 1

p(x) ) + 1) = H(p) + 1.
The study of compression of messages in terms of expected communication cost, rather

than worst case communication cost has been very fruitful in information theory, both in
operational interpretation of fundamental quantities and in applications in communication
complexity. In the work [11], the following task was considered (inspired by a result of Wyner
[25]): Alice is given an input x with probability p(x) and she needs to send a message to
Bob so that Bob can output a y distributed according to p(y|x). This is a joint sampling
task of the probability distribution p(x, y) def= p(x)p(y|x). The authors showed that in the
presence of shared randomness, the expected communication cost of jointly sampling p(x, y)
is upper and lower bounded by I(X : Y ) + 2 log(I(X : Y )) +O(1) and I(X : Y ), respectively.
This served as a natural characterization of mutual information in one-shot setting (different
from the one already given by Shannon [19] in terms of channel capacity). Huffman coding
can be seen as a special case of the above task by setting p(y|x) = δy,x. This result also has
applications in proving direct sum theorems for communication complexity. The direct sum
problem asks whether computing N copies of a function (or a task in general) requires N
times as much communication as computing a single copy. [11] used their compression result
to prove the following theorem:

I Theorem (Informal, [11]). The minimum expected communication cost of an r-round
protocol, w.r.t. N iid copies of a product distribution µ, required to compute N copies of
a function f(x, y) is at least N · (CCr(f)−O(r)), where CCr(f) is the minimum expected
communication cost (w.r.t µ) of an r-round protocol required to compute a single copy of f .

The message compression in the presence of side information was first studied in the
asymptotic setting by Slepian and Wolf [20]. The work by Braverman and Rao [8] gave its
one-shot analogue in the following manner. Given a probability distribution P with Alice
and Q with Bob, they constructed an interactive protocol (assisted by shared randomness)
that allowed both Alice and Bob to output a distribution P ′ satisfying ‖P ′ − P‖1 ≤ ε, with
expected communication cost D(P‖Q) +O(

√
D(P‖Q)) + 2 log( 1

ε ). Here D(P‖Q) is relative
entropy between P and Q. This work thus provided an operational interpretation to relative
entropy 1 and extended the above theorem to general distributions. The holy grail for such

1 The work [11] given an operational interpretation of relative entropy as well, but for the task where
Alice knows the distribution P and both Alice and Bob know the distribution Q.
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direct sum theorems is to remove the dependence on the number of rounds, and the above
mentioned results ([11],[8]) along with [4] are important steps in this direction.

The aforementioned discussion points to a generic principle: it is possible to compress
communication protocols up to their Information Cost (formally introduced in [8, 4], see
also references therein) with the aid of shared randomness and consideration of expected
communication cost as communication measure.

On the other hand, while many of the above results have their quantum counterpart, a
similar principle for entanglement assisted quantum communication protocols has not yet
been well established, as we discuss now. Quantum communication protocols typically fall
into two classes: non-coherent protocols and coherent protocols.

In the case of coherent quantum protocols, Alice and Bob share a tripartite quantum
state with the Referee and their objective is to perform a task while maintaining quantum
coherence with the Referee. An example of coherent quantum protocols is the quantum
state merging, introduced in [13] as the quantum analogue of Slepian-Wolf protocol [20] (in
the asymptotic setting). The most general form of coherent quantum protocols, involving
two parties and one Referee, is known as the quantum state redistribution. It is defined as
follows: Alice (AC), Bob(B) and Referee (R) share a pure quantum state ΨRABC and Alice
needs to transfer the register C to Bob. This task was originally introduced in [9, 26] to give
an operational meaning of the quantum conditional mutual information in the asymptotic
setting. Furthermore, as shown by Touchette [22], it nicely captures interactive quantum
communication protocols within the framework of quantum communication complexity and
leads to a formulation of quantum information complexity.

Using the one-shot quantum protocols for quantum state redistribution developed in [6],
and the notion of quantum information complexity, Touchette [22] obtains the following
direct sum result for entanglement assisted quantum communication complexity.

I Theorem (Informal, [22]). The minimum worst case quantum communication cost of an
r-round quantum protocol required to compute N copies of a (classical) function f(x, y) is
at least N · ( QCCr(f)

r2 −O(r)), where QCCr(f) is the worst case communication cost of an
r-round quantum protocol required to compute a single copy of f .

The above result has a strong dependence on number of rounds (as opposed to a weaker
dependence in the the direct sum result by [11]), that comes from the consideration of the
worst case quantum communication cost for the quantum state redistribution in the work [6].
Furthermore, it has been shown recently in [1] that the expected quantum communication
cost of a protocol achieving quantum state redistribution cannot be substantially better than
its worst case quantum communication cost. This leads to a bottleneck in the improvement
of the direct sum results for the quantum case within the framework of coherent quantum
protocols.

In non-coherent protocols, Alice and Bob perform a task on their inputs without maintain-
ing the coherence with the Referee. The works which exhibit one-shot quantum compression
protocols in the non-coherent setting, include [15, 16] (which also show direct sum theorems
for entanglement assisted one-way quantum communication complexity) and [3] (which is an
extension of Braverman-Rao protocol [8] to the quantum domain). All of these results take
into consideration only the worst case quantum communication cost, and it is not clear if
the expected communication cost of these message compression task can be substantially
improved (to the information cost) over the worst case cost.

In this work, we explore the possibility of having quantum protocols with better expected
communication cost in the non-coherent framework. Towards this, we define the following
quantum Huffman task.

TQC 2016
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I Definition 1 (Quantum Huffman task). Alice (A) receives an input x and an associated
quantum pure state |Ψx〉 with probability p(x). For a given η > 0, which we shall henceforth
identify as ‘error parameter’, Alice needs to transfer the state |Ψx〉 to Bob, such that the
final state Φx with Bob satisfies

∑
x p(x)F2(Ψx,Φx) ≥ 1− η2. Here, F(·, ·) is fidelity and η2

is average error of the protocol.

The above task is a quantum version of the classical one-shot source coding. The expected
communication cost in the asymptotic setting is lower bounded by S(

∑
x p(x)Ψx) due to [12],

which is also the quantum information cost of this task. The main question that we address
is whether there exists a communication protocol that achieves the above task with expected
communication cost close to S(

∑
x p(x)Ψx).

A prior work by Braunstein et. al.[7] had considered our question and had noted several
issues in generalizing directly the techniques of ‘classical’ Huffman coding to quantum case.
In present work, we show that no such compression scheme is possible.

Our results

We refer to the collection of pairs {(p(x),Ψx)}x as an ensemble of states and associated
probabilities. Following the discussion in introduction, we would like to compare the expected
communication cost of any protocol achieving quantum Huffman task with the von-Neumann
entropy of average state with Alice : S(

∑
x p(x) |Ψx〉〈Ψx|). Our main result is a large gap

between the two quantities, that we state below.

I Theorem 2. Fix a positive integer d > 1012 and real δ that satisfy 16√
d
< δ < 1

100 .

There exist a collection of N def= ( 3
δ2 )d states {|Ψx〉}Nx=1 that depend on δ and belong to a d

dimensional Hilbert space, and a probability distribution {p(x)}Nx=1 such that following holds
for the ensemble {(p(x),Ψx)}Nx=1.

The von-Neumann entropy of the average state satisfies S(
∑
x p(x) |Ψx〉〈Ψx|) ≤ 4δ log(d)+

H(δ) + 1.
For any one-way protocol achieving quantum Huffman coding of above ensemble with error
parameter η < δ

16 , the expected communication cost is lower bounded by (1−η) · log(dδ)−6.
For any r-round protocol achieving quantum Huffman coding of above ensemble with error
parameter η < δ

16 , the expected communication cost is lower bounded by Ω( log(dδ)
log r ).

The one-way part of this theorem is proved in Section 5, as a special case of Theorem 19.
The r-round part follows argument similar to that of one-way part, and its technical details
can be found in the arXiv eprint of this work [2].

For interactive case, we also give a round independent statement for small enough η.

I Theorem 3. Fix a positive integer d > 1012, real δ that satisfies
√

768
log(d) < δ < 1 and a

monotonically increasing function f : R→ R such that f(x) ≥ x2. There exist a collection
of N def= 2f(d) states {|Ψx〉}Nx=1 that depend on δ and belong to a d dimensional Hilbert
space, and a probability distribution {p(x)}Nx=1, such that the following holds for the ensemble
{(p(x),Ψx)}Nx=1.

The von-Neumann entropy of the average state satisfies S(
∑
x p(x) |Ψx〉〈Ψx|) ≤ 4δ log(d)+

H(δ) + 1.
For any interactive protocol with error parameter η def= 1

log2(d) = 4
log2(f−1(log(N))) , the

expected communication cost is lower bounded by Ω( log(dδ)
log log(d) ).
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The proof of this theorem can again be found in the arXiv eprint of this work [2]. It may
be noted that the dependence of error parameter η on input size logN can be made as weak
as desired, by choosing an appropriate function f which increases sufficiently fast.

Our techniques

Our proof follows in two main steps, which we illustrate here for the case of one-way protocols
for simplicity. All the quantum states appearing below are assumed to belong to a Hilbert
space of dimension d. We first show that for every message i sent from Alice to Bob, there
exists a quantum state σi, such that the probability pi of this message is upper bounded by
pi ≤

∑
x p(x)2−Dηmax(Ψx‖σi), where η is the error parameter and Dη

max(·‖·) is smooth relative
max-entropy. This upper bound crucially uses the fact that the quantum states Ψx are pure.
Section 3 for one-way protocols is built upon this idea. Our aim now is to find an ensemble
{p(x),Ψx} for which the quantity

∑
x p(x)2−Dηmax(Ψx‖σi) is small, as a result of which the

expected communication cost must be large.
Our second step is based upon the observation that given the quantum state σi (as

mentioned above), and a pure state Ψ chosen according to Haar measure, the smooth relative
max-entropy (= Dη

max(Ψ‖σi)) must attain large value (≈ log(d)) with high probability. This
suggests that the ensemble {(p(x),Ψx)}x should be constructed by choosing vectors from
Haar measure, making the quantity

∑
x p(x)2−Dηmax(Ψx‖σi) close to O(1) · 2− log(d). This gives

the upper bound pi ≤ O(1)
d and hence expected communication cost is at least log(d)−O(1).

Unfortunately, this choice of ensemble makes the von-Neumann entropy of the average state∑
x p(x)Ψx equal to log(d), which is not much smaller than expected communication cost.
We remedy this problem by introducing a free variable δ and letting |Ψx〉 =

√
1− δ |0〉+√

δ |x〉, where |0〉 is some fixed vector and |x〉 belongs to d−1 dimensional subspace orthogonal
to |0〉. We choose |x〉 according to Haar measure in the d − 1 dimensional subspace and
show that the smooth relative max entropy Dη

max(Ψx‖σ) is still large (≈ log(dδ) with high
probability) as long as η < δ/16. Interestingly, now the von-Neumann entropy of the average
state

∑
x p(x)Ψx is ≈ δ log(d), which is much smaller than expected communication cost.

Details have been discussed in Section 4, where epsilon nets have been used to make the
input size finite.

2 Preliminaries

In this section we present some notations, definitions, facts and lemmas that we will use in
our proofs.

Information theory

For a natural number n, let [n] represent the set {1, 2, . . . , n}. For a set S, let |S| be the size
of S. A tuple is a finite collection of positive integers, such as (i1, i2 . . . ir) for some finite r.
We let log represent logarithm to the base 2 and ln represent logarithm to the base e. The `1
norm of an operator X is ‖X‖1

def= Tr
√
X†X and `2 norm is ‖X‖2

def=
√

TrXX†. A quantum
state (or just a state) is a positive semi-definite matrix with trace equal to 1. It is called
pure if and only if the rank is 1. Let |ψ〉 be a unit vector. We use ψ to represent the state
and also the density matrix |ψ〉〈ψ|, associated with |ψ〉.

A sub-normalized state is a positive semi-definite matrix with trace less than or equal to
1. A quantum register A is associated with some Hilbert space HA. Define |A| def= dim(HA).
We denote by D(A), the set of quantum states in the Hilbert space HA and by D≤(A), the
set of all sub-normalized states on register A. State ρ with subscript A indicates ρA ∈ D(A).

TQC 2016
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For two quantum states ρ and σ, ρ⊗σ represents the tensor product (Kronecker product)
of ρ and σ. Composition of two registers A and B, denoted AB, is associated with Hilbert
space HA ⊗HB . If two registers A,B are associated with the same Hilbert space, we shall
denote it by A ≡ B. Let ρAB be a bipartite quantum state in registers AB. We define

ρB
def= TrA(ρAB) def=

∑
i

(〈i| ⊗ 1B)ρAB(|i〉 ⊗ 1B),

where {|i〉}i is an orthonormal basis for the Hilbert space A and 1B is the identity matrix
in space B. The state ρB is referred to as the marginal state of ρAB in register B. Unless
otherwise stated, a missing register from subscript in a state will represent partial trace over
that register. A quantum map E : A → B is a completely positive and trace preserving
(CPTP) linear map (mapping states from D(A) to states in D(B)). A completely positive
and trace non-increasing linear map Ẽ : A → B maps quantum states to sub-normalized
states. The identity operator in Hilbert space HA (and associated register A) is denoted
IA. A unitary operator UA : HA → HA is such that U†AUA = UAU

†
A = IA. An isometry

V : HA → HB is such that V †V = IA. The set of all unitary operations on register A is
denoted by U(A).

We denote a unit ball in space Rd as Sd. An element of Sd is a unit vector in Rd. We
shall represent an element x ∈ Sd using the bra-ket notation as |x〉. Euclidean norm of
|x〉 is ‖ |x〉〈x| ‖1. Given two vectors |x〉 , |y〉 ∈ Sd, the Euclidean distance between them is
‖(|x〉 − |y〉)(〈x| − 〈y|)‖1.

I Definition 4. We shall consider the following information theoretic quantities. Let ε ≥ 0.
1. Generalized fidelity. For ρ, σ ∈ D≤(A),

F(ρ, σ) def=
∥∥√ρ√σ∥∥1 +

√
(1− Tr(ρ))(1− Tr(σ)).

2. Purified distance. For ρ, σ ∈ D≤(A),

P(ρ, σ) =
√

1− F2(ρ, σ).

3. ε-ball. For ρA ∈ D(A),

Bε(ρA) def= {ρ′A ∈ D(A)| F(ρA, ρ′A) ≥ 1− ε}.

4. Entropy. For ρA ∈ D(A),

H(A)ρ
def= −Tr(ρA log ρA).

5. Relative entropy. For ρA, σA ∈ D(A),

D(ρA‖σA) def= Tr(ρA log ρA)− Tr(ρA log σA).

6. Max-relative entropy. For ρA, σA ∈ D(A),

Dmax(ρA‖σA) def= inf{λ ∈ R : 2λσA ≥ ρA}.

7. Smooth max-relative entropy. For ρA, σA ∈ D(A),

Dη
max(ρA‖σA) def= infρ′

A
∈Bη(ρA)Dmax(ρ′A‖σA) .
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8. Mutual information. For ρAB ∈ D(AB),

I(A : B)ρ
def= D(ρAB‖ρA ⊗ ρB) = H(A)ρ + H(B)ρ −H(AB)ρ .

We will use the following facts.

I Fact 5 (Monotonicity of quantum operations). [[18, 5], [21], Theorem 3.4] For states ρ,
σ ∈ D(A), and quantum map E(·),

‖E(ρ)− E(σ)‖1 ≤ ‖ρ− σ‖1 ,F(ρ, σ) ≤ F(E(ρ), E(σ)) and Dmax(ρ‖σ) ≥ Dmax(E(ρ)‖E(σ)) .

I Fact 6 (Joint concavity of fidelity). [[24], Proposition 4.7] Given quantum states ρ1, ρ2 . . . ρk,

σ1, σ2 . . . σk ∈ D(A) and positive numbers p1, p2 . . . pk such that
∑
i pi = 1. Then

F(
∑
i

piρi,
∑
i

piσi) ≥
∑
i

piF(ρi, σi).

I Fact 7 (Fannes inequality). [[10]] Given quantum states ρ1, ρ2 ∈ D(A), such that |A| = d

and P(ρ1, ρ2) = ε ≤ 1
2e ,

|S(ρ1)− S(ρ2)| ≤ ε log(d) + 1.

I Fact 8 (Levy’s concentration lemma). [[17]] Let f : Sd → R be Lipschitz continuous function
with Lipschitz constant `, defined as

`
def= maxx,y

|f(x)− f(y)|
‖x− y‖2

.

Let E(f) be expectation value of f with respect to uniform measure over Sd. Then

Prob(|f − E(f)| ≥ α) ≤ 2e−
dα2

18π3`2 .

3 One way communication

A one-way quantum communication protocol P for quantum Huffman coding with error η2

is described as follows.

Input: Alice gets an input x with probability p(x) and she needs to send the state |Ψx〉
to Bob.

Pre-shared entanglement: They have a pre-shared entanglement |θ〉AB .

Conditioned on the input x, Alice applies a measurement {Mx
1 ,M

x
2 . . .} on her side

and sends the outcome i to Bob. Let

pxi
def= Tr(Mx

i θA), ρxi
def= TrA(Mx

i θAB)
pxi

.

Receiving message i from Alice, Bob applies a quantum channel Ei based on the
message i, to obtain a state σxi in his output register.
The final state in the output register is

∑
i p
x
i σ

x
i and it follows that∑

x

p(x)
∑
i

pxi 〈Ψx|σxi |Ψx〉 > 1− η2

due to correctness of protocol.
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The expected communication cost of P is
∑
x p(x)

∑
i p
x
i dlog(i)e which can be lower

bounded by
∑
x p(x)

∑
i p
x
i log(i). Since we are interested in lower bounding the expected

communication cost, we shall consider the latter quantity.
Define the quantity ti

def=
∑
x p(x)2−Dηmax(Ψ

x‖Ei(θB)).
We have the following lemma, proof of which has been given in Appendix A.

I Lemma 9. Let a be the largest integer such that ti ≤ 2−a for all i. Then expected
communication cost of P is lower bounded by a(1−√η)2 − 1.

4 Example separating expected communication and information

4.1 An epsilon net over Sd

We will use the epsilon net over Sd, as defined below.

I Definition 10 (Epsilon-nets, [23]). Fix an ε > 0. There exists an integer N and a set of
vectors {|x1〉 , |x2〉 . . . |xN 〉} on Sd such that the following properties hold:

N ≤ ( 2
ε )d.

For any two vectors |xi〉 , |xj〉 it holds that ‖(|xi〉 − |xj〉)(〈xi| − 〈xj |)‖2 ≤ ε.
For any vector |y〉 ∈ Sd, there exists j such that ‖(|y〉 − |xj〉)(〈y| − 〈xj |)‖2 ≤ ε

Let the set be denoted as Nε.

We recall that µ is a uniform measure over Sd. For every vector |xi〉 ∈ Nε, we let Si ⊂ Sd
be the set of all vectors |y〉 ∈ Sd such that |xi〉 is one of the closest (in euclidean distance)
to |y〉 among all vectors in Nε. Let µ(Si) be the measure associated to Si. µ(Si) can also
be interpreted as the volume of Si. Due to the fact that set of vectors in Sd which are
equidistant to two or more vectors in Nε have measure zero, we obtain the relation:∑

i

µ(Si) = 1, µ(Si ∩ Sj) = 0 (1)

Let λ be a distribution over Nε, such that λ(i) def= µ(Si). Let Ei denote the expectation
over the set Nε with vectors chosen according to λ. That is, for any function f(.) on Nε, we
define

Eif(|xi〉)
def=
∑
i

λ(i)f(|xi〉).

The following lemma follows from the the above definition.

I Lemma 11. It holds that

‖(Ei |xi〉)(Ei 〈xi|)‖1 ≤ ε, ‖Ei |xi〉〈xi| −
I

d
‖1 ≤ 2

√
ε.

Proof. For the first part, we use the identities∫
y

µ(y)dy |y〉 = 0,
∫
y

µ(y)dy |y〉 =
∑
i

µ(Si)
∫
y∈Si µ(y)dy |y〉

µ(Si)
,

where the second identity follows from Equation 1. Now we notice from the definition of set
Si that

‖(|xi〉 −
∫
y∈Si µ(y)dy |y〉

µ(Si)
)(〈xi| −

∫
y∈Si µ(y)dy 〈y|

µ(Si)
)‖2 ≤ ε.
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Applying expectation Ei to both sides and then using the triangle inequality, we immediately
obtain

‖(Ei |xi〉)(Ei 〈xi|)‖2 = ‖(
∑
i

µ(Si) |xi〉)(
∑
i

µ(Si) 〈xi|)‖ ≤ ε.

For the second part, we again notice the identities∫
y

µ(y)dy |y〉〈y| = I

d
,

∫
y

µ(y)dy |y〉〈y| =
∑
i

µ(Si)
∫
y∈Si µ(y)dy |y〉〈y|

µ(Si)
.

From the definition of the set Si, we have that for every |y〉 ∈ Si, |〈xi|y〉|2 ≥ 1− 2ε. Thus,

F(|x〉〈x| ,
∫
y∈Si

µ(y)dy|y〉〈y|

µ(Si) ) ≥ 1− 2ε, which translates to ‖ |x〉〈x| −
∫
y∈Si

µ(y)dy|y〉〈y|

µ(Si) ‖1 ≤ 2
√
ε.

Now the proof follows along the same lines as first part. J

4.2 Our construction
Our construction now proceeds as follows, recalling the quantum Huffman task in Definition 1.
Fix a δ > 0. Alice is given the input i with probability λ(i), which corresponds to the vector
|xi〉 ∈ Nε. We embed Cd in a d+ 1 dimensional space Cd+1 and let P be a projector onto
the original space Cd. We define |Ψi〉

def=
√

1− δ |0〉+
√
δ |xi〉, where |0〉 is a vector satisfying

P |0〉 = 0.
We have the following lemma.

I Lemma 12. The von-Neumann entropy of the average state EiΨi =
∑
i λ(i)Ψi satisfies

S(EiΨi) ≤ (δ + 3
√
ε) log(d) +H(δ) + 1.

Proof. Consider,

Ei |Ψi〉〈Ψi| = (1− δ) |0〉〈0|+
√
δ(1− δ)Ei(|0〉 〈xi|+ |xi〉 〈0|) + δEi |xi〉〈xi| .

From Lemma 11, it follows that

‖EiΨi − (1− δ) |0〉〈0|+ δ
P

d
‖1 ≤ 3

√
ε.

Now we use Fannes inequality (Fact 7) to conclude that S(EiΨi) is at most (δ+ 3
√
ε) log(d) +

H(δ) + 1. J

4.3 A property of smooth relative max entropy
Following lower bound on smooth relative entropy shall be crucial for our argument.

I Lemma 13. Let σ be any quantum state belonging to Cd+1. Let k < d be an integer and
Q− (Q+) be projector onto subspace where σ has eigenvalues less than (greater than) 1

k . For
any i and η > 0 such that 〈Ψi|Q− |Ψi〉 > 2η, it holds that

2−Dηmax(Ψi‖σ) ≤ 1
k(1− η)(

√
(1− η) 〈Ψi|Q− |Ψi〉 −

√
〈Ψi|Q+ |Ψi〉 η)2

.

Proof. Since dim(Q+) ≤ k, it holds that dim(Q−) ≥ d+ 1− k. Define the quantity

Sη(Ψi||Q−) def= inf|λ〉:|〈λ|Ψi〉|2>1−η 〈λ|Q− |λ〉 .

The lemma follows from the following two claims, which have been proved in Appendix B.
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I Claim 14. For any i, it holds that

2−Dηmax(Ψi‖σ) <
1

k(1− η)S2η(Ψi||Q−) .

We now calculate an explicit expression for Sη(Ψi||Q−) in the following claim.

I Claim 15. If 〈Ψi|Q− |Ψi〉 > η, then we have

Sη(Ψi||Q−) = (
√

(1− η) 〈Ψi|Q− |Ψi〉 −
√
〈Ψi|Q+ |Ψi〉 η)2.

Else Sη(Ψi||Q−) = 0.

Combining the two claims, our lemma follows. J

4.4 Final lower bound
Let µ be uniform measure over Sd. For any vector |y〉 belonging to subspace of P , let
|Ψy〉 =

√
1− δ |0〉+

√
δ |y〉 be a vector in Cd+1. We have the following claims, the first of

which computes the expectation value and the second computes the Lipschitz constant.

I Claim 16. It holds that∫
y

µ(y)dy 〈Ψy|Q− |Ψy〉 = (1− δ − δ

d
) 〈0|Q |0〉+ δ(d+ 1− k

d
).

Proof. Consider the following analysis, from which the statement follows.∫
y

µ(y)dy 〈Ψy|Q− |Ψy〉 = (1− δ) 〈0|Q− |0〉+ δ

∫
y

µ(y)dy 〈y|Q− |y〉

= (1− δ) 〈0|Q− |0〉+ δ

d
Tr(PQ)

= (1− δ) 〈0|Q− |0〉+ δ

d
(Tr(Q)− 〈0|Q |0〉)

= (1− δ − δ

d
) 〈0|Q |0〉+ δ(d+ 1− k

d
)

This proves the claim. J

I Claim 17. Let Q be a projector and |y〉 , |y′〉 be any two vectors in Sd . Then it holds that

| 〈Ψy|Q− |Ψy〉−〈Ψy′ |Q− |Ψy′〉 | ≤ (2
√

2δ(1− δ)+2δ)‖ |y〉〈y|−|y′〉〈y′| ‖2 ≤ 4
√
δ‖ |y〉〈y|−|y′〉〈y′| ‖2.

Proof. Consider the analysis

| 〈Ψy|Q− |Ψy〉 − 〈Ψy′ |Q− |Ψy′〉 | ≤ ‖Ψy −Ψy′‖1
≤ 2

√
δ(1− δ)‖ |0〉 (〈y| − 〈y′|)‖1 + δ‖ |y〉〈y| − |y′〉〈y′| ‖1

= 4
√
δ(1− δ)(1− F (|y〉〈y| , |y′〉〈y′|)) + δ‖ |y〉〈y| − |y′〉〈y′| ‖1

≤ (2
√
δ(1− δ) + δ)‖ |y〉〈y| − |y′〉〈y′| ‖1

≤ (2
√
δ(1− δ) + δ)

√
2‖ |y〉〈y| − |y′〉〈y′| ‖2

This proves the claim. J

We now proceed to the main lemma of this section, proof of which is deferred to
Appendix C.

I Lemma 18. Assume the conditions δ > 16√
d
and d > 1012. Let η, ε be such that η < δ

16
and ε < δ

100 . Let a be the largest real that satisfies Ei2−Dηmax(Ψi‖σ) ≤ 2−a. Then it holds that
a ≥ log(dδ(1−2η)2

50 )
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5 Proof of main result

We provide the proof of Theorem 2 in this section. It can easily be obtained from the
following more general result by setting ε = δ2 and letting δ < 1

100 .

I Theorem 19. Fix a positive integer d > 1012 and reals δ, ε that satisfy 16√
d
< δ < 1 and

ε < δ
100 . There exist a collection of N def= ( 3

ε )d states {|Ψx〉}Nx=1 that depend on δ and belong
to d dimensional Hilbert space, and a probability distribution {p(x)}Nx=1, such that following
holds for the ensemble {(p(x),Ψx)}Nx=1.

The von-Neumann entropy of the average state satisfies S(
∑
x p(x)Ψx) ≤ (δ+3

√
ε) log(d)+

H(δ) + 1
For any one-way protocol achieving the quantum Huffman coding of the above ensemble
with error parameter η < δ

16 , the expected communication cost is lower bounded by
(1−√η)2 log( dδ300 ).
For any r-round protocol achieving the quantum Huffman coding of the above ensemble
with error parameter η < δ

16 , the expected communication cost is lower bounded by

1
20 ·

log( dδ400 )
(log r) .

Proof. We use the construction as given in Subsection 4.2.
For the first part of the theorem, we combine Lemma 9 and Lemma 18 to obtain a lower

bound on expected communication cost as

(1−√η)2 log(
dδ(1− 2√η)2

50 )− 1 > (1−√η)2 log( dδ300).

The proof of second part of the theorem follows from the Reference [2] (Theorem 6.1). J

The proof of Theorem 3 is given in Reference [2] (Lemma 6.2).

6 Conclusion

In this work, we have shown a large gap between the quantum information complexity and
the average/expected communication complexity of the quantum Huffman task (Definition 1).
As an application of our main results, we show that in one-shot setting, quantum channels
cannot be simulated with a cost as good as their entanglement assisted classical capacity.

We have following questions that we leave open.
The interactive part of our main theorem, Theorem 2 has a dependence on the number
of rounds. We get rid of this dependence in Theorem 3, but at the expense of weaker
lower bound on expected communication cost. Can we get rid of dependence on number
of rounds in Theorem 2 itself. For comparison, it may be noted that the results in [1]
have no dependence on the number of rounds.
Our lower bounds on expected communication cost and the quantum information com-
plexity of the quantum Huffman tasks that we construct are doubly-logarithmically small
in input size N , that is O(log log(N)) (see Theorem 2). Can we have examples where the
dependence on input size is better?
What is the correct way to operationally understand fundamental quantum information
theoretic quantities in one-shot setting? Our result says that expected communication
cost is not the right notion, but naturally we cannot rule out other notions.
Is there a way to improve the direct sum result for bounded-round entanglement assisted
quantum information complexity of [22]?
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A Proof of Lemma 9

Proof. Our proof shall proceed in the steps outlined below.
1. Pruning away x with low fidelity:

Let G be the set of all x such that
∑
i p
x
i 〈Ψx|σxi |Ψx〉 ≥ 1− η3/2. Let B be the set of rest

of x. Then we have that
∑
x∈G p(x) ≥ 1−√η and equivalently

∑
x∈B p(x) ≤ √η.

Define a new probability distribution p′(x) which is 0 whenever x ∈ B and equal to
p(x)∑
x∈G

p(x)
for x ∈ G. Since

∑
x∈G p(x) ≥ 1−√η, it holds that p′(x) ≤ p(x)

1−√η for all x.

2. Upper bound on probabilities px
i :

We upper bound the probabilities pxi in the following way. Consider,

θB = TrA(Mx
i θAB) + TrA((I−Mx

i )θAB) > TrA(Mx
i θAB).

Thus,

pxi ρ
x
i < θB =⇒ ρxi <

1
pxi
θB .

By definition of max-entropy, this means 2Dmax(ρxi ‖θB) < 1
px
i
. Now we use monotonicity of

max-entropy under quantum operations (Fact 5), to obtain

pxi < 2−Dmax(ρxi ‖θB) < 2−Dmax(σxi ‖Ei(θB)). (2)
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3. Upper bound on probability of each message:
For every x ∈ G, let Bx be set of i such that 〈Ψx|σxi |Ψx〉 < 1− η. Let Gx be rest of the
indices. Using the relation∑

i

pxi (1− 〈Ψx|σxi |Ψx〉) < η3/2,

we obtain that
∑
i∈Bx p

x
i <

√
η. Define a new probability distribution qxi which is 0

whenever i ∈ Bx and equal to pxi∑
i∈Gx

otherwise.

Define si
def=
∑
x p
′(x)qxi . Note that by definition, Dη

max(Ψx‖Ei(θB)) < Dmax(σxi ‖Ei(θB))
for all i ∈ Gx. Using Equation 2, we observe that for all x ∈ G it holds that

qxi <
1

1−√η 2−Dηmax(Ψ
x‖Ei(θB)).

This implies
si =

∑
x

p′(x)qxi

≤ 1
1−√η

∑
x

p′(x)2−Dηmax(Ψ
x‖Ei(θB))

≤ 1
(1−√η)2

∑
x

p(x)2−Dηmax(Ψ
x‖Ei(θB))

= ti
(1−√η)2 <

2−a

(1−√η)2 (3)

where in first inequality, we have used the fact that for x ∈ B, p′(x) = 0.
4. Lower bound on expected communication:

Since pxi > (1−√η)qxi for all pair (x, i) such that x ∈ G, the expected communication
cost is lower bounded by∑

x

p(x)
∑
i

pxi log(i) > (1−√η)
∑
x∈G

p(x)
∑
i

qxi log(i) > (1−√η)2
∑
x

p′(x)
∑
i

qxi log(i).

From Equation 3, we have si ≤ 2−a
(1−η)2 and

∑
i si = 1. Thus, the quantity

∑
i si log(i) is

minimized if si = 2−a
(1−√η)2 for all i ≤ 2a(1−√η)2. This gives following lower bound on

expected communication cost

(1−√η)2 · 2−a

(1−√η)2 2a(1−√η)2 log(2a(1−√η)2/e) > (1−√η)2 · a− 1. J

B Proof of Claims 14 and 15

Proof of Claim 14 . For a fixed i, let ρi be the state that achieves the infimum in the
definition of Dη

max(Ψi‖σ). It satisfies 〈Ψi| ρi |Ψi〉 ≥ 1−η. This means the largest eigenvalue of
ρi is at least 1−η. Thus, consider the eigen-decomposition ρi = λ1 |λ1〉〈λ1|+

∑
j>1 λj |λj〉〈λj |.

We have λ1 > 1− η or equivalently
∑
j>1 λj < η. Thus,

1−η < 〈Ψi| ρi |Ψi〉 = λ1|〈Ψi|λ1〉|2 +
∑
j>1

λj |〈Ψi|λj〉|2 < |〈Ψi|λ1〉|2 +
∑
j>1

λj < |〈Ψi|λ1〉|2 +η.

Hence, |〈Ψi|λ1〉|2 > 1− 2η. Moreover,

2Dmax(ρi‖σ) = ‖σ− 1
2 ρσ−

1
2 ‖∞ > (1− η)‖σ− 1

2 |λ1〉〈λ1|σ−
1
2 ‖∞ = (1− η) 〈λ1|σ−1 |λ1〉 ,
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where σ−1 is the pseudo-inverse of σ. From the definition of the projector Q−, the following
inequality easily follows:

〈λ1|σ−1 |λ1〉 ≥ k 〈λ1|Q− |λ1〉 .

Thus we get

2Dmax(ρi‖σ) > k(1− η) 〈λ1|Q− |λ1〉 .

Inverting and using |〈Ψi|λ1〉|2 > 1− 2η, we have

2−Dmax(ρi‖σ) <
1

k(1− η) 〈λ1|Q− |λ1〉
<

1
k(1− η)S2η(Ψi||Q−) .

This proves the claim. J

Proof of Claim 15. Let |λi〉 be the state that achieves the infimum in the definition of
Sη(Ψi||Q−). We know that |λi〉 has fidelity at least 1− η with |Ψi〉 and also minimizes the
overlap with the subspace Q−. Intuitively, this state must lie in the span of two vectors
{Q− |Ψi〉 , Q+ |Ψi〉}. This we shall find to be true below.

Let us expand

|λi〉 = aQ− |Ψi〉+ bQ+ |Ψi〉+ c |θ〉 ,

where |θ〉 is normalized vector orthogonal to {Q− |Ψi〉 , Q+ |Ψi〉}. Then we have the conditions:

|a|2 〈Ψi|Q− |Ψi〉+ |b|2 〈Ψi|Q+ |Ψi〉+ |c|2 = 1, |a 〈Ψi|Q− |Ψi〉+b 〈Ψi|Q+ |Ψi〉 | >
√

1− η
(4)

where the first condition is normalization condition and second condition says that overlap
between |λi〉 and |Ψi〉 is at least

√
1− η. We would like to minimize the function

〈λi|Q− |λi〉 = 〈λi| (aQ− |Ψi〉+ cQ− |θ〉) = |a|2 〈Ψi|Q− |Ψi〉+ |c|2 〈θ|Q− |θ〉 (5)

Note that 〈Ψi|Q−Q− |θ〉 = 0, hence the above expression.
First we shall show that a, b, c can be chosen to be real. Clearly c can be chosen real

as it only appears as |c|2. Only place where a, b appear as complex is in the constraint
|a 〈Ψi|Q− |Ψi〉+ b 〈Ψi|Q+ |Ψi〉 | >

√
1− η. Let a = aR + iaI , b = bR + ibI . Then

|a 〈Ψi|Q− |Ψi〉+ b 〈Ψi|Q+ |Ψi〉 |2

= (aR 〈Ψi|Q− |Ψi〉+ bR 〈Ψi|Q+ |Ψi〉)2 + (aI 〈Ψi|Q− |Ψi〉+ bI 〈Ψi|Q+ |Ψi〉)2

= |a|2 〈Ψi|Q− |Ψi〉2 + |b|2 〈Ψi|Q+ |Ψi〉2 + 2(aRbR + aIbI) 〈Ψi|Q− |Ψi〉 〈Ψi|Q+ |Ψi〉

≤ |a|2 〈Ψi|Q− |Ψi〉2 + |b|2 〈Ψi|Q+ |Ψi〉2 + 2(
√
a2
R + a2

I

√
a2
I + b2I) 〈Ψi|Q− |Ψi〉 〈Ψi|Q+ |Ψi〉

= |a|2 〈Ψi|Q− |Ψi〉2 + |b|2 〈Ψi|Q+ |Ψi〉2 + 2|a||b| 〈Ψi|Q− |Ψi〉 〈Ψi|Q+ |Ψi〉
= (|a| 〈Ψi|Q− |Ψi〉+ |b| 〈Ψi|Q+ |Ψi〉)2

Thus, changing the complex coefficients a, b to |a|, |b| does not change the objective
function (Equation 5) and ensures that the constraints (Equation 4) are still satisfied. Thus,
we can restrict ourselves to real variables a, b.
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Figure 1 Plot of the constraints.

To find the optimal solution for equations 4 and 5, we fix a c and minimize a2 with the
constraints

a2 〈Ψi|Q− |Ψi〉+ b2 〈Ψi|Q+ |Ψi〉 = 1− c2, |a 〈Ψi|Q− |Ψi〉+ b 〈Ψi|Q+ |Ψi〉 | >
√

1− η.

We plot these constraints on (a, b) plane in Figure 1. The ellipse

E
def= a2 〈Ψi|Q− |Ψi〉+ b2 〈Ψi|Q+ |Ψi〉 = 1− c2

intersects a-axis at |a1| =
√

1−c2

〈Ψi|Q−|Ψi〉 and intersects b-axis at |b1| =
√

1−c2

〈Ψi|Q+|Ψi〉 . The lines

L
def= a 〈Ψi|Q− |Ψi〉+ b 〈Ψi|Q+ |Ψi〉 =

√
1− η,

L′
def= a 〈Ψi|Q− |Ψi〉+ b 〈Ψi|Q+ |Ψi〉 = −

√
1− η

intersect a-axis at |a2| =
√

1−η
〈Ψi|Q−|Ψi〉 and intersects b-axis at |b2| =

√
1−η

〈Ψi|Q+|Ψi〉 .
First note that if c2 > η, then there is no solution. For this, consider

1− η < (a 〈Ψi|Q− |Ψi〉+ b 〈Ψi|Q+ |Ψi〉)2

≤ (〈Ψi|Q− |Ψi〉+ 〈Ψi|Q+ |Ψi〉)(a2 〈Ψi|Q− |Ψi〉+ b2 〈Ψi|Q+ |Ψi〉)
= (a2 〈Ψi|Q− |Ψi〉+ b2 〈Ψi|Q+ |Ψi〉) = 1− c2.

So we assume that c2 ≤ η. Now lets focus on first quadrant. We can easily observe from the
plot that we get a = 0 as minimum value of a2 whenever ellipse E intersects b-axis above the
line L. This occurs when√

1− c2
〈Ψi|Q+ |Ψi〉

>

√
1− η

〈Ψi|Q+ |Ψi〉
→ 〈Ψi|Q+ |Ψi〉 >

1− η
1− c2 .

But this is obvious, since the condition implies 〈Ψi|Q+ |Ψi〉 > 1− η in which case there is a
vector in Q+ with high overlap with |Ψi〉 and hence the objective function is 0.

So lets assume that 〈Ψi|Q+ |Ψi〉 < 1− η, in which case, for all c, the ellipse E intersects
b-axis below the line L. To find the point of intersection, we simultaneously solve the
equations for line and ellipse, that is

a2 〈Ψi|Q− |Ψi〉+ b2 〈Ψi|Q+ |Ψi〉 = 1− c2, a 〈Ψi|Q− |Ψi〉+ b 〈Ψi|Q+ |Ψi〉 =
√

1− η.
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The value of a, b thus obtained is

a =
√

1− η −

√
〈Ψi|Q+ |Ψi〉 (η − c2)
〈Ψi|Q− |Ψi〉

, b =
√

1− η +

√
〈Ψi|Q− |Ψi〉 (η − c2)
〈Ψi|Q+ |Ψi〉

.

It is easy to verify that the solution satisfies above equations. The other solution is with
signs reversed.

Thus, we have the result that whenever 〈Ψi|Q+ |Ψi〉 < 1−η, the minimum |a|2 〈Ψi|Q− |Ψi〉+
|c|2 〈θ|Q− |θ〉 is

(
√

1− η −

√
〈Ψi|Q+ |Ψi〉 (η − c2)
〈Ψi|Q− |Ψi〉

)2 〈Ψi|Q− |Ψi〉+ c2 〈θ|Q− |θ〉 .

This quantity is monotonically increasing with c. Hence above expression is minim-
ized when c = 0. This justifies our intuition that the optimal vector lies in the plane
{Q+ |Ψi〉 , Q− |Ψi〉}. With this, we have found an overall minimum to be

(
√

1− η−

√
〈Ψi|Q+ |Ψi〉 η
〈Ψi|Q− |Ψi〉

)2 〈Ψi|Q− |Ψi〉 = (
√

(1− η) 〈Ψi|Q− |Ψi〉−
√
〈Ψi|Q+ |Ψi〉 η)2.

This proves the claim. J

C Proof of Lemma 18

Proof. Proof shall proceed in two stages.
1. Concentration of measure for Epsilon-nets:

From Claim 17, we infer that the Lipschitz constant of the function f(|y〉) def= 〈Ψy|Q− |Ψy〉
is upper bounded by 4

√
δ. From Lemma 16, we have that

∫
µ(y)dyf(y) = (1 − δ −

δ
d ) 〈0|Q− |0〉+ δ(1− k−1

d ).
Let α be a positive real to be chosen later. It now follows from Levy’s concentration
lemma (Fact 8) that

Prµ(〈Ψy|Q− |Ψy〉 <
∫
µ(y)dyf(y)− α) ≤ e−

dα2
18π3·16δ = e−

dα2
288π3δ (6)

In other words,

Prµ(〈Ψy|Q− |Ψy〉 < δ(1− k − 1
d

)− α) ≤ e−
dα2

288π3δ .

Now, let S be the set of all |y〉 ∈ Sd for which 〈Ψy|Q− |Ψy〉 > δ(1 − k−1
d ) − α. Let G

be the set of all i such that Si has an intersection with S. Let T def= ∪i∈GSi. Then T
contains S, except for some points of measure zero, and furthermore from Claim 17, any
|z〉 ∈ T satisfies

〈Ψz|Q− |Ψz〉 ≥ δ(1−
k − 1
d

)− α− 4
√
δε > δ(1− k − 1

d
)− α− 2ε.

Since µ(T ) > (1 − e−
dα2

288π3δ ), and T is a union of Si with i ∈ G, it holds that for an
i drawn according to λ(i), probability that i ∈ G is equal to µ(T ) and hence at least
(1− e−

dα2
288π3δ ). Thus we have show the following inequality

Pr
λ

(〈Ψi|Q− |Ψi〉 ≥ δ(1−
k − 1
d

)− α− 2ε) ≥ 1− 2e−
dα2

288π3δ , (7)
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2. Using concentration of measure for upper bound:
Now, to evaluate Ei2−Dηmax(Ψi‖σ), we divide the expectation into two parts. For all i for
which 〈Ψi|Q− |Ψi〉 < δ(1− k

d )− α− 2ε, we upper bound 2−Dηmax(Ψi‖σ) < 1. For the rest
of i, we use Lemma 13 to obtain

2−Dηmax(Ψi‖σ) <
1

k(1− η)(
√

(1− 2η)(δ(1− k
d )− α− 2ε)−

√
2(1− δ(1− k

d ) + α+ 2ε)η)2

Note that for this to hold, we need δ(1− k
d )− α− 2ε > 2η. For this, we set k = d

4 , α
2 =

δ√
d
< δ2

16 and we can upper bound δ(1 − k
d ) − α − 2ε > δ

4 > 2η, using ε < δ
100 , η <

δ
16

(assumptions of theorem). Then we have

2−Dηmax(Ψi‖σ) ≤ 4
d(1− η)(

√
(1− 2η)(δ/4)−

√
2(1− δ/4)η)2

≤ 40
d(1− η)δ .

Thus we get
Ei2−Dηmax(Ψi‖σ) < 2e−

dα2
144π3δ + 40

d(1− 2η)2δ

= 2e−
√
d

288π3 + 40
d(1− 2η)2δ

<
50

dδ(1− 2η)2 = 2− log( dδ(1−2η)2
50 )

Last inequality holds for d > 1012. This proves the theorem. J
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Abstract
Die-rolling is the cryptographic task where two mistrustful, remote parties wish to generate a
random D-sided die-roll over a communication channel. Optimal quantum protocols for this task
have been given by Aharon and Silman (New Journal of Physics, 2010) but are based on optimal
weak coin-flipping protocols which are currently very complicated and not very well understood.
In this paper, we first present very simple classical protocols for die-rolling which have decent (and
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based on the idea of integer-commitment, a generalization of bit-commitment, where one wishes
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We note here that Alice and Bob start uncorrelated and unentangled. Otherwise, Alice
and Bob could each start with half of the following maximally entangled state

1√
D

∑
d∈[D]

|d〉A |d〉B

and measure in the computational basis to obtain a perfectly correlated, uniformly random
die-roll. Thus, such a primitive would be trivial if they were allowed to start entangled.

Die-rolling is a generalization of a well-studied primitive known as coin-flipping [5] which
is the special case of die-rolling when D = 2. In this paper, we analyze die-rolling protocols
in a similar fashion that is widely adopted for coin-flipping protocols [3, 17, 13, 16, 8, 18, 19].
That is, we assume perfect completeness and calculate the soundness in terms of the cheating
probabilities, as defined by the symbols:

P ∗
B,d: The maximum probability with which a dishonest Bob can force an honest Alice to accept

the outcome d ∈ [D] by digressing from protocol.
P ∗

A,d: The maximum probability with which dishonest Alice can force an honest Bob to accept
the outcome d ∈ [D] by digressing from protocol.

We are concerned with designing protocols which minimize the maximum of these 2D
quantities since a protocol is only as good as its worst cheating probability. Coincidentally,
all the protocols we consider in this paper have the property that all of Alice’s cheating
probabilities are equal and similarly for a cheating Bob. Therefore, for brevity, we introduce
the following shorthand notation:

P ∗A := max{P ∗A,1, . . . , P ∗A,D} and P ∗B := max{P ∗B,1, . . . , P ∗B,D}.

When D = 2, the security definition for die-rolling above aligns with that of strong coin-
flipping. For strong coin-flipping, it was shown by Kitaev [14] that any quantum protocol
satisfies P ∗A,1P ∗B,1 ≥ 1/2 and P ∗A,2P

∗
B,2 ≥ 1/2, implying that at least one party can cheat

with probability at least 1/
√

2. It was later shown by Chailloux and Kerenidis [8] that all
four cheating probabilities can be made arbitrarily close to 1/

√
2 by using optimal quantum

protocols for weak coin-flipping as discovered by Mochon [16].
As pointed out in [1], Kitaev’s proof for the lower bound on coin-flipping extends naturally

to die-rolling; it can be shown that for any quantum die-rolling protocol, we have

P ∗A,dP
∗
B,d ≥

1
D

for any d ∈ [D]. This implies the lower bound max{P ∗A, P ∗B} ≥ 1/
√
D. In fact, extending the

optimal coin-flipping protocol construction in [8], it was shown by Aharon and Silman [1]
that for D > 2, it is possible to find quantum protocols where the maximum of the 2D
probabilities is at most 1/

√
D + δ, for any δ > 0.

The optimal protocols in [8] and [1] are not explicit as they rely on using Mochon’s
optimal weak coin-flipping protocols as subroutines. Moreover, Mochon’s protocols are very
complicated and not given explicitly, although they have been simplified [2].

The best known explicit quantum protocol for die-rolling1 of which we are aware is given
in [1]. It uses three messages and has cheating probabilities

P ∗A := D + 1
2D and P ∗B := 2D − 1

D2 .

1 The protocols considered in this paper have a much different form than these protocols.
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These probabilities have the attractive property of approximating Kitaev’s lower bound in
the limit, but since P ∗A → 1/2 as D →∞, the maximum cheating probability is quite large.

This motivates the work in this paper which is to find simple and explicit protocols for
die-rolling that approximate Kitaev’s lower bound on the maximum cheating probability

max{P ∗A, P ∗B} ≥ 1/
√
D.

1.1 Simple classical protocols
We first show that simple classical protocols exist with decent security.

I Protocol 1 (Classical protocol).
Bob chooses a subset S ⊆ [D] with |S| = m, uniformly at random, and sends S to Alice.
If |S| 6= m, Alice aborts.
Alice selects d ∈ S uniformly at random and tells Bob her selection. If d 6∈ S, Bob aborts.
Both parties output d.

We see that this is a valid die-rolling protocol as each party outputs the same value
d ∈ [D] and each value occurs with equal probability. As for the cheating probabilities, it is
straightforward to see that

P ∗A = m

D
and P ∗B = 1

m
.

Besides being extremely simple, this protocol has the following interesting properties:
The product P ∗A,dP ∗B,d = 1/D, for any d ∈ [D], saturates Kitaev’s lower bound for every
d ∈ [D].
For D square and m =

√
D, we have P ∗A = P ∗B = 1/

√
D, yielding an optimal protocol!

If D is not square, then one party has a cheating advantage, i.e., P ∗A 6= P ∗B .

Note that to minimize max{P ∗A, P ∗B}, it does not make sense to choose large m (greater
than d

√
De) or small m (less than b

√
Dc). We can see that for D = 3, D = 7, or D = 8, for

example, that choosing the ceiling is better while for D = 5 or D = 10 choosing the floor
is better. Thus, we keep both the cases and summarize the overall security of the above
protocol in the following lemma.

I Lemma 2. For D ≥ 2, there exists a classical die-rolling protocol satisfying

1√
D
≤ max{P ∗A, P ∗B} = min

{
d
√
De
D

,
1

b
√
Dc

}
(1)

which is optimal when D is square.

Note that the special case of D = 2 has either Alice or Bob able to cheat perfectly, which
is the case for all classical coin-flipping protocols. However, Kitaev’s bound on the product of
cheating probabilities is still (trivially) satisfied. For D = 3, we can choose m = 2 to obtain
max{P ∗A, P ∗B} = 2/3 proving that even classical protocols can have nontrivial security, which
is vastly different than the D = 2 case. The values from (1) for D ∈ {2, . . . , 10} are later
presented in Table 1.

We are not aware of other lower bounds for classical die-rolling protocols apart from those
implied by Kitaev’s bounds above. We see that sometimes classical protocols can be optimal,
for example when D is square. We now consider how to design (simple) quantum protocols
and see what levels of security they can offer.
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1.2 Simple quantum protocols
Many of the best known explicit protocols for strong coin-flipping are based on the idea of
bit-commitment [4, 20, 13, 19]. Optimal protocols are known for bit-commitment as well [9],
but are again based on weak coin-flipping and are thus very complicated.

In this paper, we generalize the above simple, explicit protocols such that Alice commits
to an integer instead of a bit. More precisely, our quantum protocols have the following form.

I Protocol 3 (Quantum protocol). A quantum die-rolling protocol based on the idea of
integer-commitment, denoted here as DRIC, is defined as follows:

Alice chooses a random a ∈ [D] and creates the state

|ψa〉 ∈ A ⊗ B

and sends the subsystem B to Bob.
Bob sends a uniformly random b ∈ [D] to Alice.
Alice reveals a to Bob and sends him the subsystem A.
Bob checks if A⊗ B is in state |ψa〉 using the measurement

{Πa := |ψa〉 〈ψa| , Πabort := I −Πa}.

Bob accepts/rejects a based on his measurement outcome.
If Bob does not abort, Alice and Bob output

d := (a+ b) mod D + 1 ∈ [D].

The special case of D = 2 yields the structure of the simple, explicit coin-flipping protocols
mentioned above. Indeed, these protocols are very easy to describe, one needs only the
knowledge of the D states |ψa〉 and, implicitly, the systems they act on, A and B.

We start by formulating the cheating probabilities of a DRIC-protocol using semidefinite
programming. Once we have established the semidefinite programming cheating strategy
formulations, we are able to analyze the security of DRIC-protocols. Furthermore, we are
able to analyze modifications to such protocols and the corresponding changes in security.

In this paper, we present a DRIC-protocol with near-optimal security. We develop this
protocol in several steps described below.

The first step is to start with a protocol with decent security. To do this, we show how
to create a DRIC-protocol with the same cheating probabilities as Protocol 1.

I Proposition 4. There exists a DRIC-protocol with the same cheating probabilities as in
Protocol 1.

The second step is to give a process which (approximately) balances the maximum
cheating probabilities of Alice and Bob. We accomplish this by modifying the protocol in
order to decrease the overall maximum cheating probability (while possibly increasing lesser
cheating probabilities).

I Proposition 5. If there exists a DRIC-protocol with cheating probabilities P ∗A = α and
P ∗B = β, then there exists a DRIC-protocol with maximum cheating probability

max{P ∗A, P ∗B} ≤
Dmax{β, α} −min{β, α}

D|β − α|+D − 1 ≤ max{β, α}.

Moreover, the last inequality is strict when α 6= β yielding a strictly better protocol.
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Table 1 Values of our bounds (as truncated percentages) for various protocols and values of D.
We see that the quantum protocol performs very well, even for D as small as 3.

D 2 3 4 5 6 7 8 9 10
Explicit Protocol in [1] 75% 66% 62% 60% 58% 57% 56% 55% 55%
Our Classical Protocol 100% 66% 50% 50% 50% 42% 37% 33% 33%

Our Quantum Protocol 75% 60% 50% 46% 44% 40% 36% 33% 32%
Kitaev’s lower bound 70% 57% 50% 44% 40% 37% 35% 33% 31%

By combining the above two propositions, we are able to obtain the main result of this
paper.

I Theorem 6. For any D ≥ 2, there exists a (quantum) DRIC-protocol satisfying

1√
D
≤ max{P ∗A, P ∗B} ≤ min

{
D + b

√
Dc

D(b
√
Dc+ 1)

,
1 + d

√
De

D + d
√
De

}
which is strictly better than Protocol 1 when D is not square.

Since min
{

D + b
√
Dc

D(b
√
Dc+ 1)

,
1 + d

√
De

D + d
√
De

}
≈ 1√

D
for large D, this bound is very close to

optimal. To compare numbers, we list the values for D ∈ {2, . . . , 10}, below.

1.3 Related literature
Quantum protocols for a closely related cryptographic task known as string-commitment
have been considered [12, 21, 22, 7, 11]. Technically, this is the case of integer-commitment
when D = 2n (if the string has n bits). It is worth noting that the quantum protocols
considered in this paper are quite similar, but the security definitions are very different.
Roughly speaking, the references above are concerned with quantum protocols where Alice is
able to “cheat” on a bits and Bob is able to “learn” b bits of information about the n bit
string. Multiple protocols and security trade-offs are given in the above references.

The use of semidefinite programming has been very valuable in the study of quantum
cryptographic protocols, see for example [14, 15, 16, 10, 18, 19]. Roughly speaking, if one
is able to formulate cheating probabilities as semidefinite programs, then the problem of
analyzing cryptographic security can be translated into a concrete mathematical problem.
Moreover, one then has the entire theory of semidefinite programming at their disposal. This
is the approach taken in this work, to shine new light on a cryptographic task using the lens
of semidefinite programming.

2 Semidefinite programming cheating strategy formulations

In this section, we use the theory of semidefinite programming to formulate Alice and Bob’s
maximum cheating probabilities for a DRIC-protocol. The formulations in this section are a
generalization of those for bit-commitment, see [19] and the references therein for details
about this special case.

2.1 Semidefinite programming
Semidefinite programming is the theory of optimizing a linear function over a positive
semidefinite matrix variable subject to finitely many affine constraints. A semidefinite
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program (SDP) can be written in the following form without loss of generality:

p∗ := sup{〈C,X〉 : A(X) = B, X � 0} (2)

where A is a linear transformation, C and B are Hermitian, and X � Y means that X − Y
is (Hermitian) positive semidefinite.

Associated with every SDP is a dual SDP:

d∗ := inf{〈B, Y 〉 : A∗(Y ) = C + S, S � 0, Y is Hermitian} (3)

where A∗ is the adjoint of A.
We refer to the optimization problem (2) as the primal or primal SDP and to the

optimization problem (3) as the dual or dual SDP. We say that the primal is feasible if there
exists an X satisfying the (primal) constraints

A(X) = B and X � 0

and we say the dual is feasible if there exists (Y, S) satisfying the (dual) constraints

A∗(Y ) = C + S, S � 0, and Y is Hermitian.

If further we have X positive definite, then the primal is said to be strictly feasible. If further
we have S positive definite, then the dual is said to be strictly feasible.

Semidefinite programming has a rich and powerful duality theory. In particular, we use
the following:

Weak duality: If the primal and dual are both feasible, then p∗ ≤ d∗.
Strong duality: If the primal and dual are both strictly feasible, then p∗ = d∗ and both attain

an optimal solution.

For more information about semidefinite programming and its duality theory, the reader is
referred to [6].

2.2 Cheating strategy formulations
To study a fixed DRIC-protocol, it is convenient to define the following reduced states

ρa := TrA(|ψa〉 〈ψa|)

for all a ∈ [D]. We show that they appear in both the case of cheating Alice and cheating
Bob.

2.2.1 Cheating Bob
To see how Bob can cheat, notice that he only has one message he sends to Alice. Thus, he
must send b ∈ [D] to force the outcome he wishes. For example, if he wishes to force the
outcome d, he would send b such that d = (a+ b) mod D + 1. Therefore, he must extract
the value of a from B to accomplish this. Suppose he measures B with the measurement

{M1, . . . ,MD}

where the outcome of the measurement corresponds to Bob’s guess for a. If Alice chose
a ∈ [D], he succeeds in cheating if his guess is correct, which happens with probability

〈Ma, ρa〉.
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Since the choice of Alice’s integer a is uniformly random, we can calculate Bob’s optimal
cheating probability as

P ∗B = max

 1
D

∑
a∈[D]

〈Ma, ρa〉 :
∑
a∈[D]

Ma = IB, Ma � 0,∀a ∈ [D]

 (4)

noting that the variables being optimized over correspond to a POVM measurement. Note
that the maximum is attained since the set of feasible (M1, . . . ,MD) forms a compact set.

Now that Bob’s optimal cheating probability is stated in terms of an SDP, we can examine
its dual as shown in the lemma below. Note that the lemma below follows from strong duality
(details in the full version).

I Lemma 7. For any DRIC-protocol, we have

P ∗B = min
{

Tr(X) : X � 1
D
ρa,∀a ∈ [D]

}
. (5)

We refer to the optimization problem (4) as Bob’s primal SDP and to the optimization
problem (5) as Bob’s dual SDP. The utility of having dual SDP formulations is that any
feasible solution yields an upper bound on the maximum cheating probability. Proving upper
bounds on cheating probabilities would otherwise be a very hard task.

2.2.2 Cheating Alice
If Alice wishes to force Bob to accept outcome d ∈ [D], she must convince him that the state
in A⊗B is indeed |ψa〉 where a is such that d = (a+ b) mod D+ 1. Note that this choice of
a is determined after learning b from Bob, which occurs with uniform probability.

To quantify the extent to which Alice can cheat, we examine the states Bob has during
the protocol. We know that Bob measures and accepts a with the measurement operator
Πa := |ψa〉 〈ψa|. Let (a,A) be Alice’s last message. Then Bob’s state at the end of the
protocol is given by a density operator σa acting on A⊗B which is accepted with probability
〈σa, |ψa〉 〈ψa|〉. Note that Alice’s first message B is in state σ := TrA(σa) which is independent
of a (since Alice’s first message does not depend on a when she cheats). Thus, the states
under Bob’s control are subject to the constraints

TrA(σa) = σ, ∀a ∈ [D], Tr(σ) = 1, σ, σ1 . . . , σD � 0. (6)

(Note that Tr(σa) = 1, for all a ∈ [D], is implied by the constraints above, and is thus
omitted.) On the other hand, if Alice maintains a purification of the states above, then using
Uhlmann’s Theorem [23] she can prepare any set of states satisfying conditions (6).

Thus, we have

P ∗A = max

 1
D

∑
a∈[D]

〈σa, |ψa〉 〈ψa|〉 : TrA(σa) = σ, ∀a ∈ [D], Tr(σ) = 1, σ, σ1 . . . , σD � 0

 .

(7)

Again, since the set of feasible (σ, σ1, . . . , σD) is compact, the above SDP attains an optimal
solution.

Similar to the case of cheating Bob, we can view the dual of Alice’s cheating SDP above
as shown in the lemma below. Again, the lemma below follows by strong duality (details in
the full version).
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I Lemma 8. For any DRIC-protocol, we have

P ∗A = min

s : sIB �
∑
a∈[D]

Za, IA ⊗ Za �
1
D
|ψa〉 〈ψa| , ∀a ∈ [D], Za is Hermitian

 . (8)

We refer to the optimization problem (7) as Alice’s primal SDP and the optimization
problem (8) as Alice’s dual SDP.

Note that every solution feasible in Alice’s dual SDP has Za being positive semidefinite,
for all a ∈ [D]. We can further assume that each Za is positive definite if we sacrifice
the attainment of an optimal solution. This is because we can take an optimal solution
(s, Z1, . . . , ZD) and consider (s+ εD,Z1 + εIB, . . . , ZD + εIB) which is also feasible for any
ε > 0, and s+ εD approaches s = P ∗A as ε decreases to 0.

Next, we use an analysis similar to one found in [15] and [24] to simplify the constraint

IA ⊗ Za � |ψa〉 〈ψa|

when Za is positive definite. Since X → ZXZ−1 is an automorphism of the set of positive
semidefinite matrices for any fixed positive definite Z, we have

IA ⊗ Za �
1
D
|ψa〉 〈ψa| ⇐⇒ IA⊗B � (IA ⊗ Z−1/2

a )
(

1
D
|ψa〉 〈ψa|

)
(IA ⊗ Z−1/2

a ). (9)

Note that since the quantity on the right is positive semidefinite with rank at most 1, its
largest eigenvalue is equal to its trace which is equal to

1
D
〈IA ⊗ Z−1

a , |ψa〉 〈ψa|〉 = 1
D
〈Z−1

a ,TrA(|ψa〉 〈ψa|)〉 = 1
D
〈Z−1

a , ρa〉.

Thus, we can rewrite (9) as

IA ⊗ Za �
1
D
|ψa〉 〈ψa| ⇐⇒

1
D
〈Z−1

a , ρa〉 ≤ 1 ⇐⇒ 〈Z−1
a , ρa〉 ≤ D.

Therefore, we have the following lemma.

I Lemma 9. For any DRIC-protocol, we have

P ∗A = inf

s : sIB �
∑
a∈[D]

Za, 〈Z−1
a , ρa〉 ≤ D,∀a ∈ [D], Za is positive definite, ∀a ∈ [D]

 .

(10)

We also refer to the optimization problem (10) as Alice’s dual SDP and we distinguish
them by equation number.

3 Finding a decent DRIC-protocol

In this section, we exhibit a DRIC-protocol which has the same cheating probabilities as
Protocol 1:

P ∗B = 1
m

and P ∗A = m

D
.
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To do this, define Tm to be the subsets of [D] of cardinality m and note that |Tm| =
(
D
m

)
.

Consider the following states

|ψa〉 := 1√(
D − 1
m− 1

) ∑
S∈Tm : a∈S

|S〉 |S〉 ∈ A ⊗ B,

for a ∈ [D], where A = B = C|Tm|. Notice that

ρa := TrA (|ψa〉 〈ψa|) = 1(
D − 1
m− 1

) ∑
S∈Tm : a∈S

|S〉 〈S| .

We now use the cheating SDPs developed in the previous section to analyze the cheating
probabilities of this protocol.

3.1 Cheating Bob
To prove that Bob can cheat with probability at least 1/m, suppose he measures his message
from Alice in the computational basis. He then obtains a random subset S ∈ Tm such that
a ∈ S. He then guesses which integer is a and responds with the appropriate choice for b to
get his desired outcome. He succeeds if and only if his guess for a (from the m choices in S)
is correct. This strategy succeeds with probability 1/m. Thus, P ∗B ≥ 1/m.

To prove Bob cannot cheat with probability greater than 1/m, notice that

X = 1
D
(
D − 1
m− 1

)IB
satisfies

X � 1
D
ρa, ∀a ∈ [D],

and thus is feasible in Bob’s dual (5). Therefore, P ∗B ≤ Tr(X) = 1/m, as desired.

3.2 Cheating Alice
Alice can cheat by creating the maximally entangled state

|Tm〉 := 1√
|Tm|

∑
S∈Tm

|S〉 |S〉 ∈ A ⊗ B

and sending B to Bob. After learning b, she sends a such that (a + b) mod D + 1 is her
desired outcome. She also sends A to Bob (without altering it in any way). Thus, her
cheating probability is precisely the probability of her passing Bob’s cheat detection which is

〈Πa, |Tm〉 〈Tm|〉 = 〈|ψa〉 〈ψa| , |Tm〉 〈Tm|〉 = |〈Tm|ψa〉|2 = m

D
.

Therefore, this cheating strategy succeeds with probability m/D, proving P ∗A ≥ m/D.
To prove this strategy is optimal, we use Alice’s dual (10). Define

Za := 1
D

∑
S∈Tm : a∈S

|S〉 〈S|+ ε
∑

S∈Tm : a 6∈S
|S〉 〈S|

TQC 2016
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where ε is a small positive constant. Za is invertible and we can write

Z−1
a := D

∑
S∈Tm : a∈S

|S〉 〈S|+ 1
ε

∑
S∈Tm : a6∈S

|S〉 〈S| .

We see that each Za satisfies 〈Z−1
a , ρa〉 = D, for all a ∈ [D]. Also,

Za �
1
D

∑
S∈Tm : a∈S

|S〉 〈S|+ εIB

thus∑
a∈[D]

Za �
1
D

∑
a∈[D]

∑
S∈Tm : a∈S

|S〉 〈S|+ εD IB =
(m
D

+ εD
)
IB.

Thus, s = m

D
+ εD satisfies

s IB �
∑
a∈[D]

Za

proving P ∗A ≤ s = m

D
+ εD, for all ε > 0. Therefore, P ∗A = m/D, as desired.

4 Balancing Alice and Bob’s cheating probabilities

This section is comprised of two parts. We first focus on reducing Bob’s cheating probabilities,
then Alice’s.

4.1 Building new protocols that reduce Bob’s cheating
We start with a lemma.

I Lemma 10. If there exists a DRIC-protocol with cheating probabilities P ∗A = α and P ∗B = β,
then there exists another DRIC-protocol with cheating probabilities P ∗A = α′ and P ∗B = β′

where

β′ ≤ (1− t)β + t

D
and α′ ≤ (1− t)α+ t

for any t ∈ (0, 1).

We sketch the proof here. Fix a DRIC-protocol with cheating probabilities P ∗A = α and
P ∗B = β defined by the states |ψa〉 ∈ A⊗B, for a ∈ [D]. Extend each of the Hilbert spaces A
and B by another basis vector |⊥〉 and denote these Hilbert spaces by A′ and B′, respectively.
In short, A′ := A⊕ span{|⊥〉} and B′ := B ⊕ span{|⊥〉}. Note that

〈⊥,⊥|ψa〉 = 0, for all a ∈ [D].

We now analyze the cheating probabilities of Alice and Bob in the new DRIC-protocol
defined by the states

|ψ′a〉 :=
√

1− t |ψa〉+
√
t |⊥,⊥〉 ∈ A′ ⊗ B′, for all a ∈ [D]

as a function of t ∈ (0, 1). For this, note that

ρ′a := TrA (|ψ′a〉 〈ψ′a|) = (1− t) ρa + t |⊥〉 〈⊥| ,

where ρa := TrA (|ψa〉 〈ψa|).
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To show how Bob’s cheating probability changes, consider an optimal solution X to Bob’s
dual SDP (5) corresponding to the original protocol. Then one can show that

X ′ := (1− t)X + t

D
|⊥〉 〈⊥|

is feasible in Bob’s dual SDP after the protocol has been modified. This proves that

P ∗B ≤ (1− t)β + t/D

for the new protocol.
Concerning cheating Alice, let (s, Z1, . . . , ZD) be a feasible solution for Alice’s dual (10)

for the original protocol. Then one can show that

s′ := s(1− t) + t

Z ′1 := ((1− t) + t/s)Z1 +
(
s(1− t) + t

D

)
|⊥〉 〈⊥|

...

Z ′D := ((1− t) + t/s)ZD +
(
s(1− t) + t

D

)
|⊥〉 〈⊥|

is feasible for Alice’s dual for the new protocol. Thus,

P ∗A ≤ s′ = s(1− t) + t

and since s can be taken arbitrarily close to α, the result follows.

Intuitively, Alice can cheat more if the states ρa are “close” to each other and Bob can
cheat more if they are “far apart”. What this protocol modification does is make all the
states closer together to increase Alice’s cheating probability but to decrease Bob’s.

Note that this lemma is useful when β > α. In this case, one can choose

t = β − α
(1− 1/D) + (β − α) ∈ (0, 1)

to equate the upper bounds. If α > β, then no choice of t ∈ (0, 1) will make the two upper
bounds in Lemma 10 equal. We summarize in the following corollary.

I Corollary 11. If there exists a DRIC-protocol with cheating probabilities P ∗A = α and
P ∗B = β, with β > α, then there exists another DRIC-protocol with maximum cheating
probability

max{P ∗A, P ∗B} ≤
Dβ − α

Dβ −Dα+D − 1 < β.

4.2 Building new protocols that reduce Alice’s cheating
In this subsection, we show how to reduce Alice’s cheating probabilities in a DRIC-protocol.

I Lemma 12. If there exists a DRIC-protocol with cheating probabilities P ∗A = α and P ∗B = β,
then there exists another DRIC-protocol with cheating probabilities P ∗A = α′ and P ∗B = β′

where

β′ ≤ (1− t)β + t and α′ ≤ (1− t)α+ t

D
,

for t ∈ (0, 1).

TQC 2016
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We sketch the proof here. Fix a DRIC-protocol with cheating probabilities P ∗A = α and
P ∗B = β defined by the states |ψa〉 ∈ A⊗B, for a ∈ [D]. Extend each of the Hilbert spaces A
and B by the set of orthogonal basis vectors {|⊥a〉 : a ∈ [D]}, and denote these new Hilbert
spaces by A′ and B′, respectively. In other words,

A′ := A⊕ span{|⊥1〉 , . . . , |⊥D〉} and B′ := B ⊕ span{|⊥1〉 , . . . , |⊥D〉}.

Note that

〈⊥a′′ ,⊥a′ |ψa〉 = 0, for all a, a′, a′′ ∈ [D].

Again, we analyze the cheating probabilities of Alice and Bob in the new DRIC-protocol
defined by the states

|ψ′a〉 :=
√

1− t |ψa〉+
√
t |⊥a〉 |⊥a〉 ∈ A′ ⊗ B′

for a ∈ [D]. The reduced states are

ρ′a := (1− t) ρa + t |⊥a〉 〈⊥a|

for a ∈ [D], recalling that ρa := TrA(|ψa〉 〈ψa|). We now analyze the cheating probabilities
of this new protocol as a function of t ∈ (0, 1).

To show how Bob’s cheating probability changes, we can use a similar argument. Consider
an optimal solution X to Bob’s dual (5) for the original protocol. Then one can show that

X ′ := (1− t)X + t

D

∑
a∈[D]

|⊥a〉 〈⊥a|

is feasible for Bob’s dual for the modified protocol. This shows that

P ∗B ≤ (1− t)β + t.

Concerning cheating Alice, let (s, Z1, . . . , ZD) be a feasible solution for Alice’s dual (10)
for the original protocol. Then one can show that

s′ := (1− t)s+ t/D + ζ(D − 1)

Z ′1 :=
(

(1− t) + t

Ds

)
Z1 +

(
(1− t)s+ t

D

)
|⊥1〉 〈⊥1|+ ζ

∑
c∈[D],c 6=1

|⊥c〉 〈⊥c|

...

Z ′D :=
(

(1− t) + t

Ds

)
ZD +

(
(1− t)s+ t

D

)
|⊥D〉 〈⊥D|+ ζ

∑
c∈[D],c6=D

|⊥c〉 〈⊥c|

is feasible for Alice’s dual for the new protocol for ζ > 0 a small constant. Thus,

P ∗A ≤ (1− t)s+ t/D

and since s can be taken arbitrarily close to α, the result follows.

Intuitively, this protocol modification works in the opposite manner of the last. Here,
we are making the states farther apart as to decrease Alice’s cheating at the expense of
increasing Bob’s.

As opposed to Lemma 10, the above lemma is useful when α > β. Similarly, if β > α,
then no choice of t ∈ (0, 1) will make the two upper bounds in Lemma 12 equal.

By symmetry, we have the following corollary.
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I Corollary 13. If there exists a DRIC-protocol with cheating probabilities P ∗A = α and
P ∗B = β, with α > β, then there exists another DRIC-protocol with maximum cheating
probability

max{P ∗A, P ∗B} ≤
Dα− β

Dα−Dβ +D − 1 < α.

Note that if α = β, the quantity Dα−β
Dα−Dβ+D−1 is equal to α(= β). Thus, we still have

max{P ∗A, P ∗B} ≤
Dα− β

Dα−Dβ +D − 1

holding, although no protocol modification is necessary. Therefore, Proposition 5 now follows
from combining Corollaries 11 and 13 and the comment above.

Acknowledgements. I thank Sevag Gharibian for useful discussions.
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Abstract
The question of how large Bell inequality violations can be, for quantum distributions, has been
the object of much work in the past several years. We say a Bell inequality is normalized if its
absolute value does not exceed 1 for any classical (i.e. local) distribution. Upper and (almost)
tight lower bounds have been given in terms of number of outputs of the distribution, number
of inputs, and the dimension of the shared quantum states. In this work, we revisit normalized
Bell inequalities together with another family: inefficiency-resistant Bell inequalities. To be
inefficiency-resistant, the Bell value must not exceed 1 for any local distribution, including those
that can abort. Both these families of Bell inequalities are closely related to communication
complexity lower bounds. We show how to derive large violations from any gap between classical
and quantum communication complexity, provided the lower bound on classical communication
is proven using these lower bounds. This leads to inefficiency-resistant violations that can be
exponential in the size of the inputs. Finally, we study resistance to noise and inefficiency for
these Bell inequalities.
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Table 1 Bounds on quantum violations of bipartite normalized Bell inequalities, in terms of the
dimension d of the local Hilbert space, the number of settings (or inputs) N and the number of
outcomes K (or outputs) per party. In the fourth column, we compare ad hoc results to the recent
constructions of [10] (Theorem 7) which gives a lower bound of

√
c

q
, where c (resp. q) stands for the

classical (resp. quantum) communication complexity of simulating a distribution. We give upper
bounds on their construction in terms of the parameters d, N, K.

Parameter Upper bound Ad hoc lower
bounds

Best possible lower
bound from [10]

Number of inputs N 2c ≤ N [29, 12, 21]
√
N

log(N) [19]
√
c
q ≤ log(N)

Number of outputs K O(K) [19] Ω
(

K
(log(K))2

)
[11] ≤ log(K)

Dimension d O(d) [21] Ω
(

d
(log(d))2

)
[11] ≤ log log(d)

distributions which admit unbounded violations [33, 28, 34, 36]. In another, various measures
of nonlocality have been studied, such as the amount of communication necessary and
sufficient to simulate quantum distributions classically [32, 7, 42, 43, 37, 12], or the resistance
to detection inefficiencies and noise. More recently, focus has turned to giving upper and
lower bounds on violations achievable, in terms of various parameters: number of players,
number of inputs, number of outputs, dimension of the quantum state, and amount of
entanglement [12, 21, 19].

Up until quite recently, violations were studied in the case of specific distributions
(measuring Bell states), or families of distributions. Buhrman et al. [11] gave a construction
that could be applied to several problems which had efficient quantum protocols (in terms of
communication) and for which one could show a trade-off between communication and error
in the classical setting. This still required an ad hoc analysis of communication problems.
Recently Buhrman et al. [10] proposed the first general construction of quantum states
along with Bell inequalities from any communication problem. The quantum states violate
the Bell inequalities when there is a sufficiently large gap between quantum and classical
communication complexity (a super-quadratic gap is necessary, unless a quantum protocol
without local memory exists).

Table 1 summarizes the best known upper and lower bounds on quantum violations
achievable with normalized Bell inequalities.

1.1 Our results
We revisit the question of achieving large Bell violations by exploiting known connections with
communication complexity. Strong lower bounds in communication complexity, equivalent to
the partition bound, amount to finding inefficiency-resistant Bell inequalities [27]. These are
Bell functionals that are bounded above by 1 on all local distributions that can abort.

First, we study the resistance of normalized Bell inequalities to inefficiency. We show that,
up to a constant factor in the value of the violation, any normalized Bell inequality can be
made resistant to inefficiency while maintaining the normalization property (Theorem 6).

Second, we show how to derive large Bell violations from any communication problem for
which the partition bound is bounded below and the quantum communication complexity
is bounded above. The problems studied in communication complexity are far beyond the
quantum set, but we show how to easily derive a quantum distribution from a quantum
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Table 2 Comparison of the Bell violations obtained by the general construction of Buhrman et
al. [10] for normalized Bell violations (second column) and this work, for inefficiency-resistant Bell
violations (see Propositions 13, 14, 15, and 16). The parameter n is the size of the input (typically,
N = 2n.) Explicit Bell inequalities are given in the Appendix. The construction of Buhrman et
al. only yields a violation when the gap between classical and quantum complexities is more than
quadratic. In the case where the gap is too small to prove a violation, we indicate this with “N/A”.

Problem Normalized Bell violations [10] Inefficiency-resistant Bell
violations (this work)

VSP [38, 24] Ω
(

6
√
n/
√

logn
)

d = 2Θ(n logn),K = 2Θ(n)
2Ω( 3√n)−O(logn)

d = 2O(logn),K = 3

DISJ [39, 40, 1] N/A 2Ω(n)−O(
√
n)

d = 2O(
√
n),K = 3

TRIBES [18, 9] N/A 2Ω(n)−O(
√
n log2 n)

d = 2O(
√
n log2 n),K = 3

ORT [41, 9] N/A 2Ω(n)−O(
√
n logn)

d = 2O(
√
n logn),K = 3

protocol. The Bell value we obtain is 2c−2q, where c is the partition lower bound on the
classical communication complexity of the problem considered, and q is an upper bound on
its quantum communication complexity (Theorem 8 and Corollary 9). The quantum
distribution has one extra output per player compared to the original distribution and uses
the same amount of entanglement as the quantum protocol plus as many EPR pairs as
needed to teleport the quantum communication in the protocol. We show that these Bell
violations can be made noise-resistant, at the cost of a 22q factor in the number of outcomes
per player (Theorem 10).

Finally, we provide tools to build Bell inequalities from communication lower bounds in the
literature. Lower bounds used in practice to separate classical from quantum communication
complexity are usually achieved using corruption bounds and its variants. In Theorem 12,
we give an explicit construction which translates these bounds into a suitable Bell functional.
Table 2 summarizes the new results or the improvements that we obtain in this work.

1.2 Related work
The study of the maximum violation of Bell inequalities began with Tsirelson [44], who
showed that for two-outcome correlation Bell inequalities, the maximum violation is bounded
above by Grothendieck’s constant. Tsirelson also raised the question of whether one can
have unbounded violations of Bell inequalities. More precisely, he asked whether there exist
families of Bell inequalities for which the amount of the violation grows arbitrarily large.

The first answer to this question came from Mermin [33], who gave a family Bell
inequalities for which a violation exponential in the number of parties is achieved. In the
years that followed, several new constructions appeared for number of parties and number of
inputs [3, 30, 28, 34, 36].

The study of upper bounds on violations of normalized Bell inequalities resumed in [12],
where an upper bound of O(K2) (with K the number of outputs per player) and of 2c ≤ N
(with c the communication complexity and N the number of inputs per player) were proven.
In [21] the authors proved a bound of O(d) in terms of the dimension d of the local Hilbert
space, and in [19], the bound in terms of the number of outputs was improved to O(K).

TQC 2016



5:4 Robust Bell Inequalities from Communication Complexity

In [19], Bell inequalities are constructed for which a near optimal, but probabilistic, violation
of order Ω(

√
m/ logm), with N = K = d = m, is proven. In [11], the same violation,

although requiring N = 2m inputs, is achieved for a family of Bell inequalities and quantum
distributions built using the quantum advantage in one-way communication complexity for
the Hidden Matching problem (with K = d = m). In the same paper, a violation of order
Ω(m/(logm)2), with K = d = m and N = 2m/m is achieved with the Khot-Vishnoi game.
Recently, an asymmetric version of that game was introduced to allow one of the parties
to only make dichotomic measurements, with a smaller (although almost optimal for this
scenario) violation Ω(

√
m/(logm)2) [35].

For inefficiency-resistant Bell inequalities, the bounds in [19] do not apply. In fact,
Laplante et al. proved in [27] a violation exponential in the dimension and the number of
outputs for this type of Bell functionals, achieved by a quantum distribution built, as in [11],
from the Hidden Matching communication complexity problem.

The connection exhibited in [11] between Bell violations and communication complexity
is generalized by Buhrman et al. in [10] where a fully general construction is given to
go from a quantum communication protocol for a function f to a Bell inequality and a
quantum distribution which achieves a violation of order Ω

(√
R1/3(f)
Q1/3(f)

)
. The downside to this

construction is that the quantum distribution has a double exponential (in the communication)
number of outputs and the protocol to implement it uses an additional double exponential
amount of entanglement. Also, this result does not apply for quantum advantages in a
zero-error setting.

2 Preliminaries

2.1 Quantum nonlocality

Local, quantum, and nonsignaling distributions have been widely studied in quantum
information theory since the seminal paper of Bell [6]. In an experimental setting, two players
share an entangled state and each player is given a measurement to perform. The outcomes
of the measurements are predicted by quantum mechanics and follow some probability
distribution p(a, b|x, y), where a is the outcome of Alice’s measurement x, and b is the
outcome of Bob’s measurement y.

We consider bipartite distribution families of the form p = (p(·, ·|x, y))(x,y)∈X×Y with
inputs (x, y) ∈ X × Y determining a probability distribution p(·, ·|x, y) over the outcomes
(a, b) ∈ A×B, with the usual positivity and normalization constraints. The set of probability
distribution families is denoted by P. For simplicity, we call simply “distributions" such
probability distribution families. The expression “Alice’s marginal" refers to her marginal
output distribution, that is

∑
b p(·, b|x, y) (and similarly for Bob).

The local deterministic distributions, denoted Ldet, are the ones where Alice outputs
according to a deterministic strategy, i.e., a (deterministic) function of x, and Bob inde-
pendently outputs as a function of y, without communicating. The local distributions L are
obtained by taking distributions over the local deterministic strategies. Operationally, this
corresponds to protocols with shared randomness and no communication. Geometrically, L
is the convex hull of Ldet.

A Bell test [6] consists of estimating all the probabilities p(a, b|x, y) and computing a Bell
functional, or linear function, on these values. The Bell functional B is chosen together with
a threshold τ so that any local classical distribution ` verifies the Bell inequality B(`) ≤ τ ,
but the chosen distribution p exhibits a Bell violation: B(p) > τ . By normalizing, we can
assume without loss of generality that ` verifies B(`) ≤ 1 for any ` ∈ L, and B(p) > 1.
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In this paper, we will also consider strategies that are allowed to abort the protocol with
some probability. When they abort, they output the symbol ⊥ (⊥ denotes a new symbol
which is not in A ∪ B). We will use the notation L⊥det and L⊥ to denote local strategies that
can abort, where ⊥ is added to the possible outputs for both players. When ` ∈ L⊥det or L⊥,
`(a, b|x, y) is not conditioned on a, b 6= ⊥ since ⊥ is a valid output for such distributions.

The quantum distributions, denoted Q, are the ones that result from applying measure-
ments x, y to their part of a shared entangled bipartite state. Each player outputs his or
her measurement outcome (a for Alice and b for Bob). In communication complexity terms,
these are zero-communication protocols with shared entanglement. If the players are allowed
to abort, then the corresponding set of distributions is denoted Q⊥.

Boolean (and other) functions can be cast as sampling problems. Consider a boolean
function f : X × Y → {0, 1} (non-boolean functions and relations can be handled similarly).
First, we split the output so that if f(x, y) = 0, Alice and Bob are required to output the
same bit, and if f(x, y) = 1, they output different bits. Let us further require Alice’s marginal
distribution to be uniform, likewise for Bob, so that the distribution is well defined. Call
the resulting distribution pf , that is, for any a, b ∈ {0, 1} and (x, y) ∈ X × Y, we have
pf (a, b|x, y) = 1/2 if a⊕ b = f(x, y), and pf (a, b|x, y) = 0 otherwise, ⊕ being the 1-bit XOR.

If pf were local, f could be computed with one bit of communication using shared
randomness: Alice sends her output to Bob, and Bob XORs it with his output. If pf were
quantum, there would be a 1-bit protocol with shared entanglement for f . In communication
complexity, we are usually interested in distributions having nontrivial communication
complexity, and lie well beyond these sets.

Finally, a distribution is nonsignaling if for each player, its marginal output distributions,
given by pA(a|x, y) =

∑
b p(a, b|x, y), for Alice, and pB(b|x, y) =

∑
a p(a, b|x, y), for Bob,

do not depend on the other player’s input. When this is the case, we write the marginals
as pA(a|x) and pB(b|y). Operationally, this means that each player cannot influence the
statistics of what the other player observes with his own choice of input. We note with C the
set of nonsignaling distributions, also referred to as the causal set, and we note C⊥ when we
allow aborting. The well-known inclusion relations between these sets are L ⊂ Q ⊂ C ⊂ P.

For any Boolean function f , the distribution pf is nonsignaling since the marginals are
uniform. A fundamental question of quantum mechanics has been to establish experimentally
whether nature is truly nonlocal, as predicted by quantum mechanics, or whether there is
a purely classical (i.e., local) explanation to the phenomena that have been predicted by
quantum theory and observed in the lab.

2.2 Measures of nonlocality
We have described nonlocality as a yes/no property, but some distributions are somehow
more nonlocal than others. To have a robust measure of nonlocality, it should verify some
common sense properties: for a fixed distribution, the measure should be bounded; it should
also be convex, since sampling from the convex combination of two distributions can be done
by first picking randomly one of the two distributions using shared randomness, and then
sampling from that distribution. We also expect such a measure of nonlocality to have various
equivalent formulations. Several measures have been proposed and studied: resistance to
noise [22, 2, 36, 20], resistance to inefficiency [30, 31, 27], amount of communication necessary
to reproduce them [32, 7, 42, 43, 37, 12], information-theoretic measures [8, 14, 13], etc.

In the form studied in this paper, normalized Bell inequalities were first studied in [12],
where they appeared as the dual of the linear program for a well-studied lower bound on
communication complexity, known as the nuclear norm ν [29] (the definition is given in
Section 2.3). There are many equivalent formulations of this bound. For distributions
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5:6 Robust Bell Inequalities from Communication Complexity

arising from boolean functions, it has the mathematical properties of a norm, and it is
related to winning probabilities of XOR games. It can also be viewed as a gauge, that
is, a quantity measuring by how much the local set must be expanded in order to contain
the distribution considered. For more general nonsignaling distributions, besides having a
geometrical interpretation in terms of affine combinations of local distributions, it has also
been shown to be equivalent to the amount of local noise that can be tolerated before the
distribution becomes local [21].

A subsequent paper [27] studied equivalent formulations of the partition bound, one of the
strongest lower bounds in communication complexity [17]. This bound also also has several
formulations: the primal formulation can be viewed as resistance to detector inefficiency, and
the dual formulation is given in terms of inefficiency-resistant Bell inequality violations.

In this paper, we show how to deduce large violations on quantum distributions from large
violations on nonsignaling distributions, provided there are efficient quantum communication
protocols for the latter.

2.3 Communication complexity and lower bounds
In classical communication complexity (introduced by [45]), two players each have a share of
the input, and wish to compute a function on the full input. Communication complexity
measures the number of bits they need to exchange to solve this problem in the worst case,
over all inputs of a given size n. In this paper we consider a generalization of this model,
where instead of computing a function, they each produce an output, say a and b, which
should follow, for each (x, y), some prescribed distribution p(a, b|x, y) (which depends on
their inputs x, y). We assume that the order in which the players speak does not depend on
the inputs. This is without loss of generality at a cost of a factor of 2 in the communication.

We use the following notation for communication complexity of distributions. Rε(p) is the
minimum number of bits exchanged in the worst case to output with the distribution p, up to
ε in total variation distance for all x, y. We call total variation distance between distributions
the distance denoted by |.|1, and defined as |p−p′|1 = maxx,y

∑
a,b |p(a, b|x, y)−p′(a, b|x, y)|.

We use Q to denote quantum communication complexity (see [47]), and we use the
superscript ∗ to denote the presence of shared entanglement. For randomized communication,
we assume shared randomness.

To give upper bounds on communication complexity it suffices to give a protocol and
analyze its complexity. Proving lower bounds is often a more difficult task, and many
techniques have been developed to achieve this. The methods we describe here are complexity
measures which can be applied to any function. To prove a lower bound on communication, it
suffices to give a lower bound on one of these complexity measures, which are bounded above
by communication complexity for any function. We describe here most of the complexity
measures relevant to this work.

The nuclear norm ν, given here in its dual formulation and extended to nonsignaling
distributions, is expressed by the following linear program [29, 12]. (There is a quantum
analogue, γ2, which is not needed in this work. We refer the interested reader to the definition
for distributions in [12]).

I Definition 1 ([29, 12]). The nuclear norm ν of a nonsignaling distribution p ∈ C is given
by

ν(p) = max
B

B(p)

subject to |B(`) |≤ 1 ∀` ∈ Ldet.

With error ε, νε(p) = minp′∈C:|p′−p|1≤ε ν(p′). We call any Bell functional that satisfies the
constraint in the above linear program normalized Bell functional.
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In this definition and in the rest of the paper, unless otherwise specified (in partic-
ular in Lemma 19), B ranges over vectors of real coefficients Ba,b,x,y and B(p) denotes∑
a,b,x,y Ba,b,x,yp(a, b|x, y), where a, b ranges over the non-abort outputs and x, y ranges over

the inputs. So even when B and p have coefficients on the abort events, we do not count
them. Table 1 summarizes the known upper and lower bounds on ν for various parameters.
The (log of the) nuclear norm is a lower bound on classical communication complexity.

I Proposition 2 ([29, 12]). For any nonsignaling distribution p ∈ C, Rε(p) + 1 ≥ log(νε(p)),
and for any boolean function f , Rε(f) ≥ log(νε(pf )).

As lower bounds on communication complexity of Boolean functions go, ν is one of the
weaker bounds, equivalent to the smooth discrepancy [17], and no larger than the approximate
nonnegative rank and the smooth rectangle bounds [25]. More significantly for this work, up
to small multiplicative constants, for boolean functions, (the log of) ν is a lower bound on
quantum communication, so it is useless to establish gaps between classical and quantum
communication complexity. (This limitation, with the upper bound in terms of the number
of outputs on normalized Bell violations, is a consequence of Grothendieck’s theorem [15].)

The classical and quantum efficiency measures, given here in their dual formulations,
are expressed by the following two convex optimization programs. The classical bound is a
generalization to distributions of the partition bound of communication complexity [17, 27].
This bound is one of the strongest lower bounds known, and can be exponentially larger
than ν (an example is the Vector in Subspace problem). It is always as least as large as the
relaxed partition bound which is in turn always at least as large as the smooth rectangle
bound [17, 23]. Its weaker variants have been used to show exponential gaps between
classical and quantum communication complexity. The definition we give here is a stronger
formulation than the one given in [27]. We show they are equivalent in Appendix D.

I Definition 3 ([27]). The ε-error efficiency bound of a distribution p ∈ P is given by

eff ε(p) = max
B,β

β

subject to B(p′) ≥ β ∀p′ ∈ P s.t. |p′ − p|1 ≤ ε,
B(`) ≤ 1 ∀` ∈ L⊥det.

We call any Bell functional that satisfies the second constraint in the above linear program
inefficiency-resistant Bell functional. The ε-error quantum efficiency bound of a p ∈ P is

eff∗ε (p) = max
B,β

β

subject to B(p′) ≥ β ∀p′ ∈ P s.t. |p′ − p|1 ≤ ε,
B(q) ≤ 1 ∀q ∈ Q⊥.

We denote eff = eff0 and eff∗ = eff∗0 the 0-error bounds.

For any given distribution p, its classical communication complexity is bounded below by
the (log of the) efficiency. For randomized communication complexity with error ε, the bound
is log(eff ε) and for quantum communication complexity, the bound is log(eff∗ε ). Note that
for any p ∈ Q, the quantum communication complexity is 0 and the eff∗ bound is 1. For
any function f , the efficiency bound eff ε(pf ) is equivalent to the partition bound [17, 27].

I Proposition 4 ([27]). For any p ∈ P and any 0 ≤ ε < 1/2, Rε(p) ≥ log(eff ε(p)) and
Qε(p) ≥ 1

2 log(eff∗ε (p)). For any p ∈ C and any 0 ≤ ε ≤ 1, νε(p) ≤ 2eff ε(p).
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5:8 Robust Bell Inequalities from Communication Complexity

Theorem 8 below involves upper bounds on the quantum efficiency bound. To give an
upper bound on the quantum efficiency of a distribution p, it is more convenient to use
the primal formulation, and upper bounds can be given by exhibiting a local (or quantum)
distribution with abort which satisfies the following two properties: the probability of aborting
should be the same on all inputs x, y, and conditioned on not aborting, the outputs of the
protocol should reproduce the distribution p. The efficiency is inverse proportional to the
probability of not aborting, so the goal is to abort as little as possible.

I Proposition 5 ([27]). For any distribution p ∈ P, eff∗(p) = 1/η∗, with η∗ the optimal
value of the following optimization problem (non-linear, because Q⊥ is not a polytope).

max
ζ,q∈Q⊥

ζ

subject to q(a, b|x, y) = ζp(a, b|x, y) ∀x, y, a, b ∈ X×Y×A×B

Moreover, for any 0 ≤ ε ≤ 1, eff∗ε (p) = minp′∈P:|p′−p|1≤ε eff
∗(p′).

3 Properties of Bell inequalities

Syntactically, there are two differences between the normalized Bell functionals (Definition 1)
and the inefficiency-resistant ones (Definition 3). The first difference is that the normalization
constraint is relaxed: for inefficiency-resistant functionals, the lower bound on the Bell value
for local distributions is removed. Since this is a maximization problem, this relaxation
allows for larger violations. This difference alone would not lead to a satisfactory measure of
nonlocality, since one could obtain unbounded violations by shifting and dilating the Bell
functional. The second difference prevents this. The upper bound is required to hold not
only for local distributions, but also those that can abort. This is a much stronger condition.
Notice that a local distribution can selectively abort on configurations that would otherwise
tend to keep the Bell value small, making it harder to satisfy the constraint.

In this section, we show that normalized Bell violations can be modified to be resistant to
local distributions that abort, while preserving the violation on any nonsignaling distribution,
up to a factor of 3. This means that we can add the stronger constraint of resistance to
local distributions that abort to Definition 1, incurring a loss of just a factor of 3, and the
only remaining difference between the resulting linear programs is the relaxation of the lower
bound (dropping the absolute value) for local distributions that abort.

I Theorem 6. Let B be a normalized Bell functional on A × B × X × Y and p ∈ C a
nonsignaling distribution such that B(p) ≥ 1. Then there exists a normalized Bell functional
B∗ on (A∪{⊥})× (B∪{⊥})×X ×Y with 0 coefficients on the ⊥ outputs such that : ∀p ∈ C,
B∗(p) ≥ 1

3B(p)− 2
3 , and ∀` ∈ L

⊥
det, |B∗(`)| ≤ 1.

The formal proof of Theorem 6 is deferred to Appendix A, and we will only give its
high-level structure in this part of the paper. First, we show (see Observation 17) how to
rescale a normalized Bell functional so that it saturates its normalization constraint. Then,
Definition 18 adds weights to abort events to make the Bell functional resistant to inefficiency.
Finally, Lemma 19 removes the weights on the abort events of a Bell functional while keeping
it bounded on the local set with abort, without dramatically changing the values it takes on
the nonsignaling set. Our techniques are similar to the ones used in [31].
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4 Exponential violations from communication bounds

Recently, Buhrman et al. gave a general construction to derive normalized Bell inequalities
from any sufficiently large gap between classical and quantum communication complexity.

I Theorem 7 ([10]). For any function f for which there is a quantum protocol using q qubits
of communication but no prior shared entanglement, there exists a quantum distribution
q ∈ Q and a normalized Bell functional B such that B(q) ≥

√
R1/3(f)
6
√

3q (1− 2−q)2q.

Their construction is quite involved, requiring protocols to be memoryless, which they
show how to achieve in general, and uses multiport teleportation to construct a quantum
distribution. The Bell inequality they construct expresses a correctness constraint.

In this section, we show how to obtain large inefficiency-resistant Bell violations for
quantum distributions from gaps between quantum communication and classical communica-
tion lower bounds. We first prove the stronger of two statements, which gives violations of
effε(p)
eff?

ε′
(p) . For any problem for which a classical lower bound c is given using the efficiency or

partition bound or any weaker method (including the rectangle bound and its variants), and
any upper bound q on quantum communication complexity, it implies a violation of 2c−2q.

I Theorem 8. For any distribution p ∈ P and any 0 ≤ ε′ ≤ ε ≤ 1, if (B, β) is a feasible
solution to the dual of eff ε(p) and (ζ,q) is a feasible solution to the primal for eff?ε′(p),
then there is a quantum distribution q ∈ Q such that B(q) ≥ ζβ and B(`) ≤ 1,∀` ∈ L⊥det ,
and in particular, if both are optimal solutions, then B(q) ≥ effε(p)

eff?
ε′

(p) . The distribution q has
one additional output per player compared to the distribution p.

Proof. Let (B, β) be a feasible solution to the dual of eff ε(p), p′ be such that eff?ε′(p) =
eff?(p′) with |p′−p|1 ≤ ε′, and (ζ,q) be a feasible solution to the primal for eff?(p′). From
the constraints, we have q ∈ Q⊥, q(a, b|x, y) = ζp′(a, b|x, y) for all (a, b, x, y) ∈ A×B×X×Y,
B(`) ≤ 1 for all ` ∈ L⊥det, and B(p′′) ≥ β for all p′′ s.t. |p′′−p|1 ≤ ε. Then B(q) = ζB(p′) ≥
ζβ. However, q ∈ Q⊥ but technically we want a distribution in Q (not one that aborts). So
we add a new (valid) output ‘A’ to the set of outputs of each player, and they should output
‘A’ instead of aborting whenever q aborts. The resulting distribution, say q ∈ Q (with
additional outcomes ‘A’ on both sides), is such that B(q) = B(q) (since the Bell functional
B does not have any weight on ⊥ or on ‘A’). J

Theorem 7 and Theorem 8 are both general constructions, but there are a few significant
differences. Firstly, Theorem 8 requires a lower bound on the partition bound in the numerator,
whereas Theorem 7 only requires a lower bound on communication complexity (which could
be exponentially larger). Secondly, Theorem 7 requires a quantum communication protocol
in the denominator, whereas our theorem only requires an upper bound on the quantum
efficiency (which could be exponentially smaller). Thirdly, our bound is exponentially larger
than Buhrman et al.’s for most problems considered here, and applies to subquadratic gaps,
but their bounds are of the more restricted class of normalized Bell inequalities.

Theorem 8 gives an explicit Bell functional provided an explicit solution to the efficiency
(partition) bound is given and the quantum distribution is obtained from a solution to the
primal of eff? (Proposition 5). Recall that a solution to the primal of eff? is provided by a
quantum zero-communication protocol that can abort, which conditioned on not aborting,
outputs following p. We can also start from a quantum protocol, as we show below. From
the quantum protocol, we derive a quantum distribution using standard techniques.
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5:10 Robust Bell Inequalities from Communication Complexity

I Corollary 9. For any distribution p ∈ P and any 0 ≤ ε′ ≤ ε ≤ 1 such that Rε(p) ≥
log(eff ε(p)) ≥ c and Qε′(p) ≤ q, there exists an explicit inefficiency-resistant B derived
from the efficiency lower bound, and an explicit quantum distribution q ∈ Q derived from
the quantum protocol such that B(q) ≥ 2c−2q.

Proof. Let (B, β) be an optimal solution to eff ε(p) and let c be such that eff ε(p) = β ≥ 2c.
By optimality of B, we have B(p′) ≥ 2c for any p′ such that |p′ −p|1 ≤ ε. Since Qε′(p) ≤ q,
there exists a q-qbit quantum protocol for some distribution p′ with |p′ − p|1 ≤ ε. Then, we
can use teleportation to obtain a 2q classical bit, entanglement-assisted protocol for p′. We
can simulate it without communication by picking a shared 2q-bit random string and running
the protocol but without sending any messages. If the measurements do not match the string,
output a new symbol ‘A’ (not in the output set of the quantum protocol and different from
⊥). We obtain a quantum distribution q such that B(q) = B(p′)/22q ≥ 2c−2q. J

Most often, communication lower bounds are not given as efficiency or partition bounds,
but rather using variants of the corruption bound. We show in Section 6.1 how to map a
corruption bound to explicit Bell coefficients.

5 Noise-resistant violations from communication bounds

Normalized Bell inequalities are naturally resistant to any local noise: if the observed
distribution is p̃ = (1−ε)p+ε` for some ` ∈ L, then B(p̃) ≥ (1−ε)B(p)−ε since |B(`) |≤ 1.
In inefficiency-resistant Bell inequalities, relaxing the absolute value leads to the possibility
that B(`) has a large negative value for some local `. (Indeed, such large negative values
are inherent to large gaps between ν and eff .) If this distribution were used as adversarial
noise, the observed distribution, (1− ε)p + ε`, could have a Bell value much smaller than 1.
This makes inefficiency-resistant Bell inequalities susceptible to adversarial local noise.

Our construction from Theorem 8 is susceptible to uniform noise since most of the time,
the output is ‘A’. Uniform noise will disproportionately hit the non-‘A’ outputs, destroying
the structure of the distribution. In Theorem 10, we show that our construction can be
made resistant to uniform noise, by including a (possible) transcript from the protocol in the
outputs. (Notice that this leads to a much larger output set.) Since the transcripts in our
construction are teleportation measurements, they follow a uniform distribution, making the
modified distribution resistant to uniform noise. The tolerance to noise comes from the error
parameter in the classical communication lower bound.

Let Nε(p) = {(1− δ)p + δu, δ ∈ [0, ε]} ⊆ P be the ε-noisy neighbourhood of p, where u
the uniform noise distribution, that is: u(a, b|x, y) = 1

|A|·|B| for all (a, b) ∈ A× B.

I Theorem 10. For any distribution p ∈ P and any 0 ≤ ε′ ≤ ε ≤ 1 such that Rε(p) ≥
log(eff ε(p)) ≥ c and Qε′(p) ≤ q, there exists an explicit inefficiency-resistant B̃ derived
from the efficiency lower bound, and an explicit quantum distribution q ∈ Q derived from
the quantum protocol such that B̃(q′) ≥ 2c−2q for any q′ ∈ Nε−ε′(q).

Proof. Let A (resp. B) be Alice’s (resp. Bob’s) possible outputs for p. From a quantum
communication protocol for p′ with |p′ − p|1 ≤ ε′ using q qubits of communication, we
construct an entanglement-assisted protocol using 2q bits of communication and teleportation.
LetMA (resp. MB) be the set of possible transcripts for Alice (resp. Bob), with |MA |= MA

(resp. |MB |= MB), and note that logMA + logMB = 2q.
We define the quantum distribution q where Alice’s possible outputs are A×MA and

Bob’s possible outputs are B ×MB . Alice proceeds as follows (Bob proceeds similarly):
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1. She runs the quantum protocol for p′ as if all bits received from Bob were 0.
2. She outputs (a, µA), where µA is the transcript of the messages she would have sent to

Bob and a is the output she would have produced in the original protocol.
By definition, this distribution is such that, for all a, b, x, y, q(a, 0, b, 0|x, y) = 1

22q p
′(a, b|x, y).

Let effε(p) ≥ 2c be achieved by the Bell functional B. By definition, we have B(`) ≤ 1
for all ` ∈ L⊥det, and B(p′′) ≥ 2c for all p′′ such that |p′′ − p|1 ≤ ε. In particular for any
p′′ ∈ Nε−ε′(p), that is, p′′ = (1 − δ)p + δu for some δ ∈ [0, ε − ε′], we have |p′′ − p|1 ≤ ε

and therefore B(p′′) = (1− δ)B(p′) + δB(u) ≥ 2c, where B(u) = 1
AB

∑
a,b,x,y Ba,b,x,y.

Let the Bell functional B̃ for distributions over (A ×MA) × (B ×MB) be defined as
follows: B̃(a,µA),(b,µB),x,y = Ba,b,x,y if µA = µB = 0, and B̃(a,µA),(b,µB),x,y = 0 otherwise.

Let L̃⊥det be the local set for distributions over (A×MA)× (B ×MB). Then B̃ satisfies
B̃(`) ≤ 1 for all ` ∈ L̃⊥det (by assimilating any event with µA 6= 0 or µB 6= 0 to a ⊥ event),
as well as B̃(q) = 1

22qB(p′). Hence, ∀δ ∈ [0, ε − ε′], we also have (1 − δ)B̃(q) + δB̃(u) =
= (1− δ) 1

22qB(p′) + δ 1
ABMAMB

∑
a,µA,b,µB ,x,y

B̃(a,µA),(b,µB),x,y

= 1
22q

[
(1− δ)B(p′) + δ 1

AB

∑
a,b,x,y Ba,b,x,y

]
= 1

22q [(1− δ)B(p′) + δB(u)] .
Therefore, for all q′ ∈ Nε−ε′(q), B̃(q′) ≥ 2c−2q, as claimed. J

6 Explicit constructions

6.1 From corruption bound to Bell inequality violation
We now explain how to construct an explicit Bell inequality violation from the corruption
bound. The corruption bound, introduced by Yao in [46], is a very useful lower bound
technique. It has been used for instance in [39] to get a tight Ω(n) lower bound on the
randomized communication complexity of Disjointness (whereas the approximate rank, for
example, can only show a lower bound of Θ(

√
n)). Let us recall that a rectangle R of X ×Y

is a subset of that set of the form RA ×RB , where RA ⊆ X and RB ⊆ Y.

I Theorem 11 (Corruption bound [46, 4, 26]). Let f be a (possibly partial) Boolean function
on X × Y. Given γ, δ ∈ (0, 1), suppose that there is a distribution µ on X × Y such that for
every rectangle R ⊆ X × Y

µ(R ∩ f−1(1)) > γµ(R ∩ f−1(0))− δ

Then, for every ε ∈ (0, 1), 2Rε(f) ≥ 1
δ

(
µ(f−1(0))− ε

γ

)
.

See, e.g., Lemma 3.5 in [5] for a rigorous treatment. For several problems, such a µ is already
known. In Theorem 12 below, whose proof we defer to Appendix B, we show how to construct
a Bell inequality violation from this type of bound.

I Theorem 12. Let f be a (possibly partial) Boolean function on X×Y, where X ,Y ⊆ {0, 1}n.
Fix z ∈ {0, 1}. Let µ be an input distribution, and (Ui)i∈I (resp. (Vj)j∈J) be a family of
pairwise nonoverlapping subsets of f−1(z̄) (resp. of f−1(z)). Assume that there exists
g : N→ (0,+∞) such that, for any rectangle R ⊆ X × Y∑

i∈I
uiµ(R ∩ Ui) ≥

∑
j∈J

vjµ(R ∩ Vj)− g(n). (1)

Then, the Bell functional B given by the following coefficients: for all a, b, x, y ∈ {0, 1} ×
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{0, 1} × X × Y,

Ba,b,x,y =


1/2(−uig(n)−1µ(x, y)) if (x, y) ∈ Ui and a⊕ b = z,

1/2(vjg(n)−1µ(x, y)) if (x, y) ∈ Vj and a⊕ b = z,

0 otherwise.
(2)

satisfies

B(`) ≤ 1, ∀` ∈ L⊥det, (3)

B(pf ) = 1
2 · g(n)

∑
j

vjµ(Vj) (4)

and for any p′ ∈ P such that |p′ − pf |1 ≤ ε :

B(p′) ≥ 1
2 · g(n)

∑
j

vjµ(Vj)− ε

∑
j

|vj |µ(Vj) +
∑
i

|ui|µ(Ui)

 . (5)

For many other problems in the literature, such as Vector in Subspace and Tribes, stronger
variants of the corruption bound are needed to obtain good lower bounds. These stronger
variants have been shown to be no stronger than the partition bound (more specifically,
the relaxed partition bound) [23]. The generalization in Theorem 12 of the hypothesis
of Theorem 11, which the reader might have notice, allow us to construct explicit Bell
functionals also for these problems.

6.2 Some specific examples
Using Corollary 9 and the construction to go from a corruption bound (or its variants) to
a Bell inequality (Theorem 12), we give explicit Bell inequalities and violations for several
problems studied in the literature. Since our techniques also apply to small gaps, we include
problems for which the gap between classical and quantum communication complexity is
polynomial.

Vector in Subspace

In the Vector in Subspace Problem VSP0,n, Alice is given an n/2 dimensional subspace of
an n dimensional space over R, and Bob is given a vector. This is a partial function, and the
promise is that either Bob’s vector lies in the subspace, in which case the function evaluates
to 1, or it lies in the orthogonal subspace, in which case the function evaluates to 0. Note
that the input set of VSP0,n is continuous, but it can be discretized by rounding, which
leads to the problem ṼSPθ,n (see [24] for details). Klartag and Regev [24] show that the
VSP can be solved with an O(logn) quantum protocol, but the randomized communication
complexity of this problem is Ω(n1/3). As shown in [23], this is also a lower bound on the
relaxed partition bound. Hence Corollary 9 yields the following.

I Proposition 13. There exists a Bell inequality B and a quantum distribution qV SP ∈ Q
such that B (qV SP ) ∈ 2Ω(n1/3)−O(logn) and for all ` ∈ L⊥det, B(`) ≤ 1.

Note that the result of [24] (Lemma 4.3) is not of the form needed to apply Theorem 12. It
is yet possible to obtain an explicit Bell functional following the proof of Lemma 5.1 in [23].
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Disjointness

In the Disjointness problem, the players receive two sets and have to determine whether they
are disjoint or not. More formally, the Disjointness predicate is defined over X = Y = P([n])
by DISJn(x, y) = 1 iff x and y are disjoint. It is also convenient to see this predicate
as defined over length n inputs, where DISJn(x, y) = 1 for x, y ∈ {0, 1}n if and only if
|{i : xi = 1 = yi}| = 0. The communication complexity for DISJn is Ω(n) using a corruption
bound [39] and there is a quantum protocol using O(

√
n) communication [1]. Combining

these results with ours, we obtain the following.

I Proposition 14. There is a quantum distribution qDISJ ∈ Q and an explicit Bell inequal-
ity B satisfying: B(qDISJ) = 2Ω(n)−O(

√
n), and for all ` ∈ L⊥det, B(`) ≤ 1.

The proof is deferred to the Appendix (see Section C.1).

Tribes

Let r ≥ 2, n = (2r + 1)2. Let TRIBESn : {0, 1}n × {0, 1}n → {0, 1} be defined as:

TRIBESn(x, y) :=
√
n∧

i=1

(√
n∨

j=1
(x(i−1)

√
n+j ∧ y(i−1)

√
n+j)

)
. The Tribes function has an Ω(n)

classical lower bound [16] using the smooth rectangle bound and a O(
√
n(logn)2) quantum

protocol [9]. Combining these results with ours, we obtain the following.

I Proposition 15. There is a quantum distribution qTRIBES ∈ Q and an explicit Bell
inequality B satisfying: B(qTRIBES) = 2Ω(n)−O(

√
n(logn)2), and for all ` ∈ L⊥det, B(`) ≤ 1.

The proof is deferred to the Appendix (see Section C.2).

Gap Orthogonality

The Gap Orthogonality (ORT) problem was introduced by Sherstov as an intermediate step
to prove a lower bound for the Gap Hamming Distance (GHD) problem [41]. We derive an
explicit Bell inequality for ORT from Sherstov’s lower bound of Ω(n), shown in [23] to be
a relaxed partition bound. (Applying Corollary 9 also gives a (non-explicit) violation for
GHD.) The quantum upper bound is O(

√
n logn) by the general result of [9]. In the ORT

problem, the players receive vectors and need to tell whether they are nearly orthogonal or
far from orthogonal. More formally, we consider the input space {−1,+1}n (to stick to the
usual notations for this problem), and we denote 〈·, ·〉 the scalar product on {−1,+1}n. Let
ORTn : {−1,+1}n × {−1,+1}n → {−1,+1} be the partial function defined as in [41] by:
ORTn(x, y) = −1 if |〈x, y〉| ≤

√
n, and ORTn(x, y) = +1 if |〈x, y〉| ≥ 2

√
n. Combining the

results mentioned above with ours, we obtain the following.

I Proposition 16. There is a quantum distribution qORT ∈ Q and an explicit Bell inequality
B satisfying: B(qORT) = 2Ω(n)−O(

√
n logn), and for all ` ∈ L⊥det, B(`) ≤ 1.

The proof is deferred to the Appendix (see Section C.3).

7 Discussion

We have given three main results. First, we showed that normalized Bell inequalities can be
modified to be bounded in absolute value on the larger set of local distributions that can
abort without significantly changing the value of the violations achievable with nonsignaling
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5:14 Robust Bell Inequalities from Communication Complexity

distributions. Then, we showed how to derive large inefficiency-resistant Bell violations from
any gap between the partition bound and the quantum communication complexity of some
given distribution p. The distributions q achieving the large violations are relatively simple
(only 3 outputs for boolean distributions p) and can be made resistant to uniform noise
at the expense of an increase in the number of outputs exponential in Q(p). Finally, we
showed how to construct explicit Bell inequalities when the separation between classical and
quantum communication complexity is proven via the corruption bound.

From a practical standpoint, the specific Bell violations we have studied are probably not
feasible to implement, because the parameters needed are still impractical or the quantum
states are infeasible to implement. However, our results suggest that we could consider
functions with small gaps in communication complexity, in order to find practical Bell
inequalities that are robust against uniform noise and detector inefficiency. Let us consider
an experimental setup with non-abort probability η per side, and ε uniform noise. Suppose
we have a Boolean function with a lower bound of c > 3 log(1/η2) on classical communication
with ε′ error, and an (ε′−ε)-correct quantum protocol, with ε′ > ε, using q = log(1/η2)
qubits. Our construction gives an inefficiency-resistant Bell violation of 2c−2q > 1/η2, which
is robust against ε uniform noise. (The number of outcomes per side increases to 2

η2 .)
Factoring in the inefficiency, the observed violation would still be η22c−2q > 1.

Regarding upper bounds, since (the log of) efficiency is a lower bound on communication
complexity, inefficiency-resistant Bell violations are bounded above by the number of inputs
per side. For dimension d and number of outcomes K, we obtain the upper bound eff ε(q) ≤
2O((Kdε )2 log2(K)) for quantum distributions, by combining known bounds. Indeed, we know
that Rε(p) ≤ O((Kν(p)

ε )2 log2(K)) for any p ∈ C (see [12]). Combining this with the bounds
eff ε(p) ≤ 2Rε(p) (Proposition 4), and ν(q) ≤ O(d) for any q ∈ Q (see [21]), gives the desired
upper bound. Hence unbounded violations are possible for K = 3 outputs per side.
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A Proof of Theorem 6

I Observation 17. Let B be a non-constant normalized Bell functional and p ∈ C such that
B(p) ≥ 1. Consider `− ∈ Ldet such that B(`−) = m = min{B(`)|` ∈ Ldet} and `+ ∈ Ldet
such that B(`+) = M = max{B(`)|` ∈ Ldet}. We have m < M because B is non-constant.
The Bell functional B̃ defined by B̃(·) = 1

M−m (2B(·) −M −m), is such that B̃(`+) = 1,
B̃(`−) = −1, |B̃(`)| ≤ 1 for all ` ∈ L⊥det, and B̃(p) ≥ B(p).

I Definition 18. For any two families of distributions, mA = (mA(·|x))x∈X over outcomes in
A for Alice and mB = (mB(·|y))y∈Y over outcomes in B for Bob, fmA,mB

: C⊥ → C replaces
abort events on Alice’s (resp. Bob’s) side by a sample from mA (resp. mB).
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For B a normalized Bell functional with coefficients only on non-abort events, the Bell
functional B⊥mA,mB

on (A ∪ {⊥})× (B ∪ {⊥})×X × Y is given by

(B⊥mA,mB
)a,b,x,y = Ba,b,x,y + χ{⊥}(a)

∑
a′ 6=⊥

mA(a′|x)Ba′,b,x,y

+χ{⊥}(b)
∑
b′ 6=⊥

mB(b′|y)Ba,b′,x,y+χ{⊥}(a)χ{⊥}(b)
∑

a′,b′ 6=⊥
mA(a′|x)mB(b′|y)Ba′,b′,x,y

where χS is the indicator function for set S taking value 1 on S and 0 everywhere else.

Note that fmA,mB
preserves locality, and B⊥mA,mB

(p) = B(fmA,mB
(p)), ∀p ∈ C⊥, so

B⊥mA,mB
(p) = B(p), for all p ∈ C, and |B⊥mA,mB

(`)| ≤ 1, for all ` ∈ L⊥.

I Lemma 19. Let B′ be a normalized Bell functional on (A ∪ {⊥})× (B ∪ {⊥})×X × Y.
(possibly with weights on ⊥.) Then the Bell functional B′′ on the same set defined by

B′′a,b,x,y = B′a,b,x,y −B′a,⊥,x,y −B′⊥,b,x,y +B′⊥,⊥,x,y, (6)

for all (a, b, x, y) ∈ (A ∪ {⊥})× (B ∪ {⊥})×X × Y satisfies :
1. If B′′a,b,x,y = 0, then a = ⊥ or b = ⊥,
2. ∀p ∈ C, B′′(p) = B′(p)−B′(pA,⊥)−B′(p⊥,B) +B′(p⊥,⊥),
where pA,⊥ ∈ L⊥ (resp. p⊥,B ∈ L⊥) is the local distribution obtained from p if Bob
(resp. Alice) replaces any of his (resp. her) outputs by ⊥, and p⊥,⊥ ∈ L⊥ is the local
distribution where Alice and Bob always output ⊥. In Item 2 above, for any p′, B′(p′) =∑

a,b,x,y B
′
a,b,x,yp′(a, b|x, y) where the sum is also over the abort events.

Proof. Item 1 follows from (6). We prove Item 2. For p ∈ C⊥ with marginals pA and
pB, we have: for all y ∈ Y , pA(a|x) =

∑
b∈B∪{⊥} p(a, b|x, y), and for all x ∈ X, pB(b|y) =∑

a∈A∪{⊥} p(a, b|x, y). For the remainder of this proof, summations involving a (resp. b)
are over a ∈ A ∪ {⊥} (resp. b ∈ B ∪ {⊥}). By definition, pA,⊥(a, b|x, y) = pA(a|x)χ{⊥}(b),
p⊥,B(a, b|x, y) = χ{⊥}(a)pB(b|y), and p⊥,⊥(a, b|x, y) = χ{⊥}(a)χ{⊥}(b). We have:

B′′(p) =
∑
a,b,x,y

[
B′a,b,x,y −B′a,⊥,x,y −B′⊥,b,x,y +B′⊥,⊥,x,y

]
p(a, b|x, y)

=
∑
a,b,x,y

B′a,b,x,yp(a, b|x, y)−
∑
a,x,y

B′a,⊥,x,y
∑
b

p(a, b|x, y)

−
∑
b,x,y

B′⊥,b,x,y
∑
a

p(a, b|x, y) +
∑
x,y

B′⊥,⊥,x,y
∑
a,b

p(a, b|x, y)

= B′(p)−
∑
a,x,y

B′a,⊥,x,ypA(a|x)−
∑
b,x,y

B′⊥,b,x,ypB(b|y) +
∑
x,y

B′⊥,⊥,x,y

= B′(p)−B′(pA,⊥)−B′(p⊥,B) +B′(p⊥,⊥). J

We are now ready to prove Theorem 6.

Proof of Theorem 6. From Observation 17, we can assume that there exists `−, `+ ∈ Ldet
such that B(`−) = −1 and B(`+) = 1 (otherwise, we replace B by its saturated version B̃).
Since `− and `+ are deterministic distributions, we have: `− = `−A ⊗ `

−
B and `+ = `+A ⊗ `

+
B,

for some marginals `−A, `
−
B , `

+
A, and `

+
B . We consider the two replacing Bell functionals from

Definition 18 constructed from (B, `−A, `
−
B) on one hand, and (B, `+A, `

+
B) on the other hand.

Taking B′ = 1
2 (B⊥

`−
A
,`−
B

+B⊥
`+
A
,`+
B

), we have |B′(`)| ≤ 1, ∀` ∈ L⊥, and therefore we can apply
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Lemma 19 to B′ to get B′′. Since B′(p⊥,⊥) = 1
2 (B⊥

`−
A
,`−
B

(p⊥,⊥) +B⊥
`+
A
,`+
B

(p⊥,⊥)) = 1
2 (B(`−) +

B(`+)) = 0, we have for all p ∈ C⊥, B′′(p) = B′(p) − B′(pA,⊥) − B′(p⊥,B). Therefore
B∗ = 1

3B
′′ satisfies all the required properties. In particular, since |B′(`)| ≤ 1 ∀` ∈ L⊥, we

have for any p ∈ C, B∗(p) ≥ 1
3B
′(p) − 1

3 |B
′(pA,⊥)| − 1

3 |B
′(p⊥,B)| ≥ 1

3B
′(p) − 2

3 , and for
any ` ∈ L⊥, |B∗(`)| ≤ 1

3 |B
′(`)|+ 1

3 |B
′(`A,⊥)|+ 1

3 |B
′(`⊥,B)| ≤ 1. J

B Proof of Theorem 12

Proof. Let us first set Bz,x,y = Ba,b,x,y for all a⊕ b = z. Let ` ∈ L⊥det. Then, we have:

B(`) =
∑

(x,y)∈R

Bz,x,y +
∑

(x,y)∈S

Bz,x,y

where R and S are the two rectangles where ` outputs z. Let us take a rectangle R. Then :

∑
(x,y)∈R

Bz,x,y = 1
2 · g(n)

∑
j

vjµ(Vj ∩R)−
∑
i

uiµ(Ui ∩R)

 ≤ 1/2

with the inequality following from (1). This proves (3).
Let us now compute B(pf ). By linearity of B and the definition of its coefficients, we

have:

B(pf ) =
∑
a,b,x,y

Ba,b,x,ypf (a, b|x, y)

= 1
2

∑
(x,y)∈f−1(z),a,b

Ba,b,x,yχ{z}(a⊕ b) + 1
2

∑
(x,y)∈f−1(z̄),a,b

Ba,b,x,yχ{z̄}(a⊕ b)

= 1/2
∑
j

∑
(x,y)∈Vj

vjg(n)−1µ(x, y)

= 1
2 · g(n)

∑
j

vjµ(Vj)

(for the third equality we used the fact that Ba,b,x,y = 0 when a⊕ b = z̄). This proves (4).
Moreover, for any family of additive error terms ∆(a, b|x, y) ∈ [−1, 1] such that∑
a,b

|∆(a, b|x, y)| ≤ ε ∀x, y ∈ X × Y,

denoted collectively as ∆, we have

|B(∆)| =

∣∣∣∣∣∣
∑
a,b,x,y

Ba,b,x,y∆(a, b|x, y)

∣∣∣∣∣∣
= 1

2 · g(n)

∣∣∣∣∣∣
∑

a,b : a⊕b=z

∑
i

∑
(x,y)∈Ui

(−ui)µ(x, y)∆(a, b|x, y) +

∑
j

∑
(x,y)∈Vj

vjµ(x, y)∆(a, b|x, y)

∣∣∣∣∣∣
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≤ 1
2 · g(n)

∑
i

∑
(x,y)∈Ui

|ui|µ(x, y)

∑
a,b

|∆(a, b|x, y)|

 +

∑
j

∑
(x,y)∈Vj

|vj |µ(x, y)

∑
a,b

|∆(a, b|x, y)|


≤ ε

2 · g(n)

∑
i

|ui|µ(Ui) +
∑
j

|vj |µ(Vj)


From this calculation and (4), we obtain, for p′ = pf + ∆ :

B(p′) = B(pf ) +B(∆) ≥ 1
2 · g(n)

∑
j

vjµ(Vj)− ε

∑
j

|vj |µ(Vj) +
∑
i

|ui|µ(Ui)

 ,
which proves (5). J

C Explicit examples

Let us formulate a special case of Theorem 12 that will be useful in the examples. Here there
is just one subset in f−1(0) and one in f−1(1).

I Corollary 20. Let f be a (possibly partial) Boolean function on X×Y, where X ,Y ⊆ {0, 1}n.
Given γ ∈ (0, 1) and g : N → (0, 1), suppose that there is a distribution µ on X × Y such
that: for any rectangle R ⊆ X × Y,

µ(R ∩ f−1(1)) > γµ(R ∩ f−1(0))− g(n). (7)

Then µ satisfies (1) with z = 0, i = j = 1, U1 = f−1(1), V1 = f−1(0), u1 = 1, v1 = γ. Let B
be defined by (2), that is: for all a, b, x, y ∈ {0, 1} × {0, 1} × X × Y,

Ba,b,x,y =


− 1

2·g(n)µ(x, y) if f(x, y) = 1 and a⊕ b = 0
γ

2·g(n)µ(x, y) if f(x, y) = 0 and a⊕ b = 0
0 otherwise.

Then, B satisfies

B(`) ≤ 1, ∀` ∈ L⊥det,

B(pf ) = γ

2 · g(n)µ(f−1(0))

and for any p′ ∈ P such that |p′ − pf |1 ≤ ε :

B(p′) ≥ 1
2 · g(n)

[
γµ(f−1(0))− ε

(
γµ(f−1(0)) + µ(f−1(1))

)]
.

C.1 Disjointness
In [39], Razborov proved the following.

I Lemma 21 ([39]). There exist two distributions µ0 and µ1 with supp(µ0) ⊆ DISJ−1
n (1)

and supp(µ1) ⊆ DISJ−1
n (0), such that: for any rectangle R in the input space,

µ1(R) ≥ Ω(µ0(R))− 2Ω(n).
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Following his proof, one can check that we actually have:

µ1(R) ≥ 1
45µ0(R)− 2−εn+log2(2/9).

So, letting µ := (µ0 + µ1)/2,

µ(R ∩ f−1(0)) ≥ 1
45µ(R ∩ f−1(1))− 2−εn+log2(4/9). (8)

I Remark. Actually, supp(µ1) = A1 := {(x, y) : |x| = |y| = m, |x ∩ y| = 1} ⊆ DISJ−1
n (0).

Note that by this construction, µ(f−1(0)) = µ(f−1(1)) = 1/2. Combining (8) with
Corollary 20 (with g(n) = 2−εn+log2(4/9)), we obtain:

I Corollary 22. There exists a Bell inequality B satisfying: ∀` ∈ L⊥det, B(`) ≤ 1,

B(pDISJn) = 1
902εn−log2(4/9),

and for any distribution p′ ∈ P such that |p′ − pDISJn |1 ≤ ε,

B(p′) ≥ 2εn−log2(4/9) 1− 46ε
90 .

More precisely, Theorem 12 gives an explicit construction of such a Bell inequality: we can
define B as:

Ba,b,x,y =


−2εn−log2(4/9)µ(x, y) if DISJn(x, y) = 0 and a⊕ b = 1
1
452εn−log2(4/9)µ(x, y) if DISJn(x, y) = 1 and a⊕ b = 1
0 otherwise.

To obtain Proposition 14, we use Corollary 9 together with the fact that Qε′(DISJn) =
O(
√
n).

C.2 Tribes
Let n = (2r + 1)2 with r ≥ 2 and let TRIBESn : {0, 1}n × {0, 1}n → {0, 1} be defined as:

TRIBESn(x, y) :=

√
n∧

i=1

√n∨
j=1

(x(i−1)
√
n+j and y(i−1)

√
n+j)

 .

In [16][Sec. 3] the following is proven:

I Lemma 23. There exists a probability distribution µ on {0, 1}n × {0, 1}n for which there
exist numbers α, λ, γ, δ > 0 such that for sufficiently large n and for any rectangle R in the
input space:

γµ(U1 ∩R) ≥ αµ(V1 ∩R)− λµ(V2 ∩R)− 2−δn/2+1

where U1 = TRIBES−1
n (0), {V1, V2} forms a partition of TRIBES−1

n (1) and µ(U1) = 1 −
7β2/16, µ(V1) = 6β2/16, µ(V2) = β2/16 with β = r+2

r+1 .

In [16], the coefficients are α = 0.99, λ = 16
3(0.99)2 and γ = 16

(0.99)2 (the authors say these
values have not been optimized).

Combining this result with our Theorem 12 (taking z = 1, i = 1, j = 2, U1, V1, V2 as in
Lemma 23, u1 = γ, v1 = α, v2 = −λ, and g(n) = 2−δn/2+1), we obtain:
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I Corollary 24. There exists a Bell inequality satisfying: ∀` ∈ L⊥det, B(`) ≤ 1,

B(pTRIBESn) = 2δn/2−1 β
2

16 (6α− λ),

and for any distribution p′ ∈ P such that |p′ − pTRIBESn |1 ≤ ε,

B(p′) ≥ 2δn/2−1
[
β2

16 (6α− λ)− ε(γ(1− 7β2/16) + λβ2/16 + α6β2/16)
]
.

More precisely, Theorem 12 provides a Bell inequality B yielding this bound, defined as:

Ba,b,x,y =


−γ2δn/2−1µ(x, y) if (x, y) ∈ U1 and a⊕ b = 1
α2δn/2−1µ(x, y) if (x, y) ∈ V1 and a⊕ b = 1
−λ2δn/2−1µ(x, y) if (x, y) ∈ V2 and a⊕ b = 1
0 otherwise.

To obtain Proposition 15, we use Corollary 9 together with the fact that Qε′(TRIBESn) =
O(
√
n(logn)2).

C.3 Gap Orthogonality
Let fn be the partial functions over {−1,+1}n × {−1,+1}n by fn(x, y) = ORT64n(x64, y64),
that is:

fn(x, y) =
{
−1 if |〈x, y〉| ≤

√
n/8

+1 if |〈x, y〉| ≥
√
n/4.

In [41], Sherstov proves the following result.

I Lemma 25 ([41]). Let δ > 0 be a sufficiently small constant and µ the uniform measure
over {0, 1}n ×{0, 1}n. Then, µ(f−1

n (+1)) = Θ(1) and for all rectangle R in {0, 1}n ×{0, 1}n
such that µ(R) > 2−δn,

µ(R ∩ f−1
n (+1)) ≥ δµ(R ∩ f−1

n (−1)).

This implies that if we put uniform weight on inputs of ORT64n of the form (x64, y64) and
put 0 weight on the others, we get a distribution µ′ satisfying the constraints of Corollary 20
for ORT64n together with γ = δ from Lemma 4 and g(64n) = 2δn.

To get a distribution satisfying the constraints of Corollary 20 on inputs of ORT64n+l for
all 0 ≤ l ≤ 63 we extend µ′ as follows:

µ̃(xu, yv) =


µ′(x, y) if u = +1l, v = −1l and

(
〈x, y〉 < −

√
64n or 0 ≤ 〈x, y〉 ≤

√
64n

)
µ′(x, y) if u = +1l, v = +1l and

(
−
√

64n ≤ 〈x, y〉 < 0 or 〈x, y〉 >
√

64n
)

0 otherwise

Using this distribution µ̃ together with γ = δ from Lemma 25 and with g(n) = 2−δn we
obtain, from Corollary 20, a Bell inequality violation for ORT64n+l for all 0 ≤ l ≤ 63:

I Corollary 26. There exists a Bell inequality B satisfying: ∀` ∈ L⊥det, B(`) ≤ 1,

B(pORT64n+l) = 2δnδµ̃(ORT−1
64n+l(−1)),

and for any distribution p′ ∈ P such that |p′ − pORT64n+l |1 ≤ ε,

B(p′) ≥ 2δn
(
δµ̃(ORT−1

64n+l(−1))− ε
[
δµ̃(ORT−1

64n+l(−1)) + µ̃(ORT−1
64n+l(+1))

])
.
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More precisely, Theorem 12 gives an explicit construction of such a Bell inequality: we can
define B as:

Ba,b,x,y =


−2δnµ̃(x, y) if (x, y) ∈ ORT−1

64n+l(+1) and a⊕ b = −1
δ2δnµ̃(x, y) if (x, y) ∈ ORT−1

64n+l(−1) and a⊕ b = −1
0 otherwise.

To obtain Proposition 16, we use Corollary 9 together with the fact that Qε′(ORTn) =
O(
√
n logn).

D Equivalent formulations of the efficiency bounds

In [27], the zero-error efficiency bound was defined in its primal and dual forms as follows

I Definition 27 ([27]). The efficiency bound of a distribution p ∈ P is given by

eff(p) = min
ζ,µ`≥0

1
ζ

subject to
∑
`∈L⊥

det

µ``(a, b|x, y) = ζp(a, b|x, y) ∀(a, b, x, y) ∈ A×B×X×Y

∑
`∈L⊥

det

µ` = 1

= max
B

B(p)

subject to B(`) ≤ 1 ∀` ∈ L⊥det

The ε-error efficiency bound was in turn defined as minp′∈P|p′−p|1≤ε eff(p′). In this
appendix, we show that this is equivalent to the definition used in the present article
(Definition 3). In the original definition, the Bell functional could depend on the particular
p′. We show that it is always possible to satisfy the constraint with the same Bell functional
for all p′ close to p.

In order to prove this, we will need the following notions.

I Definition 28. A distribution error ∆ is a family of additive error terms ∆(a, b|x, y) ∈
[−1, 1] for all (a, b, x, y) ∈ A×B×X×Y such that∑

a,b

∆(a, b|x, y) = 0 ∀(x, y) ∈ X × Y.

For any 0 ≤ ε ≤ 1, the set ∆ε is the set of distribution errors ∆ such that∑
a,b

|∆(a, b|x, y)| ≤ ε ∀(x, y) ∈ X × Y.

This set is a polytope, so it admits a finite set of extremal points. We denote this set by
∆ext
ε .

We will use the following properties of ∆ε.

I Fact 29. For any distribution p ∈ P, we have

{p′ ∈ P| |p′ − p|1 ≤ ε} ⊆ {p + ∆| ∆ ∈ ∆ε}
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The reason why the set on the right hand side might be larger is that p + ∆ might not be a
valid distribution. In order to ensure that this is the case, it is sufficient to impose that all
obtained purposed probabilities are nonnegative, leading to the following property.

I Fact 30. For any distribution p ∈ P, we have

{p′ ∈ P| |p′ − p|1 ≤ ε} = {p + ∆| ∆ ∈ ∆ε & p(a, b|x, y) + ∆(a, b|x, y) ≥ 0 ∀a, b, x, y}

We are now ready to prove the following theorem.

I Theorem 31. Let p ∈ P be a distribution, effε(p) be defined as in Definition 3 and
eff(p) be defined as in Definition 27. Then, we have

effε(p) = min
p′∈P:|p′−p|1≤ε

eff(p′).

Proof. Let effε(p) = minp′∈P:|p′−p|1≤ε eff(p′). We first show that effε(p) ≤ effε(p).
Let (B, β) be an optimal feasible point for effε(p), so that

effε(p) = β,

B(p′) ≥ β ∀p′ s.t. |p′ − p|1 ≤ ε,
B(`) ≤ 1 ∀` ∈ L⊥det.

Therefore (B, β) is also a feasible point for eff(p′) for all p′ ∈ P such that |p′ − p|1 ≤ ε, so
that eff(p′) ≥ β for all such p′, and effε(p) ≥ β = effε(p).

It remains to show that effε(p) ≥ effε(p). In order to do so, we first use the primal
form of eff(p′) in Definition 27 to express effε(p) as follows

effε(p) = min
p′∈P

s.t |p′−p|1≤ε

eff(p′)

= min
ζ,µ`≥0,p′∈P

1
ζ

subject to
∑
`∈L⊥

det

µ``(a, b|x, y) = ζp′(a, b|x, y) ∀(a, b, x, y) ∈ A×B×X×Y

∑
`∈L⊥

det

µ` = 1, |p′ − p|1 ≤ ε

= min
ζ,µ`≥0,∆∈∆ε

1
ζ

subject to
∑
`∈L⊥

det

µ``(a, b|x, y) =

ζ[p(a, b|x, y) + ∆(a, b|x, y)] ∀(a, b, x, y) ∈ A×B×X×Y∑
`∈L⊥

det

µ` = 1,

where the last equality follows from Fact 30 and the fact that the first condition of the program
imposes that p(a, b|x, y) + ∆(a, b|x, y) is nonnegative (since

∑
` µ``(a, b|x, y) is nonnegative).
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Since ∆ε is a polytope, effε(p) can be expressed as the following linear program

effε(p) = min
ζ,µ`≥0,ν∆≥0

1
ζ

subject to
∑
`∈L⊥

det

µ``(a, b|x, y) = ζ[p(a, b|x, y)+

∑
∆∈∆ext

ε

ν∆∆(a, b|x, y)] ∀(a, b, x, y) ∈ A×B×X×Y

∑
`∈L⊥

det

µ` = 1,
∑

∆∈∆ext
ε

ν∆ = 1.

Note that this can be written in standard LP form via the change of variables µ` = ζw`. By
LP duality, we then obtain

effε(p) = max
B,β

β

subject to B(p + ∆) ≥ β ∀∆ ∈ ∆ε,

B(`) ≤ 1 ∀` ∈ L⊥det.

Comparing this to the definition of effε(p) (Definition 3) and together with Fact 29, we
therefore have effε(p) ≤ effε(p). J
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We study the hardness of the dihedral hidden subgroup problem. It is known that lattice problems
reduce to it, and that it reduces to random subset sum with density > 1 and also to quantum
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our purposes, it is more convenient to have the following quantum problem rather than the
hidden subgroup problem.

The dihedral coset problem [13] is: given a tensor product of k coset states

|c(d)
x1,x2,··· ,xk〉 = 1√

2
(|0, x1〉+ |1, x1 + d〉)⊗ · · · ⊗ 1√

2
(|0, xk〉+ |1, xk + d〉),

where x1, . . . , xk are randomly chosen in ZN , compute d. The first register of each state is
mod 2, and the second register is mod N .

This is a natural problem to consider after the successes with abelian groups such as ZN .
The dihedral group with 2N elements has ZN as a normal subgroup. The representations
are mostly two dimensional, so it does not have obvious problems like the symmetric group,
where we know large entangled measurements are required to get information from the
states [7]. Furthermore, Regev [13] showed that the unique shortest vector problem reduces
to the dihedral coset problem, so it could provide a pathway for finding a quantum algorithm
for lattice problems.

Much is known about the dihedral coset problem, at least compared to most other
nonabelian groups (although there are groups with efficient algorithms, e.g. [6, 9, 3]). Ettinger
and Hoyer [4] showed that a polynomial number of measurements in the Fourier basis has
enough classical information to determine d, but the best known algorithm takes exponential
time to compute it. Kuperberg found subexponential time algorithms [10, 11] for the problem.
He also showed that computing one bit of d was sufficient to compute all of d. This algorithm
was a big step, although it should be noted that it seems difficult to combine this with
Regev’s uSVP to dihedral group HSP reduction to get a subexponential time algorithm for
the uSVP, partly due to the fact that the coset states created in the reduction have errors
with some probability.

The dihedral coset problem also has some connections to the subset sum problem. Bacon,
Childs, and van Dam analyzed how well a “pretty good measurement” performs [1]. This
type of measurement maximizes the probability of computing d correctly. It is unknown
how to compute the measurement they find without quantum sampling subset sum solutions.
A unitary implementing this can be used to solve the worst case subset sum, which is
NP-complete. Regev showed how to reduce the dihedral coset problem to the random subset
sum problem density ρ > 1 where ρ also approaches 1 as the problem size increases. Density 1
is the hardest case for the random subset sum problem as shown in Proposition 1.2 in [8]. But
is solving the dihedral coset problem as hard as subset sum, and if so, for what parameters?
The only connection we are aware of is to compose two known reductions. First, random
subset sum with density ρ = 1/ log k reduces to uSVP. Then uSVP reduces to the dihedral
coset problem. It is open if an efficient quantum algorithm exists for random subset sum,
and density 1/ log k may not be as hard to solve as constant density.

1.1 New approach

In this paper we focus on distinguishing trivial from order two subgroups. Instead of trying
to compute d, we define a problem which asks if the state is an order two coset state, or
is the trivial subgroup case. We define this problem as the dihedral coset space problem
(DCSP): either an order two coset state is given, or a random standard basis vector is given,
decide which. The random standard basis vector corresponds to the trivial subgroup case
in the hidden subgroup problem. This problem is a special case of the decision version of
the HSP defined by Fenner and Zhou [5] since we are restricting to order two subgroups. In
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their paper, they found a search to decision reduction when N is a power of two. So it turns
out that the problem is not computationally easier in that case.

We start by finding a set of vectors that span C and C⊥. Let ~l ∈ Zk
N , and p ∈ ZN . The

vectors have the form

|Sm
~l,p
〉 = 1√

|T~l,p
|

|T~l,p
|−1∑

j=0
ωmj
|T~l,p

||~b
(j)
~l,p
〉|χ~l〉,

where T~l,p contains the subset sum solutions for (~l, p), and the vectors ~b are an ordered set of
the subset sum solutions. We call this set of orthonormal vectors the subset sum basis. We
prove that the m = 0 subset of vectors span C and the remaining ones, which have m ≥ 1,
span C⊥.

Ideally we would like to reduce subset sum to the DCSP. Since this is still out of reach,
we prove a weaker relationship. Instead, we assume there is an algorithm that uses the subset
sum basis to solve the DCSP and examine the consequences. Such an algorithm needs to
decide if m = 0 or m ≥ 1 to distinguish if the vector is in C or C⊥. In this paper we consider
two main types of unitaries that use this basis. We show that in one case such a unitary
can be used to solve random subset sum and in the other case it can be used to solve the
random collision problem. This may indicate that the unitaries are difficult to implement.

The first type of unitary we consider maps the subset sum basis to the standard basis. An
example would be one that maps each vector |Sm

~l,p
〉 to the corresponding standard basis vector

|m, p,~l〉, identifying the vector. This unitary can be used to solve a subset sum instance
(~l, p) by taking |0, p,~l〉, applying U−1 to get |S0

~l,p
〉 and measuring, since |S0

~l,p
〉 is a uniform

superposition of solutions. The ability to identify the basis vector in this way is very strong
because it can solve an NP-complete problem, but we show the connection for a wider range
of unitaries. In particular, we show that any unitary that maps the subset sum basis to
the standard basis in some way can be used to solve the random subset sum problem in
the cryptographic range of constant density ρ > 1. This can be view as generalizing the
connection to quantum sampling in [1].

The proof for this case works by showing that such a unitary can be used to solve worst
case collision for the subset sum function. That is, given a subset sum instance (~l, p) and a
solution vector ~b, the goal is to compute a second solution ~b′ if one exists. Then we use the
fact that random subset sum reduces to random collision for density a constant greater than
one [8].

The second type of unitary we consider maps the subset sum basis to vectors where
the first bit is zero if the vector is in C, and is one if the vector is from C⊥. This type
of unitary can be used to solve the DCSP by computing the unitary on the input vector
and measuring the first bit. It is a relaxation of the first type of unitary because it could
be followed by another unitary mapping to the standard basis. We show that this type
of unitary can be used to solve the random collision problem for subset sum with density
ρ = 1 + c log logN/ logN . This collision problem for this density appears to be less well
understood than for constant density.

The proof for this case uses the unitary that can solve the DCSP to solve the random
collision problem for subset sum. The problem in this case has an arbitrary solution vector ~b
fixed, and then a vector ~l is chosen at random. The goal is again to find a second solution
~b′ 6= ~b such that ~b′ ·~l = ~b ·~l mod N on input ~b and ~l.

In addition to these two main types of unitaries we show that a small generalization of
the form of the subset sum bases has similar results.
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The hardness of random subset sum depends on the density and the same is true for the
collision problem. But for collision the definition is important also. There are four definitions
of finding collisions of hash functions [14]. Our definition of random subset sum collision is
based on the universal one-way hash-function family. That is, for any point in the domain,
given the hash function uniformly at random from the family, the goal is to find another
point in the domain having the same hash value. Impagliazzo and Naor have shown that
random subset sum collision is at least as hard as the random subset sum problem when
the density is a constant greater than 1 [8]. However, the density of the random subset
sum collision problem we consider has density ρ ≤ 1 + c logN logN/ logN . This density is
between the density used for subset sum in [13] and the cryptographic one. The hardness
of densities for collision in this range is not known, but it can be contrasted with random
subset sum, where the problem gets harder as the density approaches one [8].

There are several open questions. Can the second type of unitary above also be used to
solve random subset sum? Consider unitaries which decide membership of C with small error,
e.g., 1/poly. Can these unitaries be implemented efficiently or solve some hard problems? Is
it possible to implement a unitary efficiently distinguishing C from C⊥, with the subset sum
basis, or some other basis? If a space has a basis that seems hard to be implemented for some
reason, does that mean that no basis for that space is efficient? Is it possible that a larger
space C ′ containing C exists where it is easier to test C ′ vs. C ′⊥? Deciding membership in a
subspace or its complement is a generalization of classical languages to quantum languages.
Are there other examples?

2 Background

In this section, we give the background of the dihedral coset problem and the random subset
sum problem.

The dihedral coset problem comes from the dihedral hidden subgroup problem which is:

I Definition 2.1 (Dihedral Hidden Subgroup Problem). Given the dihedral group D2N and a
function f that maps D2N to some finite set such that f hides a subgroup H (f takes same
value within each coset of H and takes distinct value on different cosets), the problem is to
find a set of generators for H.

Ettinger and Hoyer showed that the problem reduces to the case when the subgroup is order
two [4]. Hence, we can assume H is an order two subgroup, which can be represented as {1, d}
for d ∈ ZN . All known approaches for solving this problem start by evaluating the function
in superposition to get

∑
g∈D2N

|g, f(g)〉, and then measuring the function value. This results
in an order two coset state |0,x〉+|1,x+d〉√

2 , where x ∈ ZN is a random coset representative.
Then the problem becomes to find d when given many random order two coset states. This
problem is defined as follows:

I Definition 2.2 (Dihedral Coset Problem (DCP)). Given a random k-register order two coset
state

|c(d)
x1,x2,...,xk

〉 = 1√
2

(|0, x1〉+ |1, x1 + d〉)⊗ · · · ⊗ 1√
2

(|0, xk〉+ |1, xk + d〉).

The problem is to find d.

The hardness of the DCP has been studied by reducing to the random subset sum
problem [13] which is defined as follows:
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I Definition 2.3 (Random Subset Sum Problem). Given a vector of positive integers ~l =
[l1, l2, . . . , lk]T uniformly distributed in Zk

N and s = ~b · ~l (mod N) where ~b ∈ Zk
2 is chosen

uniformly at random, find a vector ~b′ ∈ Zk
2 such that ~l ·~b′ = s (mod N). The density is

defined as ρ = k
log(N) .

Although the worst-case subset sum problem is NP-hard, the random subset sum problem
can be solved in polynomial time when the density is in a certain range. There is no known
polynomial-time algorithm for solving the case when ρ is Ω(1/k) and O( k

log2(k) ). Regev [13]
showed that a solution to the random subset sum problem with ρ > 1 implies an efficient
quantum algorithm for solving the DCP. Moreover, we note that one can reduce the random
subset sum problem with ρ = O(1/ log k) to a lattice problem [12, 2], and then to the
DCP [13]. Since these two ranges are generally believed not equivalent, it is still not clear if
the DCP is equivalent to random subset sum with ρ in a hard range.

In the rest of this section, we define one more problem which will be used in the section 5.

I Definition 2.4 (Random Subset Sum Collision Problem). Let ~b ∈ Zk
2 be an arbitrary fixed

vector. Given ~b, and a vector ~l ∈ Zk
N chosen uniformly at random, the problem is to find a

solution ~b′ ∈ Zk
2 such that ~b ·~l ≡ ~b′ ·~l (mod N) and ~b′ 6= ~b.

The worst-case version of this problem is to find ~b′ for arbitrary ~b and ~l which are given.
For simplicity, we will call this problem the random collision problem and the worst-case
version as the worst-case collision problem in the rest of the paper.

Impagliazzo and Naor showed a relationship between random collision problem and the
random subset sum problem. The input in their notation has n numbers modulo 2`(n) plus
the target value.

I Theorem 2.5 (Theorem 3.1 in [8]). Let `(n) = (1−c)n for c > 0. If the subset sum function
for length `(n) is one-way, then it is also a family of universal one-way hash functions.

The subset sum function for length `(n) can be represented by n integers each of which
is `(n)-bits long. The input is an n-bit binary string ~b which indicates a subset of the n
integers and the function outputs an integer s which is the sum of the subsets of integers
indexed by ~b. A family of universal one-way hash functions is the set of functions F = {f}
which satisfies the property that if for all x, when f is chosen randomly from F , then finding
a collision (i.e., y 6= x and f(x) = f(y)) is hard. Note that the random subset sum problem
can be viewed as inverting a random subset sum function and the random collision problem
is as finding a collision for a random subset sum function.

In the proof of Theorem 2.5 [8], Impagliazzo and Naor showed that finding a collision for
a random subset sum function is at least as hard as inverting a random subset sum function.
Therefore, we can give the following corollary:

I Corollary 2.6. The random subset sum problem with N a power of 2 and ρ a constant > 1
reduces to the random collision problem with the same N and ρ.

This corollary will be used in the Section 5.

3 The Dihedral Coset Space Problem

In this section we set up our approach. We first define the dihedral coset space problem and
show how to use it to solve the dihedral coset problem. Then we define the coset space which
we wish to understand.
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I Definition 3.1 (Dihedral Coset Space Problem (DCSP)). Given a state |τ〉 which is promised
to be a random order-two coset state |c(d)

x1,x2,...,xk〉 or a random standard basis state |~b, x〉
where ~b ∈ Zk

2 and x ∈ Zk
N , the problem is to decide if |τ〉 is a k-register order two coset state

or not.

A solution to the DCSP implies a polynomial-time algorithm for solving the DCP with
N a power of 2 as shown in [5]. We include a proof of our special case here.

I Claim 3.2. The dihedral coset problem (DCP) with N a power of 2 reduces to the dihedral
coset space problem (DCSP).

Proof. Suppose we are given the input of the DCP with subgroup d, we first show how to
get the least significant bit of d.

Since N is a power of 2, the least significant bit of x and x+ d (mod N) are equal for
x ∈ ZN if and only if d is even. Therefore by measuring the least significant bit of the state
|0,x〉+|1,x+d〉√

2 , we get the same state if d is even and get either |0, x〉 or |1, x+ d〉 (which are
standard-basis states) otherwise.

According to the observation above, the least significant bit of d can be computed by the
following algorithm. First, we measure the least significant bit of each register. Then all the
registers do not change or collapse to a standard-basis state. Finally, apply the algorithm for
the DCSP. If the result is an order-two coset state, the least significant bit is 0; otherwise,
the least significant bit is 1.

To get bit (i+ 1), one subtracts d by the least significant i bits computed and measure
the I + 1-th least significant bit of the state. Repeat the process above until all bits of d are
known. J

It is worth noting that this fact also implies that the lattice problem can be reduced to the
DCSP due to the known reduction from the lattice problem to the DCP with N a power of
2 [13].

The main objects we want to understand are the coset space and its complement.

I Definition 3.3. The coset space C = span({|c(d)
x1,...,xk〉 : d, x1, . . . , xk ∈ ZN}) and the

orthogonal complement of C is C⊥.

Note that a test for a vector being in C or C⊥ is sufficient to solve the DCSP if k is big
enough. This follows from counting the number of k-register order two coset states. There
are at most N subgroups, and at most Nk coset representatives, so the number of k-register
order two coset states is at most N(N)k. The dimension of the whole space is (2N)k. Hence,
the subspace spanned by k-register order-two coset states is at most 1/2 of the whole space
when k ≥ log 2N .

I Claim 3.4. Let k = log 2N + k′. Let ΠC be a projector onto C and ΠC⊥ be a projector
onto C⊥. If the input is an order two coset state, the measurement {ΠC ,ΠC⊥} outputs C
always. Otherwise, if the input is a random standard basis state, then this measurement
outputs C⊥ with probability at least 1− 1/2k′+1.

4 The Subset Sum Basis

In this section, we start by finding an orthonormal basis for C and one for C⊥. Note that if
we can give a unitary which distinguishes which of the two subspaces we are in (C or C⊥)
efficiently, we can solve the DCSP efficiently as in Claim 3.4.
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In order to make the basis easier to understand, we permute the subsystems so that the
first bit of all registers are on the left, and the integers mod N are on the right. That is,
write the original basis state |b1, x1, b2, x2, . . . , bk, xk〉 as |b1, b2, · · · , bk, x1, x2, · · · , xk〉. In
this notation the coset state is written as

|c(d)
x1,x2,...,xk

〉 = 1
2k/2

1∑
b1,...,bk=0

|b1, . . . , bk, x1 + b1d, . . . , xk + bkd〉 = 1
2k/2

∑
~b∈{0,1}k

|~b, ~x+~bd〉.

The subset sum basis is defined as follows:

I Definition 4.1 (The Subset Sum Basis). Let ~l = (l1, l2, · · · , lk)T ∈ Zk
N , and p ∈ ZN . Let

T~l,p = {~b : ~b · ~l = p,~b ∈ Zk
2} contain subset sum solutions for input ~l, p. If |T~l,p| = 0 then

define |Sm
~l,p
〉 = 0. If |T~l,p| ≥ 1, then let m ∈ {0, . . . , |T~l,p| − 1} and pick an ordering {~b(j)

~l,p
} of

the solutions in T~l,p. Define the vector

|Sm
~l,p
〉 = 1√

|T~l,p
|

|T~l,p
|−1∑

j=0
ωmj
|T~l,p

||~b
(j)
~l,p
〉. (1)

For N, k ∈ Z, define two sets

B⊥ = B⊥k,N = {|Sm
~l,p
〉|χ~l〉 : ~l ∈ Zk

N , p ∈ ZN , m ∈ {1, . . . , |T~l,p| − 1}, |T~l,p| ≥ 2} (2)

and

B0 = B0
k,N = {|Sm

l,p〉|χ~l〉 : ~l ∈ Zk
N , p ∈ ZN , m = 0, |T~l,p| ≥ 1}. (3)

The set B = B0 ⋃
B⊥ is called the subset sum basis of C(2N)k .

In this definition, |χj〉 is the Fourier basis state |χj〉 = 1√
N

∑
i ω

ij
N |i〉, and |χ~l〉 =

|χl1〉 · · · |χlk
〉. Note that B0 ∪ B⊥ is an orthonormal basis for the whole space and the

two sets are disjoint. The vector |Sm
~l,p
〉 is a superposition of solution vectors ~b to the equation

~l ·~b = p. If no such ~b exists then there is no corresponding |Sm
~l,p
〉. If at least one solution ~b

exists then |S0
~l,p
〉 is in B0. If at least two solutions ~b exist then vectors appear in B⊥. Varying

m gives orthogonal superpositions of the solutions. Ranging over all ~l ∈ Zk
N and p ∈ Z covers

all possible bit vectors. Furthermore, these vectors are tensored with every possible Fourier
basis state over ZN .

Next we show that B⊥ forms an orthonormal basis for C⊥.

I Claim 4.2. The vectors in the set B⊥ form an orthonormal basis of a space that is
orthogonal to the k-register order two coset space.

Proof. As noted, the vectors form an orthonormal basis of the whole space. We will show
that an arbitrary state in B⊥ is orthogonal to all k-register order two coset states. Fix ~l and
p, and let

|ψ〉 = |Sm
~l,p
〉|χ~l〉 = 1√

|T |

|T |−1∑
j=0

ωmj
|T | |~b

(j)〉|χ~l〉

TQC 2016
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be a state in B⊥ where T = T~l,p and ~b(j) = ~b
(j)
~l,p

to simplify notation. Then for an arbitrary

order-two coset state |cd
x1,x2,··· ,xk

〉, the inner product 〈c(d)
x1,x2,··· ,xk |ψ〉 is

1√
2k|T |

∑
~b∈{0,1}k

〈~b|〈~x+~bd|
|T |−1∑
j=0

ωmj
|T | |~b

(j)〉|χ~l〉 = 1√
2kNk|T |

|T |−1∑
j=0

ωmj
|T |ω

~l·(~x+d~b(j))
N

= ω
~l·~x
N√

2kNk|T |

|T |−1∑
j=0

ωmj
|T |ω

dp
N (4)

= ω
~l·~x+dp
N√

2kNk|T |

|T |−1∑
j=0

ωmj
|T | = 0. (5)

Eq. 4 is true because ~b(j) ·~l = p iff ~b(j) ∈ T by the definition of T . Then since m ≥ 1 and
|T | ≥ 2 by the definition of B⊥k,N , Eq. 5 is true. J

According to Claim 4.2, span(B⊥) ⊆ C⊥. Next we show that B0 exactly spans the
subspace C (and thus span(B⊥) = C⊥).

I Lemma 4.3. The set B0 is an orthonormal basis for the subspace spanned by the order-two
coset states.

Proof. Because C is orthogonal to span(B⊥) by Claim 4.2, C ⊆ span(B0). We want to show
equality. Suppose for contradiction that C ⊂ span(B0). Then there is a vector |α〉 ∈ C⊥
that is orthogonal to span(B⊥), so |α〉 ∈ C⊥ ∩ span(B0). We show that there is no non-zero
linear combination of states in B0 whose inner product with all order-two coset states is zero.

Suppose the state

|α〉 =
∑

~l∈Zk
N

,p∈ZN

α~l,p|S
0
~l,p
〉|χl1 , . . . , χlk

〉

is orthogonal to all order-two coset states, i.e., 〈c(d)
x1,x2,...,xk |α〉 = 0 for x1, . . . , xk, d ∈ ZN , for

some nonzero vector |α〉 ∈ span(B0). This inner product is

1√
2k

∑
~b∈{0,1}k

〈~b, ~x+~bd|
∑

~l∈Zk
N

,p∈ZN

α~l,p|S
0
~l,p
〉|χl1 , . . . , χlk

〉

= 1√
2k

∑
~b∈{0,1}k

〈~b, ~x+~bd|
∑

~l∈Zk
N

,p∈ZN

α~l,p

1√
|T~l,p|

|T~l,p
|−1∑

j=0
|~b(j)

~l,p
〉|χl1 , . . . , χlk

〉

= 1√
2kNk

∑
~l∈Zk

N
,p∈ZN

α~l,p

1√
|T~l,p|

∑
~b∈{0,1}k

|T~l,p
|−1∑

j=0
〈~b|b(j)

~l,p
〉ω

~l·(~x+~bd)
N

= 1√
2kNk

∑
~l∈Zk

N
,p∈ZN

α~l,p

ω
~l·~x+pd
N√
|T~l,p|

∑
~b:~b·~l=p

|T~l,p
|−1∑

j=0
〈~b|b(j)

~l,p
〉

= 1√
2kNk

∑
~l∈Zk

N
,p∈ZN

α~l,pω
~l·~x+pd
N

√
|T~l,p|.
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Then we have the following equations:

∑
~l∈Zk

N
,p∈ZN

√
|T~l,p|
2kNk

α~l,p · ω
x1·l1+···+xk·lk+d·p
N = 0, ∀x1, . . . , xk, d ∈ ZN .

Define ~v as an Nk+1 × 1 vector such that (~v)~l,p =
√
|T~l,p

|
2kNkα~l,p. The sums above can be

represented as follows:

A⊗(k+1) · ~v = ~0, (6)

where A is an N × N Fourier matrices with the (i, j)-th entry as Ai,j = ωij
N and ~0 is an

Nk+1 × 1 vector with all entries as 0. Note that the column of A⊗(k+1) is indexed by ~l and p
and the the row is indexed by ~x and d.

The determinant of A⊗(k+1) is not zero, so the only vector ~v satisfying Equation 6 is ~v = ~0.
When |T~l,p| ≥ 1 this forces α~l,p = 0 for every coefficient used in |α〉. When |T~l,p| = 0, α~l,p

is not used in the sum because |Sm
~l,p
〉 = 0. Therefore, these facts contradict the hypothesis

that there exists a nonzero vector |α〉 ∈ span(B0) which is orthogonal to all order-two coset
states. J

Now, it is easy to see that a unitary which can efficiently distinguish span(B0) from
span(B⊥) also distinguishes C from C⊥ by Claim 3.4 and Lemma 4.3. The next question we
address is whether any unitaries that use this basis can be implemented efficiently or not.

5 The hardness results

In general we would like to understand unitaries that can be used to decide if a state is in
the coset space C or in C⊥. In this section we look at two types of unitaries using the subset
sum basis, plus an extension of each one:
1. A unitary US that maps every basis vector |Sm

~l,p
〉|χ~l〉 to a standard basis state. Note that

if these standard basis states specify p and ~l, then this can be used to solve the worst
case subset sum, but we are allowing a more general type of unitary here.

2. A unitary UC that maps every basis vector |Sm
~l,p
〉|χ~l〉 to |m = 0?〉|φm

~l,p
〉, indicating whether

or not the state is in the coset space.
3. A unitary U = ŨS that satisfies condition (1) or U = ŨC that satisfies (2), but U uses

a slightly more general basis, where any basis can be chosen for each (~l, p) subspace
span{|Sm

~l,p
, χ~l〉 : m ≥ 1}.

For the last type we use any basis satisfying the following definition.

I Definition 5.1. Let B̃0 = B0 = {|S0
~l,p
〉|χ~l〉 : ~l ∈ Zk

N , p ∈ ZN ,m = 0, |T~l,p| ≥ 1} be as in
Definition 4.1, and let B̃⊥ = {|S̃m

~l,p
〉|χ~l〉 : ~l ∈ Zk

N , p ∈ ZN ,m ∈ {1, . . . , |T~l,p| − 1}, |T~l,p| ≥ 2}
be an orthogonal basis such that span({|S̃m

~l,p
〉 : m ∈ {1, . . . , |T~l,p| − 1}}) = span({|Sm

~l,p
〉 : m ∈

{1, . . . , |T~l,p| − 1}}) for all ~l, p.

We show that unitaries of type 1 above can be used to solve random subset sum for the
cryptographic density ρ a constant greater than 1, indicating that such a unitary may be hard
to implement. This strengthens the result in [1] which is a special case where the unitary
must perform quantum sampling, i.e., map an input |~l, p〉 to a superposition of solutions
|~l, S0

~l,p
〉. Such a unitary implementing quantum sampling can used to solve worst-case subset
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sum by taking an input |0, p,~l〉, applying U inverse to get |S0
~l,p
〉|~l〉 and measuring, since this

is a uniform superposition of solutions.
An algorithm that uses the subset sum basis to solve the DCSP needs to decide if m = 0

(for C), or m > 0 (for C⊥). The second type of unitary above allows an arbitrary unitary that
writes the answer in the first bit. We show that such a unitary can solve random collision for
density ρ = 1 + c log logN/ logN . This may indicate that no such unitary can be efficiently
implemented, although we are less clear on the difficulty of the random collision problem.

The third type of unitary allows an arbitrary basis within each subspace of solutions, but
does not mix solutions of different inputs ~l, p. Note that |S0

~l,p
〉 cannot change in this case,

since it is one dimension in B0. Let B̃ = B̃0 ∪ B̃⊥ be the basis used by the unitary.
The proofs work by using US to solve the worst-case collision problem, or UC , ŨS , or ŨC

to solve the random collision problem.

5.1 Unitary mapping to a standard basis
First we give an algorithm that finds a solution to the worst-case collision problem when
given a unitary US that maps the subset sum basis B to the standard basis in an arbitrary
way. Given ~b and ~l where ~b ∈ Zk

2 and ~l ∈ Zk
N , the task in the worst-case collision problem is

to find ~b′ 6= ~b such that ~b′ ·~l = ~b ·~l.

I Algorithm 1. On input ~l ∈ Zk
N and ~b ∈ Zk

2 :
1. Prepare the quantum state |~b, ~l〉.
2. Apply QFT k

N on ~l, then the state becomes |~b〉|χ~l〉.
3. Apply US to |~b〉|χ~l〉.
4. Measure US(|~b〉|χ~l〉) in the standard basis.
5. Apply U†S.
6. Measure value ~b′ in the first register.

Here QFT k
N is the quantum Fourier transform over Zk

N .

I Theorem 5.2. If there exists an efficient unitary operator US, where US is a bijection
between the subset sum basis and the standard basis, then the worst-case collision problem
can be solved efficiently by a quantum algorithm. Therefore random subset sum with density
a constant greater than 1 can also be solved.

Proof. Given ~l and ~b as input, let p = ~l ·~b and T = T~l,p. For ~b = ~b(j0) ∈ T , after computing
the Fourier transform of the second register, the resulting state |~b(j0), χ~l〉 can be wrtten in
the subset sum basis as

|~b(j0), χ~l〉 = 1√
|T |

|T |−1∑
m=0

ω−j0m|Sm
~l,p
〉|χ~l〉.

Applying US to this state gives the state

1√
|T |

|T |−1∑
m=0

ω−j0m|Dm
~l,p
〉, (7)

where |Dm
~l,p
〉 := US(|Sm

~l,p
〉|χ~l〉) is a standard basis vector by assumption on US . Measuring the

state in Equation (7) in the standard basis gives |Dm
~l,p
〉 for some m ∈ [0 : |T | − 1]. Applying
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U†S to |Dm
~l,p
〉 gives |Sm

~l,p
〉|χ~l〉, where the first register is |Sm

~l,p
〉 = 1√

|T |

∑|T |−1
j=0 ωjm|~b(j)〉 in the

standard basis. Measuring this gives a vector ~b′ 6= ~b with probability |T |−1
|T | .

Theorem 2.5 reduces random subset sum to solving the random collision problem for
constant density greater than one, so random subset sum also reduces to the worst case
collision problem. J

The proof that Algorithm 1 works used a special property of the subset sum basis, which
is that every basis vector |Sm

~l,p
〉 spreads the solutions with equal magnitude. When this is not

the case then the algorithm does not work for the worst case collision problem. However, we
will later show that it solves the random collision problem, as long as the number of solutions
is not too large.

First we describe an example basis where the algorithm fails. The idea is that the unitary
can map a solution vector |~b, χ`〉 to a vector that is very close to itself. In that case the
algorithm will measure the same value ~b that it started with and not solve the collision
problem, which can be seen as follows. Let ~b = ~b(0), let

|Ŝ1〉|χ~l〉 = 1√
|T | − 1

|T |−1∑
m=1

|Sm
~l,p
〉|χ~l〉,

and pick arbitrary orthonormal vectors |Ŝ2〉, . . . , |Ŝ|T |−1〉 to form a basis for the subspace
span({|Sm

~l,p
〉|χ~l〉 : m ∈ [1 : |T | − 1]}). Note that |〈~b, χ~l|Ŝ

1, χ~l〉|
2 = |T |−1

|T | , which implies that

one gets US(|Ŝ1〉|χ~l〉) with probability |T |−1
|T | after applying US and measuring in the standard

basis. In that case, applying U†S results in the input vector ~b. Therefore, given a unitary
mapping this new basis {|S0, χ~l〉, |Ŝ

1, χ~l〉, . . . , |Ŝ
|T |−1, χ~l〉} to standard basis, the algorithm

returns an answer ~b′ 6= ~b happens with probability 1/|T |. The number of solutions |T | can
be very large for larger densities.

Next we show that if we limit the size of T , then random collision can be solved.

I Corollary 5.3. Suppose Algorithm 1 is run with ŨS. If ŨS is an efficient unitary operator
which maps every state in B̃ to an arbitrary state in the standard basis, then on input ~l,~b, the
algorithm solves the collision problem with probability at least 1

|T~l,p
| (1−

1
|T~l,p

| ), where p = ~l ·~b.
In particular, when k ≤ logN + c log logN , the random collision problem can be solved in
quantum polynomial time.

Proof. Similar to the proof for Theorem 5.2, first represent |~b, χ~l〉 as a linear combination of
states in B̃ as follows:

|~b, χ~l〉 = 1√
|T |
|S0〉|χ~l〉+

√
|T | − 1
|T |

(
|T |−1∑
m=1

cm|S̃m〉)|χ~l〉,

where T = T~l,p and S̃m = S̃m
~l,p

.
After applying the unitary ŨS , the state is

ŨS |~b, χ~l〉 = 1√
|T |
|D0〉+

√
|T | − 1
|T |

(
|T |−1∑
m=1

cm|Dm〉), (8)

whereDm form ∈ [0 : |T |−1] are arbitrary distinct states in the standard basis. By measuring
the state in the Equation (8) in the standard basis, |D0〉 is measured with probability 1/|T |.
Then applying Ũ†S and measuring the output state in the standard basis gives ~b′ 6= ~b with
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probability |T |−1
|T | . Based on the Claim 1.1, |T | = poly(k) with high probability. Thus, given

a random input ~b and ~l, the probability to get ~b′ 6= ~b using ŨS in Algorithm 1 is at least
|T |−1
|T |2 = 1/poly(k). J

5.2 Deciding membership in C
The unitary US illustrated how our algorithm works and used the subset sum basis, but US

may not be useful for distinguishing C from C⊥ in general. Next we consider a unitary UC

that can distinguish C from C⊥. Suppose UC works on a larger Hilbert space to have work
space and exactly distinguishes B0 from B⊥ in the first qubit as follows:

I Definition 5.4. Let UC be a unitary operator such that

UC(|Sm
~l,p
〉|χ~l〉|0〉) =

{
|0〉|ψ~l,p,0〉 if m = 0
|1〉|ψ~l,p,m〉 otherwise

where {|ψ~l,p,m〉 : ~l ∈ Zk
N , p ∈ ZN , m ∈ [0 : |T~l,p| − 1]} are states resulting from applying UC

and the third register is a workspace initialized to |0〉.

We modify Algorithm 1 so that only the first bit is measured in step four, and UC is used
instead of US .

I Algorithm 2. On input ~l ∈ Zk
N and ~b ∈ Zk

2 :
1. Prepare the quantum state |~b, ~l〉.
2. Apply QFT k

N on ~l, then the state becomes |~b〉|χ~l〉.
3. Apply UC to |~b〉|χ~l〉.
4. Measure the first qubit of UC(|~b〉|χ~l〉) in the standard basis.
5. Apply U†C .
6. Measure the first register in the standard basis.

I Theorem 5.5. If UC can be implemented efficiently, then Algorithm 2 solves the collision
problem on input ~l,~b with probability 2

|T~l,p
| (1 −

1
|T~l,p

| ), where p = ~l ·~b. In particular, when
k ≤ logN + c log logN the random collision problem can be solved in quantum polynomial
time.

Proof. Given ~l and ~b as input, let p = ~l ·~b and T = T~l,p. For ~b = ~b(j0) ∈ T , after computing
the Fourier transform of the second register, we can write the resulting state |~b(j0), χ~l〉 in the
subset sum basis as follows:

|~b(j0), χ~l〉 = 1√
|T |

|T |−1∑
m=0

ω−j0m|Sm
~l,p
〉|χ~l〉.

Applying UC to this state plus a work register results in

1√
|T |

(|0〉|ψ~l,p,0〉+
|T |−1∑
m=1

ω−j0m|1〉|ψ~l,p,m〉). (9)

Measuring the first qubit of the state in Equation (9) gives |0〉|ψ~l,p,m〉 with probability 1/|T |
and 1√

|T |−1

∑|T |−1
m=1 ω−j0m|1〉|ψ~l,p,m〉 with probability 1− 1/|T |.
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Applying U†C to the result gives |S0
~l,p
〉|χ~l〉 in the first case and

1√
|T | − 1

|T |−1∑
m=1

ω−j0m|Sm
~l,p
〉|χ~l〉

in the second case.
Finally, the state is measured in the standard basis. In the first case, when a zero is

measured in the first bit, which happens with probability 1/|T |, a vector ~b′ 6= ~b is measured
with probability 1− 1/|T | in the last step. In the second case when a one is measured the
amplitude of |~b(j0), χ~l〉 in

1√
|T |−1

∑|T |−1
m=1 ω−j0m|Sm

~l,p
〉|χ~l〉 is

1√
|T | − 1

|T |−1∑
m=1

ω−j0m〈~b(j0), χ~l|S
m
~l,p
〉|χ~l〉 = 1√

|T | − 1

|T |−1∑
m=1

ω−j0m〈~b(j0)|Sm
~l,p
〉

= 1√
(|T | − 1)|T |

|T |−1∑
m=1

ω−j0mωj0m = |T | − 1√
(|T | − 1)|T |

.

Thus, the probability that the measurement gives ~b′ 6= ~b is 1− (|T |−1)2

(|T |−1)|T | = 1/|T |. Therefore,
the probability the algorithm returns ~b′ 6= ~b is 2

|T | (1−
1
|T | ).

By Claim 1.1 the probability that a randomly chosen ~l satisfies |T~l,p| ≤ poly(k) is at least
1/poly(k) when k = logN + c log logN . Thus, the random collision problem can be solved
by repeating the algorithm poly(k) times. J

Now we consider the case where an arbitrary basis can be used within each subspace
spanned by solutions of a given subset sum instance ~l, p as in Definition 5.1. Let ŨC be a
unitary that maps every state in B̃ to quantum state whose first qubit indicates if the state
is in B̃0 or B̃⊥

I Corollary 5.6. If Algorithm 2 is run with ŨC on input ~l,~b, then it solves the collision problem
with probability at least 1

|T~l,p
| (1−

1
|T~l,p

| ), where p = ~l ·~b. In particular, if k ≤ logN+c log logN
then it solves the random collision problem in quantum polynomial time.

Proof. Suppose ŨC maps |S0
~l,p
〉 to a state |0〉|ψ~l,p,0〉 and maps |S̃m

~l,p
〉 to |1〉|ψ~l,p,m〉 for m ∈ [1 :

|T | − 1], where the set of vectors {|ψ~l,p,m〉 : m ∈ [1 : |T | − 1]} are an arbitrary orthonormal
set of quantum states. The analysis is similar to the proof above, but we only consider the
case when the state collapses to m = 0. Specifically, after applying ŨC to |~b, χ~l〉, the state is

ŨC |~b, χ~l〉 = 1√
|T |
|0〉|ψ~l,p,0〉+

√
|T | − 1
|T |

(
|T |−1∑
m=1

cm|1〉|ψ~l,p,m〉). (10)

The probability the state collapses to |0〉|ψ~l,p,0〉 after measuring the first qubit is 1/|T |. After
applying Ũ†C and measuring the state a vector ~b′ 6= ~b is measured with probability 1− 1/|T |.
In total the probability of success is at least |T |−1

|T |2 . For the choice of k given, this is at least
1/poly(k) with probability 1/poly(k) by Claim 1.1. J
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Proof. Fix ~b ∈ Zk
2 and let X~b′ be a random variable over ~l such that X~b′ = 1 if ~b′ ·~l = ~b ·~l

and X~b′ = 0 otherwise. Then |T~l,~l·~b| =
∑

~b′∈Zk
2
X~b′ =

∑
~b′∈Zk

2\{~b}
X~b′ + 1.

For ~b′ 6= ~b, the expected value of X~b′ is E[X~b′ ] = Prob~l(X~b′ = 1) = Prob~l(~l ·~b
′ = ~l ·~b) = 1

N .

The last equality can be seen by choosing i such that b′i = 1 and bi = 0 without loss generality
(~b and ~b′ can be swapped if needed). Then by fixing lj for j 6= i, and choosing li uniformly,
~b ·~l is fixed while ~b′ ·~l is uniformly distributed. The variance of X~b′ is Var(X~b′) = 1

N −
1

N2 .

Therefore, the expected value of |T~l,~l·~b| − 1 is E[
∑

~b′∈Zk
2\{~b}

X~b′ ] =
∑

~b′∈Zk
2\{~b}

E[X~b′ ] =
2k−1

N , and the variance of |T~l,~l·~b| − 1 is

Var(
∑

~b′∈Zk
2\{~b}

X~b′) =
∑

~b′∈Zk
2\{~b}

Var(X~b′) +
∑

~b′ 6=~b′′,~b′,~b′′∈Zk
2\{~b}

Cov(X~b′ , X~b′′)

≤ 2k − 1
N

+
∑

~b′′ 6=~b′,~b′,~b′′∈Zk
2\{~b}

Cov(X~b′ , X~b′′). (11)

This results in Var(
∑

~b′∈Zk
2\{~b}

X~b′) ≤ 2k−1
N provided that the covariences are all zero, which

we show below. First we finish proving the claim by applying Chebyshev’s inequality to get

Prob(|T~l,~b·~l| ≥ poly(k)) ≤ 2k − 1
N

1
poly(k) = 1

poly(k) ,

when k ≤ logN + c log logN .
In the following, we show that X~b′ and X~b′′ are independent when ~b, ~b′, and ~b′′ are all

different values, which implies Cov(X~b′ , X~b′′) = 0. To see this let 1 be a coordinate such that
b′1 = 1 and b′′1 = 0 without loss of generality (b′j and b′′j can be swapped). If b1 = 0, then

Prob~l(X~b′ = 1, X~b′′ = 1)

=
N−1∑

l2,...,lk=0:
Probl1(X~b′ = 1, X~b′′ = 1|l2, . . . , lk) · Prob(l2, . . . , lk)

= 1
Nk−1

N−1∑
l2,...,lk=0

Probl1(X~b′ = 1|l2, . . . , lk) · Probl1(X~b′′ = 1|l2, . . . , lk) (12)

= 1
N
· 1
Nk−1

N−1∑
l2,...,lk=0

Probl1(X~b′′ = 1|l2, . . . , lk)

= 1
N
· 1
Nk−1 ·N

k−2 = 1
N2 . (13)

Equation 12 is true because Xb′′ is fixed after fixing l2, . . . , lk. For Equation 13 note that ~b
and ~b′′ differ in at least one bit besides position i = 1. Therefore a 1/N fraction of the Nk−1

choices for l2, . . . , lk satisfy ~l ·~b = ~l ·~b′′.
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In the case where b1 = 1 the properties of X~b′ and X~b′′ are reversed:

Prob~l(X~b′ = 1, X~b′′ = 1)

=
N−1∑

l2,...,lk=0
Probl1(X~b′ = 1, X~b′′ = 1|l2, . . . , lk) · Prob(l2, . . . , lk)

= 1
Nk−1

N−1∑
l2,...,lk=0

Probl1(X~b′ = 1|l2, . . . , lk) · Probl1(X~b′′ = 1|l2, . . . , lk) (14)

= 1
N

1
Nk−1

N−1∑
l2,...,lk=0

Probl1(X~b′ = 1|l2, . . . , lk)

= 1
N
· 1
Nk−1 ·N

k−2 = 1
N2 . (15)

Equation 14 is true because X~b′ is fixed to 0 or 1 for all l1. Equation 15 is true because ~b
and ~b′ differ in at least one bit besides i = 1.

Therefore, the covariance of X~b′ and X~b′′ is 0. J
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Abstract
In 1998, Beals, Buhrman, Cleve, Mosca, and de Wolf showed that no super-polynomial quantum
speedup is possible in the query complexity setting unless there is a promise on the input. We
examine several types of “unstructured” promises, and show that they also are not compatible
with super-polynomial quantum speedups. We conclude that such speedups are only possible
when the input is known to have some structure.

Specifically, we show that there is a polynomial relationship of degree 18 between D(f) and
Q(f) for any Boolean function f defined on permutations (elements of [n]n in which each alpha-
bet element occurs exactly once). More generally, this holds for all f defined on orbits of the
symmetric group action (which acts on an element of [M ]n by permuting its entries). We also
show that any Boolean function f defined on a “symmetric” subset of the Boolean hypercube
has a polynomial relationship between R(f) and Q(f) – although in that setting, D(f) may be
exponentially larger.
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1 Introduction

When can quantum computers provide super-polynomial speedups over classical computers?
This has been one of the central questions of quantum computing research since its inception.
On one hand, Shor [10] showed that quantum computers can be used to factor an n-bit
integer in O(n3) time – exponentially faster than the best known classical algorithm (which is
only conjectured to achieve eO(n1/3 log2/3 n) time [6]). On the other hand, quantum algorithms
are not believed be able to solve NP-complete problems efficiently, which heavily restricts
the set of problems for which they may offer such a speedup. The intuition, then, is that
quantum algorithms help only for certain “structured” problems, but not for unstructured
ones.

In the query complexity model, we can hope to formalize this intuition. To this end, in
1998, Beals, Buhrman, Cleve, Mosca, and de Wolf [5] showed that the classical and quantum
query complexities of any total Boolean function are polynomially related. On the other
hand, partial functions – functions that assume the input satisfies some promise – can exhibit
exponential quantum speedups [11, 8, 2]. However, we still do not have an understanding of
which partial functions should be expected to provide such speedups.

I Open Problem 1. Can we characterize the partial functions f for which Q(f) = R(f)o(1)?
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Although we are currently far from such a characterization, a natural first step would be
to find any type of promise for which we can show a polynomial relationship between R(f)
and Q(f) (similar to the Beals et al. result for total functions). In this work, we give the
first such relationship. We show that when the promise is “the input is a permutation of
{1, 2, . . . , n},” there is a power 18 relationship between quantum and deterministic query
complexities. We also show that when the promise has the form “the input has Hamming
weight in the set S” (with S ⊆ N), there is a power 18 relationship between quantum and
randomized query complexities (though it’s possible for the deterministic query complexity
to be exponentially larger). We generalize these results to other classes of promises.

1.1 Previous Work
In 1998, Beals, Buhrman, Cleve, Mosca, and de Wolf [5] proved the following theorem.

I Theorem 1 ([5]). Let f : {0, 1}n → {0, 1} be a total function. Then Q(f) = Ω(D(f)1/6).

Their result easily extends to larger alphabets:

I Theorem 2. Let f : [M ]n → {0, 1} be a total function. Then Q(f) = Ω(D(f)1/6).

This tells us that there is never a super-polynomial quantum speedup for total functions.
Note that these results compare quantum query complexity to deterministic query complexity,
which is stronger than comparing to randomized query complexity. However, no better
relationship is known, even between Q(f) and R(f). For more information, see [7].

Another interesting result was proved by Aaronson and Ambainis [1]. They defined a
function f to be permutation-invariant if

f(x1, x2, . . . , xn) = f(τ(xσ(1)), τ(xσ(2)), . . . , τ(xσ(n))) (1)

for all inputs x and all permutations σ ∈ Sn and τ ∈ SM . Here f may be a partial
function, but the domain of f must itself be invariant under these permutations. As an
example, if M = 2, the domain of f might contain all binary strings of Hamming weight in
{1, 2, n− 2, n− 1}, and f(x) will depend only on the Hamming weight of x (with the value
of f being equal on Hamming weights k and n− k). Note in particular that the Collision
problem – in which we’re promised that the input either contains no repeated alphabet
symbol, or else repeats each symbol exactly twice, and must discern which is the case – is a
permutation-invariant function.

Aaronson and Ambainis [1] proved the following theorem.

I Theorem 3. Let f be permutation-invariant. Then Q(f) = Ω̃(R(f)1/7).

This theorem means that if f is unstructured in a way that looks like the Collision
problem, Q(f) and R(f) are polynomially related. However, the property of “looking like
Collision” places strong constraints on both the function and its promise. In this work,
we will show a relationship that holds for all functions defined defined over a fixed promise
P : we will not assume anything about the structure of f . However, our results will not
generalize Theorem 3 (we will provide a generalization of Theorem 1 instead).

Recently, Aaronson and Ben-David [3] characterized the total Boolean functions f that
can be “sculpted” to give an exponential quantum speedup; that is, the functions f that can
be restricted to a promise P on which quantum algorithms provide an exponential advantage.
They showed that the sculptable total functions are those with a large number of large
certificates. In particular, this means most total functions are scultable. One interpretation
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of this is that quantum speedups are all about the promise – if we can carefully chose the
promise, we can make almost any function exhibit an enormous quantum speedup over
classical algorithms.

The question we study here flips the quantifiers: on which promises does there exist
a function that exhibits a large quantum advantage? Plausibly, there are very few such
promises, which means that characterizing them is a useful way to approach Open Problem
1. Unfortunately, proving the non-existence of quantum-friendly functions can be difficult.

1.2 Our Results
Our first result is a polynomial relationship between Q(f) and D(f) for all functions whose
domain is the set of permutations.

I Theorem 4. Let M = n, and let P ⊆ [M ]n be the set of permutations. Then for all
f : P → {0, 1}, Q(f) = Ω(D(f)1/18).

We prove this result as a special case of a more general theorem. To state the general
version, we need a few definitions.

Given x ∈ [M ]n, the orbit orb(x) of x is the set of all strings in [M ]n that can be reached
by permuting the characters of x (in other words, the orbit under the symmetric group
action acting on the entries of the input). Note that each orbit is uniquely identified by a the
multiset {x1, x2, . . . , xn} of characters that appear in the strings of that orbit. We will use
τ(x) to refer to this multiset. If T ⊆ [M ]n is an orbit, we will also use τ(T ) to refer to τ(x)
for any x ∈ T . For example, the orbit of x = (1, 1, 2) is orb(x) = {(1, 1, 2), (1, 2, 1), (2, 1, 1)},
and corresponds to the multiset τ(x) = {1, 1, 2}.

We prove the following generalization of Theorem 4.

I Theorem 5. Let T ⊆ [M ]n be an orbit, and let f : T → {0, 1}. Then Q(f) = Ω(D(f)1/18).

Note that this is a relationship between quantum query complexity and deterministic
(not randomized) query complexity. In this sense, the result is similar to Theorem 2, and
indeed we use some similar tools in its proof. However, unlike for total functions, a function
defined on an orbit might have certificate complexity exponentially smaller than D(f), which
prevents the techniques of [5] from directly applying. We develop some new tools to get
around this.

Our second result extends the previous theorem from promises that are orbits to promises
that are unions of orbits; that is, the promise may be any “symmetric” set. Here we are only
able to prove a polynomial relationship when M is constant.

I Theorem 6. Let M be constant. If f : X → {0, 1} is a function on any symmetric promise
X ⊆ [M ]n (that is, a set X satisfying x ∈ X ⇒ τ(x) ⊆ X), then Q(f) = Ω

(
R(f)1/(18(M−1))).

In particular, when M = 2, we have Q(f) = Ω
(
R(f)1/18), so any function defined on a

symmetric subset of the Boolean hypercube does not exhibit a super-polynomial quantum
speedup.

Unlike the previous theorem, this one only relates quantum query complexity to ran-
domized (rather than deterministic) query complexity. This is necessary; indeed, if X is the
set of binary strings of Hamming weight 0 or bn/2c and f is defined to be 0 on 0n and 1
elsewhere, then D(f) = bn/2c+ 1 but R(f) is constant.

Notice that this last theorem applies even to the promise X = [M ]n (for constant M), so
it can be viewed as a generalization of Theorem 1 (although our polynomial relationship has
higher degree, and our generalization replaces D(f) with R(f)).

TQC 2016
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As a final note, we remark that our results are incomparable with the Aaronson-Ambainis
result (Theorem 3). When M is constant, our Theorem 6 is much more general (since it
doesn’t place restrictions on the function). However, when M is constant, Theorem 3 is not
very difficult in the first place; most of the work in [1] went towards dealing with the fact
that M may be large (as it is in the Collision problem).

2 Preliminaries

In query complexity, there is a known (possibly partial) function f : [M ]n → {0, 1} and an
unknown string x in the domain of f . The goal is to determine the value of f(x) using as few
queries to the entries of x as possible. Here [M ] := {0, 1, . . . ,M − 1} is the input alphabet;
often we set M = 2, so the domain is {0, 1}n.

The query complexity achieved by an algorithm A is defined to be the number of queries
used by A over the worst-case choice of x. The query complexity of the function f is then
defined to be the minimum query complexity achieved by any algorithm A.

When A is a deterministic algorithm, we denote the query complexity of f by D(f);
when A is a bounded-error randomized algorithm, we denote it by R(f); and when A is
a bounded-error quantum algorithm, we denote it by Q(f). We also define the zero-error
randomized query complexity R0(f) to be the expected number of queries used by the best
zero-error randomized algorithm (over the worst-case choice of input x). As expected, we
have the relationship D(f) ≥ R0(f) ≥ R(f) ≥ Q(f) for every function f . We denote the
domain of f by Dom(f). We sometimes refer to the domain as the promise of f .

A partial assignment is a string p ∈ ([M ] ∪ {∗})n that represents partial knowledge of a
string in [M ]n. An input x ∈ [M ]n is consistent with a partial assignment p if for all indices
i, either pi = xi or pi = ∗. The size |p| of p is the number of non-star entries in p.

A partial assignment is called a 0-certificate for f if the only strings in Dom(f) it is
consistent with are 0-inputs to f . 1-certificates are defined similarly. A partial assignment is
a certificate if it is a 0- or 1-certificate. The certificate complexity Cx(f) of an input x is
the minimum size of a certificate for f consistent with x. The maximum of Cx(f) over all
x ∈ Dom(f) is the certificate complexity C(f) of f .

A block is a set of indices in {1, 2, . . . n}. We say that a block B is sensitive for a string
x ∈ Dom(f) if there is a string y ∈ Dom(f) that agrees with x outside of B, and satisfies
f(y) 6= f(x). The maximum number of disjoint sensitive blocks of x is the block sensitivity
of x, denoted by bsx(f). The maximum block sensitivity of x over all x ∈ Dom(f) is called
the block sensitivity of f , denoted by bs(f).

If f : [M ]n → {0, 1} is a total function, we can also define the sensitivity sx(f) of a string
x as the maximum number of disjoint sensitive blocks of size 1, and the sensitivity s(f) of f
as the maximum value of sx(f) over all x ∈ [M ]n. However, since we will be dealing with
non-total functions, we will define sensitivity slightly differently in the next section.

It is not hard to see that sx(f) ≤ bsx(f) ≤ Cx(f) for all x ∈ Dom(f). Also, since a
zero-error algorithm always finds a certificate, we have s(f) ≤ bs(f) ≤ C(f) ≤ R0(f) ≤ D(f).
The lower bound on Grover search implies Q(f) = Ω(

√
bs(f)) and R(f) = Ω(bs(f)). For

total functions, we have D(f) ≤ C(f) bs(f) and C(f) ≤ s(f) bs(f) [5], so

D(f) ≤ C(f) bs(f) ≤ s(f) bs(f)2 ≤ bs(f)3 = O(Q(f)6). (2)

For a nice survey of query complexity, see [7].
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3 Orbit Promises

In this section, we show that the deterministic and quantum query complexity measures are
polynomially related when the promise is exactly an orbit, proving Theorem 5.

One particular case which will motivate a lot of our analysis is the case where M = n and
T is the orbit corresponding to the multiset {0, 1, . . . , n− 1} (i.e. the case where the inputs
are all permutations), together with the function f satisfying f(x) = 0 if and only if 0 occurs
in the first bn2 c entries of x. This is sometimes called the permutation inversion problem.

Informally, in this problem we are promised that the input x is a permutation of the
elements 0, 1, . . . , n− 1, and the task is to find the 0 element using as few queries as possible
(to turn this into a decision problem, we only ask whether the 0 occurs in the first half of the
entries of x). The permutation inversion problem has been shown to require Ω(

√
n) quantum

queries using a variety of methods [9]; our approach uses Ambainis’s adversary method [4].

3.1 Sensitivity on Orbit Promises
We start by attempting to mimic the proof that D(f) = O(Q(f)6) for total functions.
There are two missing pieces that don’t immediately work for partial functions. One is the
relationship C(f) ≤ bs(f) s(f); as defined, s(f) = 0 for permutation inversion, since it’s
impossible to change only one bit and stay in the promise. The other is the relationship
D(f) ≤ C(f) bs(f); for permutation inversion, we have D(f) = bn/2c but C(f) = bs(f) = 1.

We fix the former by changing the definition of s(f) for orbit promises. The latter problem
is harder to handle, and does not have an elementary solution. In the next section, we will
attack it by showing that the permutation inversion problem – in which we are looking for a
hidden marked item that’s promised to be unique – is essentially the only difficult case.

I Definition 7. Let T ⊆ [M ]n be an orbit, let f : T → {0, 1}, and let x ∈ T . We define the
sensitivity s2,x(f) of x is the maximum number of disjoint sensitive blocks of size 2 (instead
of size 1). The sensitivity s2(f) of f is the maximum value of s2,x(f) out of all x ∈ T .

Note that letting blocks have size 2 allows two entries to be swapped, maintaining the
promise. It is also clear that we still have s2,x(f) ≤ bsx(f) for all x ∈ T .

I Theorem 8. For all f : T → {0, 1} with T ⊆ [M ]n an orbit, we have C(f) ≤ 3 bs(f) s2(f).

Proof. Let x ∈ T . Then x has bsx(f) disjoint sensitive blocks; let them be b1, b2, . . . , bbsx(f),
and assume each bi is minimal (under subsets). Then

⋃
bi is a certificate consistent with x

(for otherwise, x would have more than bsx(f) disjoint sensitive blocks). We claim that the
size of a sensitive block bi is at most 3 s2(f). This gives us the desired result, because we
then have a certificate of size at most 3 bsx(f) s2(f).

Let y ∈ T agree with x outside bi with f(y) 6= f(x). Since x and y have the same orbit,
the difference between them must be a permutation on the entries of bi. In other words,
there is some permutation σ on bi such that for j ∈ bi, we have yj = xσ(j).

Consider the cycle decomposition c1c2 . . . ck of σ. Let cj = (a1, a2, . . . , am) be any cycle
in it. We claim that switching as and as+1 for s ∈ {1, 2, . . . ,m− 1} gives a sensitive block
for y of size 2. Indeed, if this was not a sensitive block, then block bi would not be minimal,
since (as, as+1)σ would be a permutation corresponding to a smaller sensitive block (with as
removed). Note that the number of disjoint sensitive blocks of size 2 we can form this way is
at least |bi|

3 , since for each cycle cj we can form b |cj |
2 c ≥

|cj |
3 of them. Thus s2(f) ≥ 1

3 |bi|, as
desired. J
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I Corollary 9. Let f : T → {0, 1} with T ⊆ [M ]n an orbit. Then R(f) = Ω(C(f)1/2) and
Q(f) = Ω(C(f)1/4).

Proof. We have C(f) ≤ 3 bs(f) s2(f) ≤ 3 bs(f)2, so bs(f) = Ω(
√

C(f)). Combined with
Q(f) = Ω(

√
bs(f)) and R(f) = Ω(bs(f)), this gives the desired result. J

3.2 The Structure of Small Certificates
The previous section showed a lower bound on Q(f) in terms of C(f) on orbit promises.
However, this result by itself cannot be used to relate Q(f) to D(f) or R(f), because the
certificate complexity of a function on an orbit promise may be much smaller than the query
complexities (an example of this is given by permutation inversion, in which C(f) = 1).

In this section, we prove the following technical lemma, which will be the main tool for
handling functions for which the certificate complexity is much smaller than the deterministic
query complexity.

I Lemma 10. Let f : T → {0, 1} with T ⊆ [M ]n an orbit. Fix any k ≤ 1
2
√

D(f). If
k ≥ C(f), then there is

a partial assignment p, consistent with some input in T , of size at most 4k2, and
a set of alphabet elements S ⊆ [M ], of size at most 4k2, whose elements each occur less
than 2k times in τ(T )− τ(p)

such that for any x ∈ T consistent with p and any certificate c consistent with x of size at
most k, at least one of the alphabet elements of c− p is in S.

Some clarifications are in order. By τ(T )−τ(p), we mean multiset subtraction between the
alphabet elements in T and those occurring in p (multiset subtraction is defined analogously
to set subtraction; the frequency count of an element in τ(T ) − τ(p) is the difference of
frequency counts in τ(T ) and τ(p), or 0 if this difference is negative). By c− p, we mean the
string d with di = ci when pi = ∗ and di = ∗ otherwise.

Intuitively, this lemma is saying that if we fix a few input coordinates p and restrict to
inputs consistent with p, then there is a small set S ⊆ [M ] of alphabet elements such that an
element of S must exist in any small certificate. For example, for the problem of inverting
a permutation, we can choose p = ∗n, S = {0}, and k = bn/2c − 1; then any certificate of
size less than k must include the alphabet element 0. The intuition, then, is that solving the
function quickly requires searching for an alphabet symbol in S, which will be a difficult task
since there are few of them and each occurs a small number of times.

The proof of this lemma is motivated by the proof that D(f) ≤ C(f)2 for total boolean
functions. That proof describes a deterministic algorithm for computing f(x): repeatedly
pick 0-certificates consistent with the entries of x seen so far, and query the entries of
x corresponding to the non-∗ entries of that certificate. Since each 0-certificate conflicts
with all 1-certificates, each time we do this we reveal a new entry of every 1-certificate.
Therefore, after C(f) iterations, a certificate has been revealed and the value of f(x) has
been determined.

Our proof works similarly, except that it is no longer true that each 0-certificate must
contradict every 1-certificate on some entry. Instead, it might be possible that a 0-certificate
and a 1-certificate disagree on the location of an alphabet element. However, in that case we
can conclude that there are a few alphabet elements that are included in all small certificates.

Proof. Fix such T , f , and k. The proof is based on the following algorithm, which either
generates the desired p and S or else computes f(x) for a given input x. We will proceed
by arguing that the algorithm always generates p and S after at most 4k2 queries, which
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must happen before it computes f(x) when x is the worst-case input (as guaranteed by the
requirement that k ≤ 1

2
√

D(f)). The algorithm is as follows.

1: Get input x
2: Set p = ∗n, S = ∅, R = ∅
3: loop
4: Find any certificate c (consistent with a legal input) that

has size at most k
is consistent with p
has the property that c− p has no alphabet elements in S.

5: If there are no such certificates, output p and S and halt.
6: Add all the alphabet elements of c to R.
7: Set S to be the set of elements i of R that occur less than 2k times in τ(T )− τ(p).
8: Query x on all domain elements of c and add the results to p.
9: If p is a 0-certificate, output “f(x) = 0” and halt; if it’s a 1-certificate, output

“f(x) = 1” and halt.

We claim that this algorithm will go through the loop at most 4k times. Indeed, each
iteration through the loop selects a certificate. A 0-certificate must conflict with all 1-
certificates, and vice versa. There are two ways for certificates to conflict: either they
disagree on the value of an entry, or else there is some alphabet element i that they claim to
find in different places (and in addition, there must be few unrevealed instances of i in x).

This motivates the following definition: for a certificate c, let hp,S(c) be |c − p| +
| alphabet(c) − S| if c is consistent with p, and zero otherwise (here alphabet(c) denotes
the set of alphabet elements occurring in c). Note that at the beginning of the algorithm,
hp,S(c) ≤ 2|c| ≤ 2k for all certificates c of size at most k. Now, whenever the algorithm
considers a 0-certificate c0, the value of hp,S(c1) decreases for all 1-certificates c1 of size at
most k (unless it is already 0). This is because either c0 and c1 conflict on an input, in which
case an entry of c1 is revealed and included in p, decreasing |c1 − p| (or contradicting c1), or
else c0 and c1 both include an alphabet element i which has less than 2k occurrences left
to be revealed (if it had at least 2k unrevealed occurrences, it wouldn’t be the source of a
conflict between c0 and c1, since they each have size at most k). In the latter case, i is added
to S, which decreases | alphabet(c1)− S|.

We have shown that each iteration of the algorithm decreases hp,S(c) either for all 0-
certificates or for all 1-certificates (of size at most k). This means that unless the loop is
terminated, one of the two values will reach 0 in less than 4k iterations. We claim this cannot
happen, implying the loop terminates in less than 4k iterations.

Suppose by contradiction that hp,S(c) reaches 0 for all 0-certificates. This means p is
either a certificate – in which case the value of f(x) was determined, which is a contradiction
– or else p is not a certificate, and conflicts with all 0-certificates of size at most k. In the
latter case, there is some input y consistent with p such that f(y) = 0, and there are no
certificates consistent with y of size at most k. Thus C(f) > k, contradicting the assumption
in the lemma.

This shows the loop always terminates in less than 4k iterations, which means it cannot
calculate f(x), and must instead output p and S. This gives the desired result, since all
certificates of size at most k that are consistent with p have the property that c− p has an
alphabet element in S. J

Note that if we restrict to inputs consistent with p, then the lemma asserts that finding a
small certificate requires finding an element of S. This gives us the following corollary.
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I Corollary 11. If f : T → {0, 1} with T ⊆ [M ]n an orbit, then we have

R0(f) = Ω(min(D(f)1/2, n1/4)) = Ω(D(f)1/4). (3)

When M = n and T is the set of permutations, R0(f) = Ω(min(D(f)1/2, n1/3)) = Ω(D(f)1/3).

Proof. Fix T and f , and let k = bmin( 1
2
√

D(f), 1
4n

1/4)c − 1 (in the case of permutations,
let k = bmin( 1

2
√

D(f), 1
4n

1/3)c − 1). Since a zero-error randomized algorithm must find a
certificate, if k < C(f), the result follows. It remains to treat the case where k ≥ C(f).

In this case, let p and S be as in the lemma. We restrict to inputs consistent with p. Any
zero-error randomized algorithm A must find a certificate on such inputs. If A uses R0(f)
expected queries, then it finds a certificate with probability at least 1/2 after 2 R0(f) queries.

If 2 R0(f) ≤ k, then A must find a certificate of size at most k with probability 1/2. But
this means that on all inputs x, A finds an element of S in x outside p with probability at
least 1

2 . However, there are at most 2k|S| = 8k3 such elements in the entries of x outside p
(in the case of permutations, at most |S| = 4k2 such elements), and the size of the domain is
n − |p| ≥ n − 4k2 ≥ n

2 . If x is generated by fixing p and permuting the remaining entries
randomly, the chance of a query finding an element of S is at most 16k3

n , so by the union
bound, the chance of finding such an element after k queries is at most 16k4

n (in the case of
permutations, this becomes 8k3

n ). Since k < 1
2n

1/4 (or k < 1
2n

1/3 in the case of permutations)
gives the desired contradiction. J

3.3 Lower bounds on R(f) and Q(f)
We now put everything together to prove lower bounds on R(f) and Q(f) in terms of D(f),
proving Theorem 5.

I Theorem 12. Let f : T → {0, 1} with T ⊆ [M ]n an orbit. Then:

R(f) = Ω(min{D(f)1/6, n1/9}) = Ω(D(f)1/9) ,

Q(f) = Ω(min{D(f)1/12, n1/18}) = Ω(D(f)1/18).

Throughout this proof, we will identify a partial assignment q ∈ ([M ] ∪ {∗})n with the
set {(i, qi) : i ∈ N, qi 6= ∗}. This will allow us to use set theoretic notation to manipulate
partial assignments; for example, if q and q′ are consistent partial assignments, then q ∪ q′,
q ∩ q′, and q − q′ are all also a partial assignments.

Proof of Theorem 12. Apply Lemma 10 with k = min{ 1
4
√

D(f), 1
3n

1/3}. If C(f) > k, then
we’re done by Corollary 9. Otherwise, we get p and S from the lemma, with all certificates
of size at most k that are consistent with p having alphabet elements in S.

We use Ambainis’s adversary method (see Appendix A) to get a lower bound for Q(f),
which will look very similar to the lower bound for permutation inversion found in [4]. In
order to apply the adversary method, we use p and S to find some specific inputs to our
function f .

First, let Y be the multiset of alphabet symbols in τ(T )− τ(p), except for the alphabet
symbols found in S. Note that there are at most 4k2 alphabet symbols in S, and each
occurs at most 2k times outside of p. Since |τ(T )| = n and |τ(p)| ≤ 4k2, we have |Y | ≥
n− 4k2 − 8k3 ≥ n− 12k3 ≥ n/2.

We now run the following procedure.
We now describe the modification in step 5. We make c consistent with p in two sub-steps:

in step A, we expand c by setting ci = γ for various choices of i ∈ [n] and γ ∈ [M ]; and in
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1: Initialize the partial assignment r = ∗n.
2: Initialize the multiset Z = Y .
3: while |r| ≤ k do
4: Pick any 0-certificate c consistent with r of size at most C(f).
5: Modify c to get c′ consistent with p and r, as described below.
6: Replace any alphabet symbols of c′ − p that are in S by symbols from Z to get c′′.
7: Update Z by removing the used symbols from it.
8: Add the entries of c′′ to r.
9: If |r| > k, stop. Otherwise, repeat steps 4-8 for a 1-certificate.

step B, we permute the non-∗ entries of c − r. The choices of i in step A will always be
entries with ci = ri = ∗, and the choices of γ will always be alphabet symbols from either Z
or τ(p− r). When we use symbols from Z, we also update Z to remove those symbols.

Explicitly, we do the following. First, note that c is consistent with r and r is consistent
with p. Let d = c − r and let q = p − r. We will modify d to make it consistent with q.
First, for each symbol γ in the multiset τ(d) ∩ τ(q), we ensure there is a distinct entry i
such that di 6= ∗ and qi = γ. If there isn’t one, we pick i with qi = γ and di = ∗ and set ci
to an element of Z (and remove that element from Z). This step ensures that all alphabet
elements of d that “must be” part of q can be placed inside q by permuting the non-∗ entries
of d. Next, for each i such that di 6= ∗ and qi 6= ∗, we ensure there is a distinct j such that
dj = qi. If there isn’t one, we pick j such that rj = pj = qj = dj = cj = ∗ and set cj = qi.

It is not hard to see that after these additions to c, we can permute the non-∗ entries
of c− r to make it consistent with p− r: we can ensure the intersection of non-∗ entries of
p− r and c− r get filled with the correct alphabet symbols, and doing this also ensures that
the only alphabet symbols used in the remainder of the partial assignment are not necessary
for p. Hence we get c′ consistent with p and r. c′ was formed by increasing the size of c′ by
at most 2|c|, so |c′| ≤ 3|c| ≤ 3 C(f).

We note a few invariants of this algorithm. The first invariant is that any alphabet
symbols of c′ − p that are in S do not occur in τ(p− c′). This means that after the current
iteration, these symbols will not occur in τ(p− r), so they will be swapped for elements of Z
whenever they occur outside of r.

The second invariant is that r is consistent with p and that r−p uses no alphabet elements
in S. By Lemma 10, r is not a certificate as long as |r| ≤ k. Hence step 4 of the algorithm
(where a certificate is chosen) never fails. Moreover, each iteration of the algorithm increases
|r| by at most 6 C(f). Thus the loop repeats at least k

6 C(f) times.
Consider the entries of r that were added by the selection of 0-certificates. Let the first α

of them be the partial assignments a(0)
1 , a

(0)
2 , . . . , a

(0)
α , with α = b k

6 C(f)c. Each a
(0)
i is equal

to c′′ − r at the i-th round of the algorithm. Similarly, let the subsets of r that were added
by 1-certificates be a(1)

1 , a
(1)
2 , . . . , a

(1)
α .

Let W be the multiset τ(T ) − τ(p) restricted to S; that is, the collection of alphabet
symbols in S outside of p. Note that if some of the non-∗ alphabet symbols in a(0)

i were
replaced by some symbols from S and the non-star entries of a(0)

i were permuted, we would
get a 0-certificate, and similarly for a(1)

i . By the first invariant, it is actually sufficient to
replace the alphabet symbols of a(0)

i or a(1)
i by those from the multiset W . We use this fact

to construct the sets for the adversary method.
Let A be the sub-multiset of W consisting of the symbols in W that actually need to be

swapped in for some a(0)
i or a(1)

i . Since the total size of the a(0)
i and a(1)

i sets is |r| ≤ k, we
have |A| ≤ k.

TQC 2016



7:10 The Structure of Promises in Quantum Speedups

To each a(j)
i , we add an arbitrary block of |A| entries outside r with alphabet symbols

from Y . To be able to do this, we require that 2|A|α ≤ n − |r| − 2k|A| (the 2k|A| term
appears because each alphabet element in A may occur up to 2k times), and also that
|Y | − |r| ≥ 2|A|α. Since |r| ≤ k, |A| ≤ k, α ≤ k/6, |p| ≤ 4k2, and |Y | ≥ n/2, and since
k ≤ n1/3/3, it is easy to check that these conditions hold.

Now, for each j ∈ {0, 1} and each i = 1, 2, . . . , α, we can place all the alphabet elements
of A inside a(j)

i and permute its non-∗ entries in a way that restores the j-certificate. We can
thus generate 2α inputs, α of which have value 0 and α of which have value 1, such that the
only difference between the inputs is which of the 2α disjoint bins has the alphabet elements
of A (and has been shuffled). This is essentially a version of permutation inversion.

It’s clear that a classical randomized algorithm must make Ω(α) queries, since it must
find the special bin containing the alphabet elements of A. For the quantum lower bound,
we use Theorem 17. Let X be the set of inputs in which the elements of A were placed for
a 0-certificate bin, and let Z be the set of inputs in which the elements of A were placed
for a 1-certificate bin. Our relation R will simply be X × Z. Then each element of X has α
neighbors in Z, and vice versa. However, for each entry t and (x, y) ∈ R, we have lx,t = 1 or
ly,t = 1, so lx,tly,t ≤ α. Thus we get a quantum lower bound of Ω(

√
α).

Finally, to complete the proof, we note that α = Ω(min(nk ,
k

C(f) )) = Ω( k
C(f) ) (since

n ≥ k2), so that, combining with Corollary 9, R(f) = Ω(β) and Q(f) = Ω(
√
β) with

β = max(
√

C(f), k
C(f) ). Note that this satisfies β = Ω(k1/3). This gives:

R(f) = Ω(min{D(f)1/6, n1/9}) ,

Q(f) = Ω(min{D(f)1/12, n1/18}). J

4 Symmetric Promises with Small Alphabets

In this section, we show a polynomial relationship between Q(f) and R(f) for any function
on a symmetric promise whose alphabet size is constant, proving Theorem 6. We will
use the term symmetric to refer to invariance under permutation of the indices of the
inputs. That is, a promise X is symmetric if xσ ∈ X for all x ∈ X and σ ∈ Sn, where
xσ = (xσ(1), xσ(2), . . . , xσ(n)), and a function f : X → {0, 1} is symmetric if X is symmetric
and f(x) = f(xσ) for all x ∈ X and σ ∈ Sn.

4.1 The case of Symmetric Functions
We start by dealing with the case where the function f is itself symmetric.

I Theorem 13. Let f : X → {0, 1} be a symmetric function. Then Q(f) = Ω
(

R(f)1/8

M log1/8 M

)
.

To prove this theorem, we relate Q(f) and R(f) to g(f), which we now define.

I Definition 14. If T1, T2 are orbits on alphabet [M ], the distance d(T1, T2) between T1 and
T2 is the maximum over all i ∈ [M ] of the difference between the multiplicity of i in T1 and
the multiplicity of i in T2. If f : X → {0, 1} is a symmetric function, let d(f) be the minimum
of d(T1, T2) for orbits T1, T2 ⊆ X with different values under f . Define g(f) := n

d(f) .

We proceed to prove lemmas relating g(f) to R(f) and Q(f) to g(f).

I Lemma 15. For any x ∈ [M ]n, O(n
2 logM
d2 ) queries suffice to find an orbit T such that

d(T, τ(x)) < d with probability at least 2
3 (where τ(x) denotes the orbit of x). Hence, if

f : X → {0, 1} is symmetric, R(f) = O(g(f)2 logM).
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Proof. We describe a classical randomized algorithm for estimating the orbit of input x. The
algorithm is simply the basic sampling procedure that queries random entries of x and keeps
track of the number ri of times each alphabet element i was observed. The orbit T is then

formed by T (i) = round
(

ri∑
i∈[M]

ri
n

)
, where the rounding operation sometimes rounds up

and sometimes down, in order to preserve the sum of T (i) being n. Note that the ratios
T (i)/n are within 1/n of the observed frequency of i.

Let the orbit of x be τ(x) = (t1, t2, . . . , tM ), so that the multiplicity of alphabet element
i in τ(x) is ti. A version of the Chernoff bound states that if we have k ≥ 3

ε2 ln 2
δ samples

estimating the proportion p of the population with some property, the proportion of the
sample with that property is in (p− ε, p+ ε) with probability at least 1− δ.

Suppose d ≥ 2. Setting ε = d−1
n and δ = 1

3M , we see that O(n
2 log(M)
d2 ) samples suffice

for T (i)
n to be within d

n of ti
n with probability at least 1 − 1

3M . In other words, we have
|T (i)−ti| < d with probability 1− 1

3M for each i. The union bound then gives us |T (i)−ti| < d

for all i with probability at least 2
3 . This shows that d(T, τ(x)) < d, as desired.

When d = 1, we set ε = 1
2n and δ = 1

3M to get frequency ratios within 1
2n of the true

values ti
n with probability at least 2/3. The closest integer orbit to the observed frequency

ratios will then be exactly correct with probability at least 2/3.
To compute f(x) for symmetric f , a randomized algorithm can estimate the orbit of x to

within d(f)
2 , and then just output the value of f on any input of the orbit within d(f)

2 of the
estimated orbit T . Since g(f) = n

d(f) , we get R(f) = O(g(f)2 logM). J

I Lemma 16. If f : X → {0, 1} is symmetric, then Q(f) = Ω(g(f)1/4/M2).

Proof. Let S and T be orbits with distance d(f) such that if x has orbit S and y has orbit
T then f(x) 6= f(y). We claim that a quantum algorithm cannot distinguish between these
orbits in less than the desired number of queries.

We proceed by a hybrid argument. We form a sequence of orbits {Si}ki=0 with k ≤ M

such that S0 = S, Sk = T , and for all i = 0, 1, . . . , k − 1, the orbits Si and Si+1 differ in the
multiplicity of at most 2 alphabet elements and have distance at most d(f).

We do this as follows. Set S0 = S. Let A be the set of alphabet elements on whose
multiplicities the current Si agrees with T ; at the beginning, A is the set of alphabet elements
on which S and T have the same multiplicity, which may be empty. To construct Si+1 given
Si, we simply pick an alphabet element r for which Si has a larger multiplicity than T and an
alphabet element r′ for which Si has a smaller multiplicity than T . We then set Si+1 to have
the same multiplicities as Si, except that the multiplicity of r is reduced to that in T and the
multiplicity of r′ is increased to make up the difference. Note that the multiplicity of r is then
equal in Si and T , so r gets added to A. Moreover, note that d(Si, Si+1) ≤ d(Si, T ), and also
d(Si+1, T ) ≤ d(Si, T ). Since this is true for all i, it follows that d(Si, Si+1) ≤ d(S, T ) = d(f).

Since an alphabet element gets added to A each time and the elements are never removed,
this procedure is terminated with Sk = T after at most M steps. Thus k ≤ M . Also,
consecutive orbits differ in the multiplicities of 2 elements and have distance at most d(f).

We now give a lower bound on the quantum query complexity of distinguishing Si from
Si+1. Without loss of generality, let the alphabet elements for which Si and Si+1 differ be 0
and 1, with 0 having a smaller multiplicity in Si. Let a be the multiplicity of 0 in Si, and let
b be the multiplicity of 1 in Si, with 0 < b− a ≤ d(f). Let c and d be the multiplicities of 0
and 1 in Si+1, respectively. Then c+ d = a+ b. Let e = a+ b = c+ d.

We prove two lower bounds using Ambainis’s adversary method, corresponding to e being
either large or small. For the small case, consider an input x of orbit Si split into 2α = bne c
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blocks B1, B2, . . . , B2α of size e each, such that all the 0 and 1 elements lie in block B1. To
change the input from orbit Si to Si+1, we must simply change the first block. Also, note
that rearranging the blocks does not change the orbit. Let X be the set of inputs given by
rearranging the blocks of x so that the block B1 ends up in the first α blocks, and let Y be
the set of inputs given by replacing B1 to get orbit Si+1 and then rearranging the blocks so
that B1 ends up in the last α blocks. We now have a reduction from permutation inversion,
so using Ambainis’s adversary method, we get a lower bound of Ω(

√
α) = Ω(

√
n
e ).

For the case when e is big, we restrict to inputs in which all elements are fixed except for
those with value 0 or 1. A lower bound of Ω(

√
e/d(f)) then follows from the appendix of [1].

If e ≤
√
nd(f), the former bound gives a lower bound of Ω(( n

d(f) )1/4) for distinguishing
Si from Si+1 by quantum queries. If e ≥

√
nd(f), the latter bound gives the same. Thus we

have a lower bound of Ω(g(f)1/4) in all cases.
Finally, note that if a quantum algorithm could compute f(x) in Q(f) queries, then for

some i it could distinguish Si from Si+1 with probability Ω( 1
M ). Thus we could use M2 Q(f)

queries to distinguish Si from Si+1 with constant probability, so Q(f) = Ω(g(f)1/4/M2). J

These two lemmas combine to prove Theorem 13.

4.2 The General Case
We now prove Theorem 6. The proof proceeds by describing a classical algorithm that doesn’t
use too many more queries than the best quantum algorithm. An interesting observation
is that this classical algorithm is mostly deterministic, and uses only O(Q(f)8M16 logM)
randomized queries at the beginning (to estimate the orbit of the input).

For this proof, we will often deal with certificates c for f that only work on inputs of
some specific orbit S; that is, all inputs x ∈ X of orbit S that are consistent with c have the
same value under f . We will say c is a certificate for the orbit S.

Proof. Let f be a function. We describe a classical algorithm for computing f on an input
x, and argue that a quantum algorithm cannot do much better.

As a first step, the algorithm will estimate the orbit of x using O(Q(f)8M16 logM)
queries. By Lemma 15, this will provide an orbit T such that d(T, τ(x)) < n

CM8 Q(f)4 with
high probability, where we choose the constant C to be larger than twice the asymptotic
constant in Lemma 16. We restrict our attention to orbits that are within n

CM8 Q(f)4 of T .
Now, notice that if we fix an orbit S and assume that x has this orbit, then there

is a deterministic algorithm that determines the value of f(x) in at most α steps, where
α = O(Q(f)18). Since this is a deterministic algorithm, it must find a certificate of size at
most α for the orbit S. The only other possibility is that the deterministic algorithm finds a
partial assignment that contradicts the orbit S, in which case it cannot proceed. Running
this deterministic algorithm on orbit S will be called examining S.

Note further that we can assume we never find a 0-certificate c0 for some orbit S0 and a
1-certificate c1 for some other orbit S1 without the certificates contradicting either orbit. This
is because if we found such certificates, then we can lower bound Q(f) restricting the function
to inputs that agree with c0 and c1 and have orbit equal to either S0 or S1. The quantum
algorithm for f would then have to distinguish between these orbits, which is equivalent to
distinguishing between orbits with multisets S0 − (τ(c0) ∪ τ(c1)) and S1 − (τ(c0) ∪ τ(c1)) on
inputs of size n− |c0 ∪ c1|. These orbits have distance at most n

CM8 Q(f)4 . Since n > 4α (or
else R(f) = O(n) = O(Q(f)18)), we have n−|c0∪c1| > n

2 , and (n2 )/( n
CM8 Q(f)4 ) = CM8 Q(f)4

2 ;
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then Lemma 16 together with the choice of c imply that a quantum algorithm takes more
than Q(f) queries to distinguish these orbits, a contradiction.

For an orbit S, we now define v(S) ∈ [2α+1]M to be the vector with v(S)i = min(S(i), 2α)
for all i, where S(i) is the multiplicity of i in the orbit S. If an input has orbit S, we call
v(S) the simplified orbit of the input. We consider the partial order on simplified orbits
given by v(S) ≥ v(R) if and only if v(S)i ≥ v(R)i for all i = 1, 2, . . .M . We say a simplified
orbit v(S) is maximal if it is maximal in this partial order.

The algorithm proceeds by finding the set of maximal simplified orbits, and selecting a
representative orbit S for each maximal simplified orbit v so that v(S) = v. Let the orbits
selected this way be S1, S2, . . . , Sβ . For each Si, we then run the deterministic algorithm
that uses α queries assuming orbit Si. Let ci be the set of queries made by this algorithm
for orbit Si. Note that the total number of queries made this way is at most αβ.

For each Si, the partial assignment ci is either a certificate for Si or a disproof of the
orbit Si. Consider the pairwise unions ci ∪ cj . We restrict our attention to the orbits Si that
are consistent with ci ∪ cj for all j. We claim that there is at least one such orbit. Indeed,
if T is the true orbit of the input, then v ≥ v(T ) for some maximal simplified orbit v, and
v(Sk) = v for some k. Then Sk cannot be disproven in 2α queries, as that would disprove v
and therefore v(T ) as well.

Now, let Si and Sj be any two orbits remaining. Then they are both consistent with
ci ∪ cj . As we saw earlier, we cannot have ci be a 0-certificate for Si and cj be a 1-certificate
for Sj (or vice versa); the certificates ci and cj must agree. We conclude that the certificates
ci for the remaining orbits are either all 0-certificates (for their respective orbits) or all
1-certificates. Our algorithm will then output 0 in the former case and 1 in the latter.

To see that the algorithm is correct, recall that Sk is one of the remaining orbits, with
v(Sk) = v ≥ v(T ). Without loss of generality, suppose the algorithm output 0, so that ck
is a 0-certificate. Suppose by contradiction that f(x) = 1 for the our input. Let c be a
1-certificate consistent with x of size at most α. Then c is a 1-certificate for the orbit T .
Now, c ∪ ck cannot disprove v(T ) (since it has size at most 2α), so c ∪ ck cannot disprove T .
Since c ∪ ck cannot disprove v(T ), it also cannot disprove v, so it cannot disprove Sk. This
means T and Sk are not disproven by their 0- and 1-certificates, which we’ve shown is a
contradiction. Thus if the algorithm outputs 0, we must have f(x) = 0 as well.

The total number of queries required is O(Q(f)8M8 logM) + αβ, where α = O(Q(f)18).
We must estimate β, the number of maximal simplified orbits. This is at most the number
of maximal elements in [2α+ 1]M in our partial order. We can show by induction that this
is at most (2α+ 1)M−1: in the base case of M = 1, the value is 1, and when M increases by
1 the number of maximal elements can increase by at most a factor of (2α+ 1). This gives a
final bound of O(Q(f)18M ) on the number of queries when M is constant.

To reduce this to O(Q(f)18(M−1)), we note that some alphabet element a must occur at
least n/M times in T , by the pigeonhole principle. We could then use O(Mα) queries to
find 2α instances of a with high probability. Then each simplified orbit v will have va = 2α,
so the simplified orbits are effectively elements of [2α+ 1]M−1 instead of [2α+ 1]M . This
decreases β to (2α+ 1)M−2, so the total number of queries decreases to O(Q(f)18(M−1)). J

References

1 Scott Aaronson and Andris Ambainis. The need for structure in quantum speedups. arXiv
preprint arXiv:0911.0996, 2009.

TQC 2016

http://arxiv.org/abs/arXiv:0911.0996


7:14 The Structure of Promises in Quantum Speedups

2 Scott Aaronson and Andris Ambainis. Forrelation: A problem that optimally separates
quantum from classical computing. In Proceedings of the 47th ACM Symposium on Theory
of Computing (STOC 2015), pages 307–316, 2015. doi:10.1145/2746539.2746547.

3 Scott Aaronson and Shalev Ben-David. Sculpting quantum speedups. arXiv preprint
arXiv:1512.04016, 2015.

4 Andris Ambainis. Quantum lower bounds by quantum arguments. Journal of Computer
and System Sciences, 64(4):750–767, 2002. doi:10.1006/jcss.2002.1826.

5 Robert Beals, Harry Buhrman, Richard Cleve, Michele Mosca, and Ronald de Wolf.
Quantum lower bounds by polynomials. Journal of the ACM, 48(4):778–797, 2001.
arXiv:arXiv:quant-ph/9802049, doi:10.1145/502090.502097.

6 Joe P Buhler, Hendrik W Lenstra Jr, and Carl Pomerance. Factoring integers with the
number field sieve. In The development of the number field sieve, pages 50–94. Springer,
1993.

7 Harry Buhrman and Ronald de Wolf. Complexity measures and decision tree complexity: a
survey. Theoretical Computer Science, 288(1):21–43, 2002. doi:10.1016/S0304-3975(01)
00144-X.

8 Richard Cleve. The query complexity of order-finding. Information and Computation,
192(2):162–171, 2004.

9 Ashwin Nayak. Inverting a permutation is as hard as unordered search. arXiv preprint
arXiv:1007.2899, 2010.

10 Peter W. Shor. Polynomial-time algorithms for prime factorization and discrete logarithms
on a quantum computer. SIAM Journal on Computing, 26(5):1484–1509, 1997. arXiv:
quant-ph/9508027.

11 Daniel R. Simon. On the power of quantum computation. SIAM Journal on Computing,
26(5):1474–1483, 1997. doi:10.1137/S0097539796298637.

A The Quantum Adversary Method

I Theorem 17. Let f : X → {0, 1} with X ⊆ [M ]n. Let A,B ⊆ X be such that f(a) = 0
for all a ∈ A and f(b) = 1 for all b ∈ B. Let R ⊆ A×B be such that
1. For each a ∈ A, there exist at least m different b ∈ B such that (a, b) ∈ R.
2. For each b ∈ B, there exist at least m′ different a ∈ A such that (a, b) ∈ R.
Let la,i be the number of b ∈ B such that (a, b) ∈ R and ai 6= bi. Let lb,i be the number of
a ∈ A such that (a, b) ∈ R and ai 6= bi. Let lmax be the maximum of la,ilb,i over all (a, b) ∈ R
and i ∈ {1, 2, . . . , n} such that ai 6= bi. Then Q(f) = Ω

(√
mm′

lmax

)
.

http://dx.doi.org/10.1145/2746539.2746547
http://arxiv.org/abs/arXiv:1512.04016
http://dx.doi.org/10.1006/jcss.2002.1826
http://arxiv.org/abs/arXiv:quant-ph/9802049
http://dx.doi.org/10.1145/502090.502097
http://dx.doi.org/10.1016/S0304-3975(01)00144-X
http://dx.doi.org/10.1016/S0304-3975(01)00144-X
http://arxiv.org/abs/arXiv:1007.2899
http://arxiv.org/abs/quant-ph/9508027
http://arxiv.org/abs/quant-ph/9508027
http://dx.doi.org/10.1137/S0097539796298637


Quantum Algorithms for Abelian Difference Sets
and Applications to Dihedral Hidden Subgroups
Martin Roetteler

Microsoft Research, Quantum Architectures and Computation Group, One
Microsoft Way, Redmond, WA 98052, USA
martinro@microsoft.com

Abstract
Difference sets are basic combinatorial structures that have applications in signal processing,
coding theory, and cryptography. We consider the problem of identifying a shifted version of
the characteristic function of a (known) difference set and present a general algorithm that can
be used to tackle any hidden shift problem for any difference set in any abelian group. We
discuss special cases of this framework which include (a) Paley difference sets based on quadratic
residues in finite fields which allow to recover the shifted Legendre function quantum algorithm,
(b) Hadamard difference sets which allow to recover the shifted bent function quantum algorithm,
and (c) Singer difference sets which allow us to define instances of the dihedral hidden subgroup
problem which can be efficiently solved on a quantum computer.
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1 Introduction

Many exponential speedups in quantum computing are the result of solving problems that
belong to either the class of hidden subgroup problems (HSPs) or the class of hidden
shift problems. For instance, the problems of factoring integers and of computing discrete
logarithms in abelian groups [44] can be reformulated as solving instances of hidden subgroup
problems in abelian groups [34, 26, 27, 6, 22, 23]: given a function f from an abelian group
A to a set, so that f is constant on the cosets of some subgroup H ≤ A and takes distinct
values on different cosets, the task is to find generators of H.

Successes of the hidden subgroup framework include period finding over the reals which was
used by Hallgren to construct an efficient quantum algorithm for solving Pell’s equation [18, 24]
and more recently to the discovery of a quantum algorithm for computing unit groups of
number fields of arbitrary degree [12]. Moreover, the hidden subgroup problem over symmetric
and dihedral groups are related to the graph isomorphism problem [5, 2, 19, 13] and some
computational lattice problems [40]. Constructing efficient algorithms for these problems are
two major open questions in quantum algorithms.

As far as hidden shift problems are concerned, the shifted Legendre function problem
[47], shifted sphere problems and shifts of other non-linear structures [8], problems of finding
shifts of non-linear Boolean functions [43, 7] can be reformulated as solving instances of
hidden shift problems in abelian groups: given a pair (f, g) of functions from an abelian
group A to a set so that g is obtained from f by shifting the argument by an unknown shift
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(a) (b) (c) (d)

Figure 1 An example for hidden shift problem g(x) = f(x⊕ s) over A = Z256
2 where the instance

f is given by a bent function and f? is the dual bent function of f . Shown in (a) is the circuit for
the correlation-based algorithm from [43], where the red marker denotes the state at the respective
point in time during the algorithm’s execution. Shown in (b), (c), and (d) are visualizations of
three stages during the algorithm’s execution: (b) is the state after the shifted function has been
computed into the ±1-valued phase. Here black and light blue color stand for (re-normalized) values
of +1 and −1, respectively. Shown in (c) is the state after the Fourier transform. As bent functions
have a flat spectrum in absolute value, the state is again two valued at this point. Finally, in (d) the
state after the final Hadamard transform is shown, after which all amplitude is supported on the
shift |s〉. Here black denotes an amplitude of 1 and white an amplitude of 0. The main contribution
of this paper, Algorithm 11, can be considered a generalization of this picture to more general classes
of hiding functions f . These are obtained from difference sets which, in a precise sense, generalize
the notion of bent functions.

s ∈ A, the task is to find this shift. For further background on hidden subgroup and hidden
shift problems see [35, 27, 25, 9, 31].

An intriguing connection exists between injective instances of the hidden shift problem
over abelian groups A and the hidden subgroup problem for semidirect products of the form
Ao Z2 where the action of Z2 is given by inversion. This connection includes the special
case of the hidden shift problem over the cyclic groups A = ZN , where N is a large integer
which are related to the dihedral groups DN = ZN o Z2 via this connection. Despite much
effort, a fully polynomial-time quantum algorithm for the hidden subgroup problem over
the dihedral groups has remained elusive. In this paper we make a step toward solving the
hidden subgroup problem over the dihedral groups by exhibiting some instances that can
be solved efficiently on a quantum computer. By efficient we mean that the run-time of
the quantum part of the computation is bounded polynomially in the input size, which is
generally assumed to be logA, and the run-time of the classical post-processing part of the
computation is also bounded polynomially in the input size.

1.1 Our results
Based on the combinatorial structure of difference sets we derive a class of functions that
have a two-level Fourier power spectrum. We then consider the hidden shift problem for
these functions, following a general algorithm principle that was used earlier to solve the
hidden Legendre symbol [47] and the hidden bent function problem [43].

The basic idea underlying all these algorithms is to use the fact that the quantum com-
puter can perform quantum Fourier transforms efficiently. This is used in correlation-based
techniques which try to identify a shift by first transforming the function into frequency
(Fourier) domain, then performing a point-wise multiplication with the desired target cor-
relator, followed by an inverse Fourier transform and a measurement in the computational
basis. After these steps the shift might be obtained, even without further post-processing.
An example for this approach is shown in Figure 1 where the underlying group is the Boolean
hypercube and the shifted function is a so-called bent function.

A rich theory of difference sets exists and many explicit constructions are known. Fur-
thermore, several applications of difference sets exist in signal processing [38], coding theory
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[32], cryptography [37], see also [4] for further examples. In this paper we focus on the
case of difference sets in abelian groups and show that a correlation-based approach can
be successfully applied to several families of difference sets. In one application we consider
so-called Singer difference sets, which are difference sets in cyclic groups. These difference
sets have parameters

(v, k, λ) =
(
qd+1 − 1
q − 1 ,

qd − 1
q − 1 ,

qd−1 − 1
q − 1

)
,

where q is a constant and d is a parameter that defines the input size of the problem, and
v, k, and λ are characteristic parameters of the difference set. We construct instances of
dihedral hidden subgroup problems that can be (query) efficiently solved on a quantum
computer. There is one step in our algorithm that requires the implementation of a diagonal
operator whose diagonal elements are certain generalized Gauss sums whose flatness follows
from a classic result due to Turyn [46]. In general, we do not known how to implement
these diagonal operators efficiently and it seems that the actual computational cost has to be
determined on a case-by-case basis. However, for the case of N = 2n − 1 we can leverage a
result by van Dam and Seroussi [48] to implement a quantum algorithm that is fully efficient
in terms of its quantum complexity as well as classical complexity. Classically, the underlying
problem of this white-box problem is at least as hard as the discrete logarithm problem over
a finite field.

1.2 Related work
Several papers study the dihedral hidden subgroup, however, it is an open whether quantum
computers can solve this problem efficiently. There is a quantum algorithm which is fully
efficient in its quantum part, which however requires an exponential-time classical post-
processing [14]. Furthermore, a subexponential-time quantum algorithm for the dihedral
subgroup problem is known [28, 41, 29] based on a sieving idea. The dihedral hidden subgroup
problem for adversarially chosen hiding functions is believed to be intractable on a quantum
computer, even we are not aware of any evidence stronger for this intuition than reductions
from lattice problems [40] and subset sum type problems [40, 1]. The connection between
hidden shift problems over abelian groups and hidden subgroup problems over semidirect
groups of the mentioned special form is well-known and was one of the reasons why the
hidden shift problem has been studied for various groups [14, 47, 15, 33, 10, 21, 9].

The study of hidden shift problems has resulted in quantum algorithms that are of
independent interest and have even inspired cryptographic schemes that might be candidates
for post-quantum cryptography [39]. Besides the mentioned works, problems of hidden shift
type were also studied in [42, 16, 17], in the rejection sampling [36] framework, and in the
context of multiregister PGM algorithms for Boolean hidden shift problems [7]. The main
result of this paper is Theorem 17 which asserts that there exist instances of the hidden
subgroup problem over the dihedral groups DN that can be solved in O(logN) queries to the
hiding function, O(polylog(N)) quantum time, O(logN) quantum space, and trivial classical
post-processing. Moreover, for N = 2n − 1, where n ≥ 2, there exist instances of the hidden
subgroup problem over the dihedral group D2n−1 for which the hiding function is white-box
and for which the entire quantum computation can be performed in O(poly(n)) quantum
time, O(n) quantum space, and trivial classical post-processing. Moreover, the classical
complexity of solving these instances is at least as hard as solving the discrete logarithm
problem over finite fields. To the best of our knowledge this is the first exponential size
family of instances of the dihedral hidden subgroup problem that can be solved efficiently on
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a quantum computer, whereas for the same class of instances no efficient classical algorithm
is known1.

In Corollary 18 we show that for DN where N = 2n − 1 this theorem implies that there
are an expected number of O(2n2) instances of the dihedral HSP (where the hidden subgroup
is a reflection) that can be solved efficiently on a quantum computer. This is a small fraction
of the set of all instances of such hidden subgroup problems as the number of all instances
scales doubly exponential as O(2n2n). In particular, it seems unlikely that the set of such
constructed instances has a non-trivial intersection with the set of instances that can be
obtain via Regev’s reduction from gapped unique-SVP lattice problems.

The rest of this paper is organized as follows. First, in Section 2 we introduce some notation
and basic definitions such as Fourier transform, convolution, and the basic combinatorial
object of study in this paper, namely difference sets in finite abelian groups. Next, in
Section 3 we present a quantum algorithm that can be applied to any shifted difference set
problem, albeit sometimes with low probability of success. We exhibit some instances of
shifted difference set problems that can be solved efficiently. These special cases include
the so-called class of Singer difference sets which are then used in Section 4 to construct
instances of the dihedral hidden subgroup problem that can be solved efficiently on a quantum
computer. Finally, in Section 5 we offer conclusions and end with some open problems.

2 Background

2.1 Quantum Fourier transforms over abelian groups
The main tool we will use are Fourier transforms over abelian groups. In the following we
state some basic definitions and properties. Recall that for any abelian group A the character
group Â = Hom(A,C×) is isomorphic to A. We denote the irreducible characters of A by
χ : A→ C×.

I Definition 1. The quantum Fourier transform on Cd is a unitary transformation defined
as QFTA := 1√

|A|

∑
a∈A

∑
χ∈Â χ(a)|χ〉〈a|.

I Example 2. For A = Z2 the QFTA is given by the Hadamard transform H := 1√
2

( 1 1
1 −1

)
.

I Definition 3. The Fourier transform of a (complex-valued) function F : A → C is
a function F̂ : Â → C defined as F̂ (χ) := 〈χ|QFTA|F 〉 where |F 〉 :=

∑
x∈A F (x)|x〉.

Here F̂ (χ) is called the Fourier coefficient of F at χ ∈ Â. We can write it explicitly as
F̂ (χ) = 1√

|A|

∑
x∈A χ(x)F (x). The set {F̂ (χ) : χ ∈ Â} is called the Fourier spectrum of F .

I Definition 4. The convolution of functions F,G : A→ C is a function (F ∗G) : A→ C
defined as (F ∗G)(x) =

∑
y∈A F (y)G(x− y).

I Fact 5. Let F,G,H : A → C denote arbitrary functions. The Fourier transform and
convolution have the following basic properties:
1. The Fourier transform is linear: F̂ +G = F̂ + Ĝ.

1 It is easy to see that it is possible to find instances of the dihedral hidden subgroup problem that can
be solved efficiently on a classical computer, e.g., functions that identify the points of a regular N -gon
that are opposites along a symmetry axis in a linear increasing fashion. On these “taco”-like instances
the hidden symmetry axis, and thereby the hidden subgroup, can be found simply by a binary search.
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2. When applied twice, the Fourier transform satisfies ˆ̂
F (z) = F (−z). In particular, for

A = Z2 the Fourier transform is self-inverse: ˆ̂
F = F . From this property also follows that

when the Fourier transform QFTA is applied four times then the result is the identity.
3. QFT is unitary, so the Plancherel identity

∑
χ∈A |F̂ (χ)|2 =

∑
x∈A |F (x)|2 holds.

4. The convolution is commutative: F ∗G = G∗F , and associative: (F ∗G)∗H = F ∗(G∗H).
5. The Fourier transform and convolution are related through the following identities:

(F̂ ∗ Ĝ)/
√
|A| = F̂G and (F̂ ∗G)/

√
|A| = F̂ Ĝ, where FG : A → C is the entry-wise

product of functions F and G: (FG)(x) := F (x)G(x).
6. A shift of a function in time domain leads to a point-wise multiplication with a “linear

phase” in Fourier domain: If there exists s ∈ A such that for all x ∈ A it holds
G(x) = F (x− s), then for all χ ∈ Â we have that Ĝ(χ) = χ(s)F̂ (χ). This latter property
will be crucial for the hidden shift algorithm presented later in this paper.

2.2 Difference sets
We recall the definition of difference sets in finite groups. We focus on the case of abelian
groups in this paper. See also [3, 45, 30] for further information, in particular about the
treatment for general, non-abelian groups.

Let A be a finite abelian group whose group operation we write additively and whose
neutral element we denote with 0A. Denote the pairwise inequivalent irreducible characters
of A by Â. For a subset D ⊆ A of A we introduce the notation D− := {−d : d ∈ D} for the
set of all inverses and ∆D := D +D− = {x− y : x, y ∈ D} for the set of all differences of
pairs of elements of D.

I Definition 6 (Difference set). Let A be a finite abelian group of size v = |A|. A subset
D ⊆ A of size k = |D| is called a (v, k, λ)-difference set, where λ ≥ 1, if the following equality
holds in the group algebra C[A] of A:

∆D = λ(A \ {0A}) + k0A. (1)

This means that the set of all differences covers each element the same number λ of times,
except for the neutral element, which is covered precisely k times. A nice feature of difference
sets in abelian group is that they allow to construction functions with almost flat spectrum:
the following theorem [46] asserts that all Fourier coefficients of the characteristic function of
a difference set in an abelian group have the same absolute value, with a possible exception
of a peak at the zero frequency:

I Theorem 7 (Turyn, 1965). Let A be an abelian group of order v and D be an (v, k, λ)-
difference set in A. Let χ ∈ Â be a non-trivial character. Then

|χ(D)| :=

∣∣∣∣∣∑
d∈D

χ(d)

∣∣∣∣∣ =
√
k − λ (2)

holds. For the trivial character χ0 we have that |χ0(D)| = k.

Proof. We include a proof as it is instructive to see how the difference set condition can be
used when interpreted as the identity (1) in the group ring C[A]. Indeed, when identifying
D with

∑
d∈D d ∈ C[A], we obtain from eq. (1) that(∑

d∈D

d

)(∑
d∈D

−d

)
= λ

∑
g∈A

g

+ (k − λ)0A. (3)
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Figure 2 The oracle for the shifted difference set problem considered in this paper. The oracle
allows to test membership of a given test input g ∈ A. The value of the test g ∈? D is XORed onto
a bit b ∈ {0, 1}.

Let χ ∈ Â be non-trivial. Then clearly χ(A) = 0 holds which implies—by applying χ to both
sides of eq. (3)—that χ(D)χ(D) = χ(A) + (k − λ)χ(0A) = k − λ. From this we obtain that
|χ(D)| =

√
k − λ as claimed. J

With each difference set D we can canonically associate an incidence structure called the
development of D, and denoted by Dev(D).

I Definition 8. Let D be a (v, k, λ)-difference set in an abelian group A. Then the points
of Dev(D) are given by the elements of A and the blocks of Dev(D) are given by v +D :=
{v + a : a ∈ D}, where v ∈ A.

It is well-known that Dev(D) is a symmetric design. More precisely, we have the following
result (for a proof see, e.g., [3], [45] or [30]):

I Theorem 9. Let D be a (v, k, λ)-difference set in an abelian group A. Then Dev(D) is a
symmetric balanced-incomplete block design with parameters (v, k, λ).

Theorem 9 implies that there are |A| blocks, that each block has |D| elements, that any
two elements have precisely λ blocks in common and that in addition any two blocks intersect
in precisely λ points. Also, it holds that λ = k(k − 1)/(v − 1), see e.g. [30, Prop. 1.1],
implying that λ is determined by the group order v of A and the size k of D. This equality
allows us also to do a consistency check that the normalized state vector 1√

k

∑
d∈D |d〉 is

indeed mapped to a normalized vector under the Fourier transform QFTA for the group A:
using Theorem 7 we find that the length of the transformed vector is given by

1
√
vk

2
(
(v − 1)|χ(D)|2 + |χ0(D)|2

)
= ((v − 1)(k − λ) + k2)/(vk)

= ((v − 1)k − k(k − 1) + k2)/(vk) = 1,

as desired.

3 Quantum algorithm for shifted difference sets

I Problem 10 (Shifted difference set problem). Let A be an abelian group and let s ∈ A.
Let D ⊆ A be a (known) difference set and let s+D be given by a membership oracle. The
problem is to find s.

Similar to [43] we can modify Problem 10 by hiding not only the characteristic function
of s + D via a membership oracle but also the characteristic function of D itself. In this
case we assume that we have access to membership oracles for both D and s + D. The
following quantum algorithm is a general recipe to tackle instances of the shifted difference
set problem specified in Problem 10. As we will show in the following, Algorithm 11 can be
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used to find the hidden shift s efficiently in several cases of difference sets for various abelian
groups A. It should be noted, however, that the probability of success crucially depends on
the instance (A,D) of the problem and there are instances for which the algorithm recovers
s successfully is only exponentially small. The algorithm can be seen as a generalization of
correlation-based algorithms for solving hidden shift problems, e.g., [47], [43], and [7].

I Algorithm 11. The input to the algorithm is a membership oracle as in Problem 10.
Step 1: Prepare the input superposition:

|0〉 7→ 1√
|A|

∑
g∈A
|g〉.

Step 2: Query the shifted difference set. This maps the state to:
1√
|A|

∑
g∈A

(−1)(g∈?s+D)|g〉 = 1√
|A|

∑
g∈A
|g〉 − 2√

|A|

∑
d∈(s+D)

|d〉.

Step 3: Apply the quantum Fourier transform for A. This maps the state to:

|χ0〉 −
2
|A|

∑
χ∈Â

χ(s+D)|χ〉 =
(

1− 2k
|A|

)
|χ0〉 −

2
|A|

∑
χ 6=χ0

χ(D)χ(s)|χ〉.

Step 4: Compute diag(1, χ(D)/
√
k − λ : χ 6= χ0) into the phase. This maps the state to:(

1− 2k
|A|

)
|χ0〉 −

2(k − λ)
|A|

∑
χ 6=χ0

χ(s)|χ〉.

Step 5: Apply the inverse quantum Fourier transform for A. This maps the state to:

1√
|A|

(
1− 2(k −

√
k − λ)

|A|

)∑
g∈A
|g〉 − 2

√
k − λ√
|A|

| − s〉

Step 5: Measure in the standard basis. Obtain −s with probability p := 4(k−λ)
|A| and all other

group elements uniformly with probability (1− p)/|A|.

3.1 Examples
3.1.1 Paley difference sets and shifted Legendre functions
Let A be the additive group of the finite field Fq, where q = pn is a prime power such that
q ≡ 3 (mod 4). Define D := {x : x is a non-zero square in Fq}. It is well-known [3, 45] that
D is then a difference set in A. These difference sets are also known as Paley difference sets.
The parameters of D are as follows:

(v, k, λ) =
(
q,
q − 1

2 ,
q − 3

4

)
.

I Example 12. Let q = 27 and consider the irreducible polynomial f(x) = x3 +x2 +x+ 2 ∈
F3[x], defining the finite field F27 ∼= F3[x]/(f(x)). Denote by {1, α, α2} an F3-basis of F27
where α := x mod f(x), the image of x under the canonical projection. Then D given by the
following 13 elements

D = {1, α, 2α2 + 2α+ 1, 2α+ 2, α+ 2, α2 + 2α, α2 + 1, 2α2 + 1,
α2 + α+ 1, α2, 2α2 + 2α, α2 + 2α+ 1, α2 + 2α+ 2}

defines a (27, 13, 6)-difference set in Z3
3.
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I Remark. Applying Algorithm 11 finds the hidden shift with probability of success

psuccess =

∣∣∣∣∣2
(
q−1

2 −
q−3

4
)1/2

q1/2

∣∣∣∣∣
2

≈ 1−O(1/q).

This means that for large q, we can efficiently recover the hidden shift. In this case, the
Algorithm 11 specializes to the algorithm given in [47]. We recover the result that an unknown
shift of the Legendre symbol can be reconstructed with high probability using 1 query.

3.1.2 Hadamard difference sets and shifted bent functions
Let A be the elementary abelian 2-group A = Z2n

2 , where n ∈ N. Let f : Z2n
2 → Z2 be a bent

function. Define D := {x ∈ Z2n
2 : f(x) = 1}. It is well-known [3, 45] that D is a difference

set in A. These difference sets are also known as Hadamard difference sets. The parameters
of D are as follows:

(v, k, λ) =
(
22n, 22n−1 − 2n−1, 22n−2 − 2n−1) .

I Example 13. Let n = 4 and let f(x1, x2, x3, x4) = x1x2 ⊕ x3x4 ⊕ x1 ∈ F2[x1, x2, x3, x4]
be a bent function from the Maiorana-McFarland family [11]. Then D = {x ∈ F4

2 : f(x) = 1}
given by the following 6 elements

D = {(1, 1, 0, 0), (1, 1, 1, 0), (1, 1, 0, 1), (0, 0, 1, 1), (1, 0, 1, 1), (0, 1, 1, 1)}

defines a (16, 6, 2)-difference set in Z4
2. The blocks of the development Dev(D) of D are

obtained by taking the characteristic function of f and shifting it under all elements of
A = Z4

2. Hence, the incidence matrix of the (16, 6, 2)-design Dev(D) is given by

0 0 0 1 0 0 0 1 0 0 0 1 1 1 1 0
0 0 1 0 0 0 1 0 0 0 1 0 1 1 0 1
0 1 0 0 0 1 0 0 0 1 0 0 1 0 1 1
1 0 0 0 1 0 0 0 1 0 0 0 0 1 1 1
0 0 0 1 0 0 0 1 1 1 1 0 0 0 0 1
0 0 1 0 0 0 1 0 1 1 0 1 0 0 1 0
0 1 0 0 0 1 0 0 1 0 1 1 0 1 0 0
1 0 0 0 1 0 0 0 0 1 1 1 1 0 0 0
0 0 0 1 1 1 1 0 0 0 0 1 0 0 0 1
0 0 1 0 1 1 0 1 0 0 1 0 0 0 1 0
0 1 0 0 1 0 1 1 0 1 0 0 0 1 0 0
1 0 0 0 0 1 1 1 1 0 0 0 1 0 0 0
1 1 1 0 0 0 0 1 0 0 0 1 0 0 0 1
1 1 0 1 0 0 1 0 0 0 1 0 0 0 1 0
1 0 1 1 0 1 0 0 0 1 0 0 0 1 0 0
0 1 1 1 1 0 0 0 1 0 0 0 1 0 0 0



.

Applying Algorithm 11 to the shifted difference problem for a Hadamard difference set finds
the hidden shift with probability of success

psuccess =

∣∣∣∣∣2
(
22n−1 − 22n−2)1/2

22n1/2

∣∣∣∣∣
2

= 1.

This means that we always recover the hidden shift s with probability 1. In this case,
the Algorithm 11 specializes to the algorithm given in [43]. We recover the result that an
unknown shift of a bent function can be reconstructed using 1 query.
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3.1.3 Singer difference sets and shifted hyperplanes
Let q be a prime power, let d ≥ 1 and let Fqd+1 be the finite field with qd+1 elements. The
Singer difference sets are constructed from d-dimensional projective spaces over Fq as follows:
consider the trace map tr from Fqd+1 to Fq. Let T be a transversal of F∗q in F∗qd+1 that is
chosen in such a way that tr maps T onto the values 0 and 1 in Fq only. We can then define
a group A := F×

qd+1/F×q which turns out to be cyclic. Furthermore, we can define a subset
D := {x : x ∈ A|tr(x) = 0}. It turns out [3] that D is then a difference set in ZN , where
N = qd+1−1

q−1 . This difference set has parameters

(v, k, λ) =
(
qd+1 − 1
q − 1 ,

qd − 1
q − 1 ,

qd−1 − 1
q − 1

)
. (4)

I Example 14. Let P = PG(2, 3) be the two-dimensional projective space over F3. Then
|P | = (33 − 1)/(3− 1) = 13. By choosing an F3-basis of F27 we obtain an embedding of F×27
into GL(3,F3). If α ∈ F27 is a primitive element for F27/F3, then the corresponding matrix
has order 26 and therefore generates a cyclic subgroup C of GL(3,F3) order 26. Under the
canonical projection π : GL(3,F3)→ PGL(3,F3), the subgroup C is mapped to a subgroup
C = 〈σ〉 of PGL(3,F3) of order 13 (see also [20, Kapitel II, Satz 7.3]). This subgroup is
sometimes also called the “Singler cycle.” The Singer cycle operates transitively on the
points {(x : y : z) : x, y, z ∈ F3} of the projective space P . By picking the particular order
[σip0 : i = 0, . . . , 12], where p0 is the point (0 : 0 : 1), we obtain points that we can identify
with [0, 1, . . . , 12]. The image of the hyperplane given by all points p ∈ F27 with tr(p) = 0 is
given by the set D := {0, 1, 3, 9}. Then D is a (13, 4, 1)-difference set in the cyclic group Z13.
The development Dev(D) is given by:

1 0 0 0 1 0 0 0 0 0 1 0 1
1 1 0 0 0 1 0 0 0 0 0 1 0
0 1 1 0 0 0 1 0 0 0 0 0 1
1 0 1 1 0 0 0 1 0 0 0 0 0
0 1 0 1 1 0 0 0 1 0 0 0 0
0 0 1 0 1 1 0 0 0 1 0 0 0
0 0 0 1 0 1 1 0 0 0 1 0 0
0 0 0 0 1 0 1 1 0 0 0 1 0
0 0 0 0 0 1 0 1 1 0 0 0 1
1 0 0 0 0 0 1 0 1 1 0 0 0
0 1 0 0 0 0 0 1 0 1 1 0 0
0 0 1 0 0 0 0 0 1 0 1 1 0
0 0 0 1 0 0 0 0 0 1 0 1 1



.

If in eq. (4) we consider q to be constant and d be a parameter that corresponds to the input
size of a hidden shift problem over ZN , we can use Algorithm 11 to solve the hidden shift
problem over ZN with probability of success

psuccess =
∣∣∣∣4(qd − qd−1)1/2

(qd+1 − 1)1/2

∣∣∣∣2 = 2
q

+O(1/q2).

This means that for constant q, we can efficiently recover the hidden shift from a constant
number of trials. In Section 4 we show how we can use the instances of hidden difference
problems of Singer type to construct efficiently solvable instances of the dihedral hidden
subgroup problem.

TQC 2016



8:10 Quantum Algorithms for Abelian Difference Sets and Applications to Dihedral HSPs

I Remark. We note that not all shifted difference set problems can be solved efficiently by
using Algorithm 11. An example is given by the projective planes (q2 + q + 1, q + 1, 1) of
order q. In this case the input size is given by log q and the probability of success can be
computed to be psuccess = | 2q1/2

(q2+q+1)1/2 |2 ≈ 2
q + O(1/q2), i.e., the probability of success is

exponentially small in this case. It is an open problem if cases like this can be tackled, e.g.,
by considering multi-register algorithms.

3.2 Injectivization
As mentioned in the introduction, it is well known that the hidden subgroup problem over
semidirect products of the form Ao Z2, where the action of Z2 is given by inversion, and
the hidden shift problem over A are closely related. More precisely, there is a one-to-one
correspondence between instances of the hidden subgroup problem in which the subgroup
is a conjugate of the order 2 subgroup H = 〈(0, 1)〉 and instances of injective hidden shift
problems over A.

This leads to the question whether it is possible to relate instances of hidden shift problems
where the hiding function f : A → S is not injective to the injective case. Thankfully, as
shown in [17] such a connection indeed exists. We briefly review this construction.

For given f : A → S, and a set V := {v1, . . . , vm} ⊆ A of m elements of A we define a
new function fV (x) := (f(x+ v1), . . . , f(x+ vm)). Gharibi showed in [17] that if the set V
is chosen uniformly at random, then the probability that the function fV is not injective can
be upper bounded as

PrV (fV not injective) ≤ |A|2(1− γmin)m, (5)

where γmin := minv 6=0(γv(f)) and for all v ∈ A the so-called influences γv(f) of f at v are
defined as γv(f) := Prx(f(x) 6= f(x+ v)), i.e., the probability that f changes its value when
the input is toggled by v.

We now show that for instances of shifted difference set problems these influences can
be bounded by the parameters of the difference set alone. This in turn allows to establish
a bound on the overall number of copies m that are needed to make the hiding function
injective, namely a bound that grows proportional to log |A|.

I Lemma 15. Let f : A → {0, 1} be a hiding function corresponding to the characteristic
function a (v, k, λ)-difference set in an abelian group A. Then for all v ∈ A \ {0} we have
that γv(f) = 2(k−λ)

|A| .

Proof. Note that

Prx(f(x) 6= f(x+ v)) = 1
|A|

∑
x∈A

(f(x)− f(x+ v))2 (6)

= 1
|A|

(|D|+ |v +D| − 2|D ∩ (v +D)|) (7)

= 1
|A|

(2|D| − 2λ) = 2(k − λ)
|A|

, (8)

where in the second equation we used the fact that only elements in the intersection
contribute to f(x)f(x+ v) and in the third equation we used Theorem 9 which implies that
|D ∩ (v +D)| = λ for all v 6= 0. J

We can now establish the claimed result that the number of copies only grows with the
log of the group size.
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I Theorem 16. Let D be a (v, k, λ)-difference set in an abelian group A and f : A→ {0, 1}
an instance of a hidden difference set problem for D. Then m = O(log |A|) copies are enough
to obtain an injective instance fV with probability greater than 1− 1

64 .

Proof. From the cited bound (5) we obtain that

Pr(f injective) ≥ 1− |A|2(1− γmin(f))m

It is easy to see that lower bounding the right hand side in this expression by 1 − 1
64 is

equivalent to choosing m ≥ 1
log(1−γmin(f)) (−6− 2 log2(|A|)). Now, from Lemma 15 we have

that γmin(f) = 2(k−λ)
|A| from which we can conclude that in particular |A| ≥ 2(k − λ) holds.

Using the fact that log2(1− x) ≤ −x holds for x ∈ [0, 1), this implies that

m ≥
⌈ 1

log2

(
1− 2(k−λ)

|A|

) (−6− 2 log2 |A|)
⌉

(9)

≥
⌈
− |A|

2(k − λ) (−6− 2 log2 |A|)
⌉
≥ 2 log2 |A|+ 6. (10)

Hence m = O(log |A|) copies are enough to guarantee that for V = {v1, . . . vm} chosen
uniformly at random, the probability of fV being injective is at least 1− 1

64 . J

4 Efficiently solvable dihedral hidden subgroup problems

I Theorem 17. There exist instances of the hidden subgroup problem over the dihedral
groups DN that can be solved in O(logN) queries to the hiding function, O(polylog(N))
quantum time, O(logN) quantum space, and trivial classical post-processing. Moreover, for
N = 2n − 1, where n ≥ 2, there exist instances of the hidden subgroup problem over the
dihedral group D2n−1 for which the hiding function is white-box and for which the entire
quantum computation can be performed in O(poly(n)) quantum time, O(n) quantum space,
and trivial classical post-processing. Moreover, the classical complexity of solving these
instances is at least as hard as solving the discrete logarithm problem over finite fields.

Proof. To construct the instances that can be solved efficiently we proceed in three steps:
(i) first, we show that a particular set of hidden shift problems over ZN can be obtained
from hiding functions that are indicator functions of hyperplanes and that these indicator
functions can be implemented efficiently, (ii) next we show that Algorithm 11 is query, time,
and space efficient for these instances; (iii) finally, we show that it is possible to construct
instances of the hidden subgroup problem in DN from the hidden shift instances constructed
in (i) and that these instances are unlikely to be solvable on a classical computer, unless
computing finite field discrete logarithms is possible in polynomial-time.

Step (i): We instantiate the abelian difference set quantum algorithm for the case of the
cyclic group A = ZN , where N = (qd+1− 1)/(q− 1) = qd + qq−1 + . . .+ 1. Here q is constant
and d is a parameter that corresponds to the input size of the problem. We use the explicitly
(white-box) description of the function f(x) = tr(αx), where tr denotes the trace map from
Fd+1
q to Fq and where α is a primitive element in Fq. Now, the instance of the shifted

difference set problem is defined by the hiding function g(x) = tr(αx+s), where s ∈ ZN . This
function can be given as a white-box function by providing the element β := αs ∈ Fqd+1

so that g can then be evaluated as g(x) = tr(αxβ). Note that the set {x ∈ A : tr(x) = 0}
defines a hyperplane and therefore a difference set D of Singer type.

Step (ii): We now go through each step of Algorithm 11 and check that the steps are
time- and space-efficient. In the first step, a Fourier transform is applied to create the equal
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superposition of all elements of A. As A is abelian, this can clearly be done efficiently. In the
second step, we have to evaluate the function g in superposition. Again, as there is an explicit
description of the trace which can be computed as sum of powers of the relative Frobenius
from Fqd+1 to Fq as follows tr(x) = x+xq + . . .+xq

d we can evaluate g(x) = tr(αxβ) by first
constructing a circuit for exponentiation x 7→ αx ∈ Fqd+1 followed by scalar multiplication
with β, followed by the application of the trace map. Clearly, all these operations can be
efficiently implemented by means of a classical Boolean circuit whose size and depth are
polynomial in d. Hence, by applying standard techniques from reversible computing, we can
derive quantum circuits for the evaluation of f and g. Therefore we can compute Step 2
efficiently on a quantum computer.

Step 3 is another application of a quantum Fourier transform over the abelian group A
which as in Step 1 can be done efficiently. Step 4 is the most challenging step in the entire
algorithm. If we were just interested in the query complexity of the problem we would be done
as we could simply apply the diagonal unitary operator ∆ := diag(1, χ1(D), . . . , χN−1(D)),
where χ1, . . . , χN−1 runs through all non-trivial characters of ZN . This argument is sufficient
to establish the first claimed statement in the theorem, i.e., the query complexity result.

For the white-box statement, we are interested in the time- and space-efficiency of the
algorithm, i.e., we have to show that ∆ can be implemented efficiently. For this we have to
assume N = 2n−1 as required by one of the subsequent steps (and we highlight where). First
we use a result due to van Dam and Seroussi [48] establishing that finite field Gauss sums
can be approximated efficiently on a quantum computer. The connection to our situation is
that the elements of ∆ are Gauss sums. We briefly review the van Dam/Seroussi algorithm
and then argue that we can apply it in superposition in order to compute ∆.

Let Fq be a finite field where q = pd+1 and p prime. Let ψ := Fp → C× be a non-trivial
additive character and let χ : F×q → C× be a non-trivial multiplicative character. Then the
Gauss sum G(ψ, χ) is defined as

G(ψ, χ) =
∑
x∈F×

q

χ(x)ψ(tr(x)).

The additive and multiplicative characters of Fq have a simple description: For n ∈ N denote
a primitive n-th root of unity in C× with ωn. Then the additive characters take the form
ψµ(x) := ω

tr(µx)
p , where µ ∈ Fq runs through all elements of Fq. The multiplicative characters

can be described using a primitive elements α ∈ Fpd+1 as follows: χβ(αi) := ωβi
pd+1−1, where

β runs through all non-zero elements of Fpd+1 . This means that evaluation χβ(x) = ωβ logα(x)

requires the computation of a discrete log over the multiplicative group of the field.
It is known that for non-trivial ψ and χ, the absolute value of the Gauss sum G(ψ, χ)

evaluates to |G(ψ, χ)| = √q, i.e., G(ψ, χ) = √qeiθ, where θ ∈ [0, 2π). The paper [48]
established that θ can be approximated with precision ε by a quantum algorithm in time
O( 1

εpolylog(q)). As we are overall only looking for a quantum algorithm that can solve
the hidden shift problem over ZN with bounded probability of success, it will be enough
to approximate the diagonal elements of ∆ with constant precision, i.e., we can use the
van Dam/Seroussi algorithm to estimate G(ψ, χ). A minor complication is the fact that
in [48] only the case of known character χ is considered, however, by making all steps of
the algorithm conditioned on the character χ it can be easily seen that the transformation
|χ〉 7→ G(χ, ψ)/√q|χ〉 can also be implemented coherently, i.e., on superposition of inputs χ.
The final step is to show how to relate χ(D) and G(χ, ψ). For this we make the restriction
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that p = 2 so that our parameters always take the form N = 2d+1 − 1. We then obtain that

χ(D) =
∑

x:tr(x)=0

χ(x) =
∑
x∈F×

q

χ(x)(1 + (−1)tr(x)) =
∑
x∈F×

q

χ(x) +
∑
x∈F×

q

χ(x)(−1)tr(x)

=
∑
x∈F×

q

χ(x)(−1)tr(x) = G(ψ, χ),

where ψ denotes the additive character ψ(x) := (−1)tr(x) of F2n and χ(x) denotes a multi-
plicative character of F×2n . This argument establishes that we can approximate the operator
∆ efficiently on a quantum computer with constant precision ε.

The final two steps of the algorithm are easy to do: Step 5 is just another Fourier
transform and Step 6 a measurement in the computational basis, both of which can be done
efficiently.

Step (iii): To construct the desired instances of the hidden subgroup problem from the
hidden shift problem, we apply the results from Subsection 3.2 and specialize them to the case
of the Singer difference sets. We pick m = 2(d+ 1) + 6 random elements v1, . . . , vm ∈ Fqd+1

and construct the hiding function gv1,...,vm(x) := (g(x+ v1), . . . , g(x+ vm)) which according
to Theorem 16 is injective with probability greater than 1 − 1

64 . We then apply another
standard construction [15, 28] which allows to turn an instance of an injective hidden shift
problem into a hidden subgroup problem. Indeed, if f, g : A→ S is an injective instance of a
hidden shift problem with shift s ∈ A, then the corresponding hidden subgroup problem over
Ao Z2 is given by the hiding function F ((a, 0)) := f(a) and F ((a, 1)) := g(a), where (a, t)
is an encoding of the elements, i.e., a ∈ A and t ∈ Z2. Conversely, if F : A o Z2 → S is a
defining function of a hidden subgroup problem with hidden subgroup H = 〈(a, 1)〉 of order
2, then f(x) := F (x, 0) and g(x) := F (x, 1) defines a hidden shift problem over A.

Overall, we established the claimed result of the existence of an efficient quantum algorithm
to solve the hidden subgroup problem. The classical complexity of finding the shift s from β

clearly is as least as hard as solving the discrete logarithm over a finite field. J

I Corollary 18. Let N = 2n − 1, where n ≥ 2, there there exist an expected number of 2n2

instances of hidden subgroup problems over DN that can be solved efficiently on a quantum
computer.

Proof. From the proof of Theorem 17 we see that in step (iii) for each random choice of
m = O(log |A|) elements, where |A| = |Z2n−1| = 2n−1, we obtain a valid injectivization of the
hidden shift function. There are an expected number of O(|A|m) = O((2log2(|A|))m) = O(2n2)
such functions. J

5 Conclusions

We showed that the property of difference sets to give rise to functions with two level Fourier
(power) spectrum which makes them useful for classical applications also allows to define
hidden shift problems which can then be tackled on a quantum computer. While a solution
to general hidden shift problems for arbitrary difference sets remains elusive, we showed that
several interesting special cases can indeed be solved efficiently on a quantum computer.
This includes the known cases of the Legendre symbol which we show to be an instantiation
of our framework for the case of a Paley difference set. Furthermore, it includes the case
of hidden bent functions which we show to be special cases of Hadamard difference sets.
The case of Singer difference sets appears to be new and allows us to construct white-box

TQC 2016



8:14 Quantum Algorithms for Abelian Difference Sets and Applications to Dihedral HSPs

instances of dihedral hidden subgroup problems that can be solved fully efficiently on a
quantum computer, both in the quantum and in the classical parts of the algorithm.

Open problems include whether these findings have any consequence for more general
classes of instances of the dihedral hidden subgroup problem and the hidden subgroup problem
in other semidirect products of a similar form. Other open problems include whether it is
possible to solve the shifted difference set problem for projective planes which we mentioned
cannot be solved by our main algorithm with better than exponentially small probability of
success. One possible avenue for future research is to consider multi-register algorithms to
tackle this problem. Another open problem is the case of hidden shift problems over abelian
groups for functions that have approximately constant spectra, possibly with the exception
of the zero frequency as in case of the functions arising from difference sets considered in
this paper.

Acknowledgments. The author would like to thank Schloss Dagstuhl for hosting Seminar
15371, during which part of this research was carried out.
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Abstract
Instantaneous non-local quantum computation requires multiple parties to jointly perform a
quantum operation, using pre-shared entanglement and a single round of simultaneous commu-
nication. We study this task for its close connection to position-based quantum cryptography,
but it also has natural applications in the context of foundations of quantum physics and in dis-
tributed computing. The best known general construction for instantaneous non-local quantum
computation requires a pre-shared state which is exponentially large in the number of qubits
involved in the operation, while efficient constructions are known for very specific cases only.

We partially close this gap by presenting new schemes for efficient instantaneous non-local
computation of several classes of quantum circuits, using the Clifford+T gate set. Our main
result is a protocol which uses entanglement exponential in the T-depth of a quantum circuit,
able to perform non-local computation of quantum circuits with a (poly-)logarithmic number
of layers of T gates with quasi-polynomial entanglement. Our proofs combine ideas from blind
and delegated quantum computation with the garden-hose model, a combinatorial model of
communication complexity which was recently introduced as a tool for studying certain schemes
for quantum position verification. As an application of our results, we also present an efficient
attack on a recently-proposed scheme for position verification by Chakraborty and Leverrier.

1998 ACM Subject Classification F.1.1 Models of Computation

Keywords and phrases Quantum Cryptography, Quantum Communication
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1 Introduction

We study the task of instantaneous non-local quantum computation, and present new
protocols to efficiently perform this task for specific classes of quantum circuits. Our main
motivation comes from position-based quantum cryptography, where previous attacks on
schemes for position-based quantum cryptography have taken either of two forms:

First results on quantum position-based cryptography involved attacks on specific pro-
posals for schemes, such as the attacks by Lau and Lo [31], those by Kent, Munro and
Spiller [28], and the attack on Beigi and König’s scheme using mutually-unbiased-bases [37].
A certain family of efficient attacks on a concrete class of single-qubit schemes [13] was
formalized by the garden-hose model. Described as ‘fast protocols for bipartite unitary
operators’, Yu, Griffiths and Cohen [40, 39] give protocols that, although not directly inspired
by position-based quantum cryptography, can be translated to our setting.

On the other hand Buhrman et al. [12] constructed a general attack which treats the
quantum functionality of the protocol to be attacked as a black box. For a protocol which uses
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a message of n qubits, the entanglement consumption of this attack is around 2log ( 1
ε )24n EPR

pairs, doubly exponential in n. Here ε represents the probability that the attack does not
succeed. The construction of Buhrman et al. was based on a protocol for ‘instantaneous non-
local measurement’ by Vaidman [38, 16]. Beigi and König [5] later constructed a more efficient
general attack, using port-based teleportation – a new teleportation method introduced by
Ishizaka and Hiroshima [25, 26]. The improved attack uses O(n 28n

ε2 ) EPR pairs, still an
exponential dependence on n.

These protocols were able to solve the following task. Given a constant ε ≥ 0 and an
n-qubit quantum operation1 U , where n is a natural number. Two players, Alice and Bob,
receive an arbitrary input state ρAB of n qubits, with the players receiving n/2 qubits each.
After a single round of simultaneous quantum2 communication, the players must output a
state ε-close to UρABU†. Alice outputs the first n/2 qubits of the state and Bob outputs
the other n/2 qubits. We define INQCε(U) as the smallest number of EPR pairs that the
players have to share at the start of a protocol which performs this task. INQC(U) is used
as a shorthand for INQC0(U), a protocol which works with no error. We present a more
precise definition of INQC is presented in Appendix A.

In this work we partially bridge the gap between efficient specific constructions for
instantaneous non-local computation and expensive general ones, by constructing a protocol
for non-local computation of a unitary transformation U such that the entanglement use of
the protocol depends on the quantum circuit which describes U .

In particular, writing quantum circuits over the Clifford+T gate set, we create a protocol
using entanglement exponential in the T-count. We also present a protocol that uses an
amount of entanglement which scales as the number of qubits n raised to the power of
the T-depth of the circuit. Even though this is a quickly-growing dependence, for circuits
of constant T-depth this amounts to a polynomial dependence on n, unlike any earlier
construction. For circuits of polylogarithmic T-depth we obtain an amount of entanglement
which is quasi-polynomial in n, i.e. a dependence of the form 2(logn)c for some constant c.
Note that the depth and size of the quantum circuit can be much higher than its T-depth: we
allow an arbitrary number of gates from the Clifford group in addition to the limited number
of T gates. Our results imply new efficient attacks on any scheme for position-verification
where the action of the honest party can be written as a low T-depth quantum circuit.

Linking blind quantum computation and instantaneous non-local quantum computation
was first considered by Broadbent3 [8], who considered a setting where the parties have access
to non-local boxes – correlations even stronger than those allowed by quantum mechanics. The
techniques we use are also based on delegated and blind quantum computation [15, 4, 18, 19, 7]
and results on computation via teleportation [24], but we combine them with new ideas from
the garden-hose model [13, 29] – a recently-introduced combinatorial model for communication
complexity with close links to a specific class of schemes for position verification.

We prove two main theorems, each improving on the entanglement consumption of
the best-known previous constructions for non-local instantaneous quantum computation

1 Our constructions only consider unitaries given by quantum circuits, but the task naturally extends to
more general quantum operations. The motivation for Vaidman’s original scheme [38], which formed
the basis of Buhrman et al.’s construction, was to instantaneously perform a non-local measurement.
Our constructions can also be applied to that case, by writing the measurement as a unitary operation
followed by a measurement in the computational basis.

2 Since restriction to classical communication is not necessarily dictated by the application in position-
based quantum cryptography, we allow quantum communication. All presented protocols work equally
well when all messages are classical instead.

3 These results were first available as privately-circulated notes in December 2011, and were made available
online in December 2015.
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for specific circuits4. Additionally, we use our proof method to construct a new attack
on a scheme for position verification which was recently proposed by Chakraborty and
Leverrier [14].

I Theorem 3. Any n-qubit Clifford+T quantum circuit C which has at most k T gates has
a protocol for instantaneous non-local computation using O(n2k) EPR pairs.

I Theorem 5. Any n-qubit quantum circuit C using the Clifford+T gate set which has
T-depth d, has a protocol for instantaneous non-local computation using O( (68n)d ) EPR
pairs.

The main technical tool we use in the proof of our depth-dependent construction is the
following lemma, which is able to remove a conditionally-applied gate from the Clifford group
without any communication – at an entanglement cost which scales with the garden-hose
complexity of the function which describes the condition.

I Lemma 4. Let f : {0, 1}n × {0, 1}n → {0, 1} be a function known to all parties, and let
GH (f) be the garden-hose complexity of the function f . Assume Alice has a single qubit with
state Pf(x,y)|ψ〉, for binary strings x, y ∈ {0, 1}n, where Alice knows the string x and Bob
knows y. The following two statements hold:
1. There exists an instantaneous protocol without any communication which uses 2GH (f)

pre-shared EPR pairs after which a chosen qubit of Alice is in the state Xg(x̂,ŷ)Yh(x̂,ŷ)|ψ〉.
Here x̂ depends only on x and the 2GH (f) bits that describe the measurement outcomes
of Alice, and ŷ depends on y and the measurement outcomes of Bob.

2. The garden-hose complexities of the functions g and h are at most linear in the garden-
hose complexity of the function f . More precisely, GH (g) ≤ 4GH (f) + 1 and GH (h) ≤
11GH (f) + 2.

Chakraborty and Leverrier [14] recently proposed a protocol for quantum position verification
on the interleaved multiplication of unitaries. They show that all known attacks, applied
to this protocol, require entanglement exponential in the number of terms t in the product.
As an application of Lemma 4, we present an attack on their proposed protocol which has
entanglement cost polynomial in t and the number of qubits n. The new attack requires an
amount of entanglement which scales as ( tε )O(1) per qubit, and for each qubit succeeds with
probability at least 1− ε.

2 Preliminaries

2.1 The Pauli matrices and the Clifford group

The single-qubit Pauli matrices are X =
(

0 1
1 0

)
, Y =

(
0 −i
i 0

)
, Z =

(
1 0
0 −1

)
, and the

identity I =
(

1 0
0 1

)
. A Pauli operator on an n-qubit state is the tensor product of n

one-qubit Pauli matrices, the group of n qubit Pauli operators5 is P = {σ1 ⊗ · · · ⊗ σn |

4 From now on, whenever we write ‘quantum circuit’, we will always mean a quantum circuit that only
uses the Clifford group generators, together with T gates.

5 The given definition includes a global phase, which is not important when viewing the elements as
quantum gates.
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∀j : σj ∈ {I,X, Y, Z}} × {±1,±i}. These are some of the simplest quantum operations and
appear, for example, as corrections for standard quantum teleportation.

The Clifford group can be defined as those operations that take elements of the Pauli
group to other elements of the Pauli group under conjugation – the normalizer of the Pauli
group. We consider the Clifford group on n qubits, for some natural number n.

C = {U ∈ U(2n) | ∀σ : σ ∈ P =⇒ UσU† ∈ P} (1)

Notable elements of the Clifford group are the single-qubit gates given by the Hadamard

matrix H = 1√
2

(
1 1
1 −1

)
and the phase gate P =

(
1 0
0 i

)
, and the two-qubit CNOT gate

given by CNOT =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

.

The set {H,P,CNOT} generates the Clifford group up to a global phase when applied
to arbitrary qubits, see e.g. [23]. For all these gates, we will use subscripts to indicate the
qubits or wires to which they are applied; e.g. Hj is a Hadamard gate applied to the j-th
wire, and CNOTj,k is a CNOT that has wire j as control and k as target.

Even though there exist interesting quantum circuits that use only gates from the Clifford
group, it is not a universal set of gates. Indeed, the Gottesman–Knill states that such a
circuit can be efficiently simulated by a classical computer, something which is not known to
be true for general quantum circuits [22, 1]. By extending C with any gate, we do obtain a
gate-set which is universal for quantum computation [32].

The gate we will use to extend the Clifford gates to a universal set is the T gate, sometimes

called π/8-gate or R, defined by T =
(

1 0
0 eiπ/4

)
. We will write all circuits using gates from

the set {X,Z,H,P,CNOT,T}. Technically X, P, and Z are redundant here, since they can be
formed by the others as P = T2, Z = P2 and X = ZHZ, but we include them for convenience.

In our protocols for instantaneous non-local computation, we will alternate teleportation
steps with gate operations, and therefore the interaction between the Pauli matrices and
the other gates are especially important. We will make much use of the following identities,
which can all be easily checked6.

XZ = ZX
PZ = ZP
PX = XZP

HX = ZH
HZ = XH
TX = PXT

CNOT1,2(X⊗ I) = (X⊗X)CNOT1,2

CNOT1,2(I⊗X) = (I⊗X)CNOT1,2

CNOT1,2(Z⊗ I) = (Z⊗ I)CNOT1,2

CNOT1,2(I⊗ Z) = (Z⊗ Z)CNOT1,2

(2)

2.2 Key transformations from Clifford circuits
For a 0/1 vector v of length n and for any single-qubit operation U , we write Uv =

⊗n
j=1 U

vj ,
i.e., Uv is the application of U on all qubits j ∈ [n] for which vj = 1. When Alice teleports a
state |ψ〉 of n qubits to Bob, the uncorrected state at Bob’s side can be written as XaxZaz |ψ〉.
Here we let ax and az be the vectors representing the outcomes of the Bell measurements of
Alice. In analogy with the the literature on assisted and blind quantum computation, we
will call the teleportation measurement outcomes ax and az the key needed to decode |ψ〉.

6 Here equality is up to a global phase – which we will ignore from now on for simplicity.
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The specific entries of these keys will often depend on several different measurement
outcomes, given by earlier steps in the protocol, and we will therefore occasionally describe
them as polynomials over F2. Viewing the keys as polynomials is especially helpful in the
description of the more-complicated protocol of Section 5.

For any gate from the Clifford group U ∈ C, if we apply U on the encoded state, we can
describe the resulting state as U |ψ〉 with a new key. That is, UXaxZaz |ψ〉 = X âxZ âzU |ψ〉
for some new 0/1 keys âx, âz. The transformations of the keys will have a particularly simple
form. (See for example [11] for a characterization of these transformations and a different
application of Clifford circuit computation.)

For example, we can write the identities of Equation 2 in terms of key transformations.
The transformations that occur when a bigger Pauli operator is applied, can then be easily
found by writing the Pauli operator in terms of its generators {H,P,CNOT}, and applying
these rules one-by-one. We will write (x1, x2 | z1, z2) as a shorthand for, respectively, the X
key on the first and second qubit, and the Z key on the first and second qubit – this is a
convenient notation7 for the pair of vectors ax and az that represent these keys. All addition
of these keys will be over F2, i.e., the + represents the binary exclusive or.

P(x | z)→ (x | x+ z)P
H(x | z)→ (z | x)H

CNOT1,2(x1, x2 | z1, z2)→ (x1, x1 + x2 | z1 + z2, z2)CNOT1,2

2.3 Clifford+T quantum circuits, T-count and T-depth
In several different areas of quantum information, gates from the Clifford group are ‘well-
behaved’ or ‘easy’, while the other non-Clifford gates are hard – an observation which was
also made, with several examples, in the recent [10].

The T-count of a quantum circuit is defined as the number of T gates in the entire
quantum circuit. The T-depth is the number of layers of T gates, when viewing the circuit
as alternating between Clifford gates and a layer of simultaneous T gates. See for example
Figure 5.

Given a quantum operation, it is not always obvious what is the best circuit in terms of
T-count or T-depth. Recent work gave algorithms for finding circuits that are optimized in
terms of T-depth [3, 21, 35, 2] and optimal constructions for arbitrary single-qubit unitaries
have also been found [30, 34, 36]. These constructions sometimes increase the number of
qubits involved by adding ancillas – the use of which can greatly decrease the T-depth of the
resulting circuit.

2.4 The garden-hose model
The garden-hose model is a combinatorial model of communication complexity, first introduced
by Buhrman, Fehr, Schaffner and Speelman [13]. The recent work by Klauck and Podder [29]
further investigated the notion, proving several follow-up results. Here we repeat the basic
definitions of the garden-hose model and its link to attacks on schemes for position-based
quantum cryptography.

Alice has an input x ∈ {0, 1}n, Bob has an input y ∈ {0, 1}n, and the players want to
compute a function f : {0, 1}n × {0, 1}n → {0, 1} in the following way. Between the two

7 This mapping is called the symplectic notation when used in the stabilizer formalism, although we won’t
need to introduce the associated symplectic inner product for our construction.
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9:6 Instantaneous Non-Local Computation of Low T-Depth Quantum Circuits

players are s pipes, and, in a manner depending on their respective inputs, the players link
up these pipes one-to-one with hoses. Alice also has a water tap, which she can connect
to one of these pipes. When f(x, y) = 0, the water should exit on Alice’s side, and when
f(x, y) = 1 we want the water to exit at Bob’s side. The garden-hose complexity of a function
f , written GH (f), then is the least number s of pre-shared pipes the players need to compute
the function in this manner.

There is a natural translation from strategies of the garden-hose game to a quantum
protocol that routes a qubit to either Alice or Bob depending on their local inputs, up
to teleportation corrections. Consider the following quantum task, again dependent on a
function f like in the previous paragraph. Alice now receives a quantum state |ψ〉 and a
classical input x, Bob receives input y, and the players are allowed one round of simultaneous
communication. If f(x, y) = 0, Alice must output |ψ〉 after this round of communication, and
otherwise Bob must output |ψ〉. We would like to analyze how much pre-shared entanglement
the players need to perform this task.

From the garden-hose protocol for f , the players can come up with a strategy for this
quantum task that needs at most GH (f) EPR pairs pre-shared. Every pipe corresponds to
an EPR pair. If a player’s garden-hose strategy dictates a hose between some pipe j and
another pipe k, then that player performs a Bell measurement of EPR-halves labeled j and
k. Alice’s connection of the water tap to a pipe corresponds to a Bell measurement between
her input state |ψ〉 and the local half of an EPR pair. After their measurements, the correct
player will hold the state |ψ〉, up to Pauli corrections incurred by the teleportations. The
corrections can be performed after a step of simultaneous communication containing the
outcomes of all measurements.

We will describe some of the logic in terms of the garden-hose model, as an abstraction
away from the qubits involved. When we refer to a quantum implementation of a garden-hose
strategy, we always mean the back-and-forth teleportation as described above.

The following lemma will prove to be useful. Let the number of spilling pipes of a
garden-hose protocol for a player be the number of possible places the water could possibly
exit. That is, the number of spilling pipes for Alice for a specific x, is the number of different
places the water could exit on her side over all Bob’s inputs y. The number of spilling pipes
for Alice is then the maximum number of spilling pipes over all x. To be able to chain
different parts of a garden-hose protocol together, it can be very convenient to only have a
single spilling pipe for each player.

I Lemma 1 (Lemma 11 of [29]). A garden-hose protocol P for any function f with multiple
spilling pipes can be converted to another garden-hose protocol P ′ for f that has only one
spilling pipe on Alice’s side and one spilling pipe on Bob’s side. The size of P ′ is at most 3
times the size of P plus 1.

Klauck and Podder also showed that computing the binary XOR of several protocols is
possible with only a linear overhead in total garden-hose complexity [29, Theorem 18]. We
give an explicit construction for this statement in AppendixC – the result already follows
from the similar construction of [29, Lemma 12], except that we obtain a constant which is
slightly better than unfolding their (more general) proof.

I Lemma 2. Let (f1, f2, . . . , fk) be functions, where each function fi has garden-hose
complexity GH (fi). Let c ∈ {0, 1} be an arbitrary bit. Then,

GH
(
c⊕

k⊕
i=1

fi

)
≤ 4

k∑
i=1

GH (fi) + 1 .
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C1 C2 Ck Ck+1

T
· · ·

T︸ ︷︷ ︸
k times

Figure 1 A circuit with T-count k. The Ci gates represent subcircuits consisting only of operation
from the Clifford group C.

3 Low T-count quantum circuits

I Theorem 3. Let C be an n-qubit quantum circuit with gates from the Clifford+T gate set,
and let C contain k T-gates in total. Then INQC(C) ≤ O(n2k), i.e., there exists a protocol
for two-party instantaneous non-local computation of C which uses a pre-shared entangled
state of O(n2k) EPR pairs.

Proof. Let Alice’s input state be some arbitrary quantum state |ψ0〉. We will write the
quantum state at step t ∈ {0, . . . , k}, as intermediate result of executing the circuit C for t
steps, as |ψt〉. Let Ct be the subcircuit, consisting only of Clifford gates, between the (t−1)th
and tth T gates. At step t, the circuit alternates between the Clifford subcircuit Ct and a
T-gate on some wire wt which we write as Twt , that is, we define Twt = I⊗wt−1⊗T⊗I⊗n−wt−1.

Because of the nature of the setting, all steps are done instantaneously unless noted
otherwise, without waiting for a message of the other party. For example, if the description
mentions that one party teleports a qubit, we can instantly describe the qubit as ‘being on the
other side’, but the other party will act on the uncorrected qubit, since the communication
will only happen afterwards and simultaneously.

We first give a high-level description of the protocol. Bob teleports his part of the state
to Alice, who holds the entire state – up to teleportation corrections. Alice will now apply
the first set of Clifford gates, followed by a single T gate. The teleportation corrections (all
known to Bob) determine whether the T gate that Alice performs creates an unwanted extra
P gate on the state. The extra P gate is created whenever an X correction is present, because
of the relation TX = PXT. Therefore, even though Alice holds the state, only Bob knows
whether the state has an extra unwanted P gate or not.

To remove the unwanted gate, Alice teleports all n qubits back to Bob, who corrects the
phase gate (if present). The players then perform a garden-hose-like trick to keep the form
of the key simple, at the cost of doubling the total size at each step.

Now we will give the precise description of the players’ actions:

Step 0. Bob performs a Bell measurement to teleport all his n/2 qubits to Alice, where we
write the needed X-corrections as b0

x,i and Z-corrections b0
z,i, for i = n/2 + 1, . . . , n. Now,

since the qubits Alice already started with don’t need a correction, we have b0
x,i = b0

z,i = 0
for i = 1, . . . , n/2. Then we write b0

x and b0
z for the 0/1 vector containing the X corrections

and Z correction respectively. The complete state is Xb0
xZb0

z |ψ0〉, where all qubits are at
Alice’s side while Bob knows the key.

Step 1.a. Alice executes C1 on the (uncorrected) qubits, so that the state now equals

C1Xb0
xZb

0
z |ψ0〉 = Xb̂1

xZb̂
1
zC1|ψ0〉 ,
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where (b̂1
x, b̂

1
z) = f1(b0

x, b
0
z), with f1 : Fn2 × Fn2 → Fn2 × Fn2 is a formula that consists of

relabeling and addition over F2, and that is known to all parties. Bob knows all the
entries of the vectors b̂1

x and b̂1
z that contain the new teleportation corrections.

Step 1.b. Alice executes the T gate on the correct wire w1 ∈ {1, . . . , n} of the uncorrected
qubits. Define b1 = b̂1

x,w1
, the w1 entry of the vector b̂1

x. The state in Alice’s possession
is now

Tw1Xb̂1
xZb̂

1
zC1|ψ0〉 = Pb1

w1
Xb̂1

xZb̂
1
z Tw1C1|ψ0〉 = Pb1

w1
Xb̂1

xZb̂
1
z |ψ1〉 .

That is, besides the presence of the Pauli gates, depending on the teleportation measure-
ments, the w1 qubit possibly has an extra phase gate that needs to be corrected before
the protocol can continue.

Step 1.c. Alice teleports all qubits to Bob, with teleportation outcomes a1
x, a

1
z ∈ Fn2 . We

will define the a1 as the w1 entry of a1
x. Bob then has the state

Xa1
xZa

1
z Pb1

w1
Xb̂1

xZb̂
1
z |ψ1〉 = Pb1

w1
Xb̂1

xZb̂
1
z Za1b1

Xa1
xZa

1
z |ψ1〉 .

Knowing the relevant variables from his measurement outcomes in the previous steps,
Bob performs the operation Xb̂1

xZb̂1
z (Pb1

w1
)† to transform the state to Za1b1Xa1

xZa1
z |ψ1〉.

Step 1.d. For this step the players share two sets of n EPR pairs, one set labeled “b1 = 0”,
the other set labeled “b1 = 1”. Bob teleports the state to Alice using the set corresponding
to the value of b1, with teleportation outcomes b2

x and b2
z.

Step 1.e. The set of qubits corresponding to the correct value of b1 are in the state

Xb2
xZb

2
xZa1b1

Xa1
xZa

1
z |ψ1〉 .

On the set labeled “b1 = 0”, Alice applies Xa1
xZa1

z , and on the set labeled “b1 = 1” Alice
applies Xa1

xZa1
z Za1

w1
, so that the state (at the correct set of qubits) equals Xb2

xZb2
z |ψ1〉.

We are now in almost the same situation as before the first step: Alice is in possession of
a state for which Bob completely knows the needed teleportation corrections – with the
difference that Alice does not know which of the two sets that is.

Steps 2. . . k. The players repeat the protocol from Step 1, but Alice performs all steps in
parallel for all sets of states. The needed resources then double with each step: two sets
for step 2, four for step 3, etc.

Step k+1, final step. When having executed this protocol for the entire circuit, Alice only
teleports Bob’s qubits back to him, i.e. the qubits corresponding to the last n/2 wires,
instead of the entire state, so that in the correct groups, Alice and Bob are in possession of
the state |ψk〉 up to simple teleportation corrections. Then, in their step of simultaneous
communication, the players exchange all teleportation measurement outcomes. After
receiving these measurement outcomes, the players discard the qubits that did not contain
the state, and perform the Pauli corrections on the correct qubits.

The needed EPR pairs for this protocol consist of n/2 for Step 0. Then every set uses at
most 3n pairs: n for the teleportation of Alice to Bob, and 2n for the teleportation back.
The t-th step of the circuit starts with 2t−1 sets of parallel executions, therefore the total
entanglement is upper bounded by n/2 +

∑k
t=1 2t−13n ≤ 3n2k. J

4 Conditional application of phase gate using garden-hose protocols

The following lemma connects the difficulty of removing an unwanted phase gate that is
applied conditional on a function f , to the garden-hose complexity of f . This lemma is the
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Pf(x,y)|ψ〉

Teleport according to
GH protocol for f

P−1

P−1

P−1

Xg(x̂,ŷ)Zh(x̂,ŷ)|ψ〉

Pf(x,y)|ψ〉

GH protocol for f (copy)

Figure 2 Schematic overview of the quantum protocol to undo the conditionally-present phase
gate on |ψ〉. The solid connections correspond to Bell measurements.

main technical tool which we use to non-locally compute quantum circuits with a dependence
on the T-depth.

I Lemma 4. Assume Alice has a single qubit with state Pf(x,y)|ψ〉, for binary strings
x, y ∈ {0, 1}n, where Alice knows the string x and Bob knows y. Let GH (f) be the garden-
hose complexity of the function f . The following two statements hold:
1. There exists an instantaneous protocol without any communication which uses 2GH (f)

pre-shared EPR pairs after which a known qubit of Alice is in the state Xg(x̂,ŷ)Yh(x̂,ŷ)|ψ〉.
Here x̂ depends only on x and the 2GH (f) bits that describe the measurement outcomes
of Alice, and ŷ depends on y and the measurement outcomes of Bob.

2. The garden-hose complexities of the functions g and h are at most linear in the complexity
of the function f . More precisely, GH (g) ≤ 4GH (f) + 1 and GH (h) ≤ 11GH (f) + 2.

Proof. To prove the first statement we will construct a quantum protocol that uses 2GH (f)
EPR pairs, which is able to remove the conditional phase gate. The quantum protocol uses
the garden-hose protocol for f as a black box.

For the second part of the statement of the lemma, we construct garden-hose protocols
which are able to compute the teleportation corrections that were incurred by executing our
quantum protocol. By explicitly exhibiting these protocols, we give an upper bound to the
garden-hose complexity of the X correction g and the Z correction h.

The quantum protocol is shown as Figure 2. Alice and Bob execute the garden-hose pro-
tocol with the state Pf(x,y)|ψ〉, i.e. they teleport the state back and forth, with the EPR pairs
chosen depending on x and y. Afterwards, if f(x, y) = 0, the qubit will be at one of the unmeas-
ured EPR halves on Alice’s side, and if f(x, y) = 1 the qubit will be on Bob’s side. The state
of the qubit will be Xg′(x′,y′) Zh′(x′,y′) Pf(x,y)|ψ〉 = Pf(x,y)Xg′(x′,y′) Zh′(x′,y′)⊕f(x,y)g′(x′,y′) |ψ〉,
for some functions g′ and h′.
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On each qubit on Bob’s side, corresponding with an ‘open pipe’ in the garden-hose model,
Bob applies P−1, so that the state of the qubit is now equal to Xg′(x′,y′) Zh′(x′,y′)⊕f(x,y)g′(x′,y′)

|ψ〉. The exact location of our qubit depends on the protocol, and is unknown to both
players. Here x′ and y′ are the measurement outcomes of Alice and Bob in this first half of
the protocol.

To return the qubit to a known position without an extra communication step, we employ
a trick that uses the reversibility of the garden-hose model. Alice and Bob repeat the exact
same garden-hose strategy, except they leave the start open, and connect the open ends
between the original and the copy. Alice performs a Bell measurement between the first open
qubit in the original, and the first open qubit in the copy, etc. Bob does the same, after
he applied the P gates. Afterwards, the qubit will be present in the start location, ‘water
tap’ in garden-hose terminology, of the copied game, since it has followed the exact same
path backwards. The final state of the qubit now is Xg(x̂,ŷ) Zh(x̂,ŷ) |ψ〉, for some functions
g and h and x̂ and ŷ the measurement outcomes of Alice and Bob respectively. The total
entanglement consumption is 2GH (f).

Every measurement corresponds to a connection of two pipes in the garden-hose model,
therefore each player performs at most GH (f) teleportation measurements, of which the
outcomes can be described by 2GH (f) bits.

Label the EPR pairs with numbers from {1, 2, . . . , 2GH (f)}, and use the label 0 for the
register holding the starting qubit |ψ〉. Let A be a list of disjoint pairs of the indices of
the EPR pairs that Alice uses for teleportation in this protocol, and let ax, az ∈ {0, 1}|A|
be the bit strings that respectively hold the X and Z outcomes of the corresponding Bell
measurements. Similarly, let B be a list of the indices of the EPR pairs that Bob uses, and
let bx, bz ∈ {0, 1}|B| be the bit strings that hold the measured X and Z corrections.

To show the second part of the statement, we will construct a garden-hose protocol which
tracks the newly-incurred Pauli corrections from teleporting the qubit back-and-forth, by
following the qubit through the path defined by A and B.

We will first construct the protocol for the final X-correction, a function we denoted by g.
The protocol is also schematically shown as Figure 3. Note that to compute the X correction
the conditional presence of the phase gate is not important: independent of whether f(x, y)
equals 1 or 0, we only need to track the X teleportation corrections that the qubit incurred
by being teleported back-and-forth by Alice and Bob. An efficient garden-hose protocol for g
is given by the following.

Use two pipes for each EPR pair in the protocol, 2GH (f) pairs of 2 pipes each. Label the
top pipe of some pair i by Ii, and the bottom pipe by Xi. We will iterate over all elements of
A, i.e. all performed Bell measurements by Alice. Consider some element of A, say the k-th
pair Ak which consists of {i, j}. If the corresponding correction bx,k equals 0, we connect the
pipe labeled Ii with the pipe labeled Ij and the pipe labeled Xi with the pipe labeled Xj .
Otherwise, if bx,k equals 1, we connect them crosswise, so we connect Ii with Xj and Xi with
Ij . Finally, the place where the qubit ends up after the protocol is unique (and is the only
unmeasured qubit out of all 2GH (f) EPR pairs). For the set of open pipes corresponding to
that EPR pair, say number i∗, we use one extra pipe to which we connect Xi∗ , so that the
water ends up at Bob’s side for the 1-output. This garden-hose protocol computes the X
correction on the qubit, and uses 4GH (f) + 1 pipes in total, therefore GH (g) ≤ 4GH (f) + 1.

For the Z-correction we can build a garden-hose protocol using the same idea, but there
is one complication we have to take care of. At the start of the protocol, there might be an
unwanted phase gate present on the state. If some teleportation is performed before this
phase gate is corrected, say by Alice with outcomes ax, az, then the effective correction can be
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|ψ〉

EPR pair 1

EPR pair 2

EPR pair 3

ax,1, az,1

ax,2, az,2

bx,1, bz,1

tap
I1

X1

I2

X2

(out if ax,1 ⊕ bx,1 ⊕ ax,2 = 0)
I3

(out if ax,1 ⊕ bx,1 ⊕ ax,2 = 1)
X3

ax,1 =0 ax,1 =1

ax,2 =0 ax,2 =1

bx,1 =0 bx,1 =1

Figure 3 Example garden-hose protocol to compute the Pauli X incurred by Alice and Bob
teleporting a qubit back-and-forth. When a teleportation requires a Pauli X correction, the
corresponding pipes are connected crosswise, and otherwise they are connected in parallel.

written as XaxZaz P = PXaxZax⊕az . That is, for the part of the protocol that the unwanted
phase gate is present, a Bell measurement gives a Z-correction whenever the exclusive or of
the X- and Z-outcomes is 1, instead of just when the Z-outcome is 1. We will therefore use
the garden-hose protocol that computes whether f(x, y) = 1, that is, compute whether the
phase gate is present, and then execute a slightly different garden-hose protocol for each case.

See Figure 4 for an overview of the different parts of this garden-hose protocol for the
Z-correction h. Using Lemma 1 we can transform the garden-hose protocol for f into a
garden-hose protocol for f with unique 0 and 1 outputs at Alice’s side, of size 3GH (f).8
For the 0 output, that is if there was no unwanted phase gate present, we can track the Z
corrections in exactly the same way as we did for the X corrections, for a subprotocol of size
4GH (f) + 1. For the 1 output there was in fact a phase gate present, for the teleportations
that happened in the protocol before the P−1 corrections. For that part of the protocol,
we execute the correction-tracking protocol using the XOR of the X- and Z-measurement
outcomes. For all teleportations after the phase correction, we again track the correction
using just the Z-outcomes, since there is no phase gate present anymore. This part of the
garden-hose protocol also uses 4GH (f) + 1 pipes, for a total of 11GH (f) + 2. J

8 If the unique 0 output has to be at Alice’s side, and the unique 1 output at Bob’s side, the construction
uses 3GH (f) + 1 pipes. It is an easy exercise to show that the construction of Lemma 1 needs one pipe
less if Alice wants to have both the designated 0 output and the 1 output.
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Unique-output GH protocol
for f(x, y)

(Lemma 1)

Compute correction using
Z outcomes

Compute correction using
X⊕Z outcomes of first part

Compute correction using
Z outcomes of the rest

tap

f(x, y) = 0

f(x, y) = 1
0 1

0 1

Figure 4 Sketch of garden-hose protocol for the Z correction. The bottom two boxes use the
construction which was used for the X-correction; in the top case using the Z-outcomes for all
measurements, in the bottom case using the parity of the X- and Z-outcomes for those teleportations
that happened before the unwanted phase gate was removed.

5 Low T-depth quantum circuits

I Theorem 5. Let C be an n-qubit quantum circuit with gates out of the Clifford+T gate set,
where C has T-depth d. Then there exists a protocol for two-party instantaneous non-local
computation of C, where each party receives n/2 qubits, which uses a pre-shared entangled
state of O( (68n)d ) EPR pairs. That is, INQC(C) ≤ O( (68n)d ).

Proof. As in the proof of Theorem 3, we write the input state |ψ〉, and write the correct
quantum state after step t of the circuit as |ψt〉. At a step t, the circuit alternates between a
layer of T gates9 and a subcircuit consisting of only Clifford gates, Ct.

The high-level idea of this protocol is as follows. During steps 1 to t, Alice will hold the
entire uncorrected state and performs a layer of the circuit: she performs a layer of T gates
and then a Clifford subcircuit. The Pauli corrections at each step are a function of earlier
teleportation outcomes of both Alice and Bob. These functions determine for each qubit
whether that qubit now has obtained an unwanted extra P gate when Alice performs the
layer of T gates. The players then, for each qubit, correct this extra gate using Lemma 4 –
removing the unwanted phase gate from the qubit in a way that both players still know its
location.

9 We will assume that for each layer of T gates all wires have a T gate. This is only done to avoid
introducing extra notation needed when instead the gates are only applied to a subset – the protocol
easily generalizes to the more common general situation.
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C0

T

C1 Cd−1

T

Cd

T
T · · · T
T T
T︸ ︷︷ ︸

d times

Figure 5 An example circuit with T-depth d. The Ci gates represent subcircuits consisting only
of operations from the Clifford group C. A layer does not necessarily have a T gate on all wires.

At each step we express the corrections as functions of earlier measurements and consider
their garden-hose complexity, which is important when using Lemma 4. The Clifford
subcircuit takes the correction functions to the XOR of several earlier functions. We can
bound the growth in garden-hose complexity by taking XORs using Lemma 2. Taken together,
the garden-hose complexity grows with a factor of at most a constant times n each step.

We will use f tx,i to denote the function that describes the presence of an X correction on
qubit i, at step t of the protocol. Similarly, f tz,i is the function that describes the Z correction
on qubit i at step t. Both will always be functions of outcomes of earlier teleportation
measurements of Alice and Bob. For any t, let mt be the maximum garden-hose complexity
over all the key functions at step t.

Step 0. Bob teleports his qubits, the qubits labeled n/2 up to n, to Alice, obtaining the
measurement outcomes b0

x,1, . . . , b
0
x,n/2 and b0

z,1, . . . , b
0
z,n/2. On these uncorrected qubits,

Alice executes the Clifford subcircuit C0.
Then, since Bob also knows how C0 transforms the keys, the functions describing the
Pauli corrections can all either be described by a single bit of information which is locally
computable by Bob, or are constant and therefore known by both players. Let f0

x,i and
f0
z,i be the resulting key function for any qubit i. The garden-hose complexity of all these
key functions is constant: GH (f0

x,i) ≤ 3 and GH (f0
z,i) ≤ 3, and therefore also for the

maximum garden-hose complexity we have m0 ≤ 3.
Step t = 1, . . . , d. At the start of the step, the X and Z corrections on any wire i are given

by f t−1
x,i and f t−1

z,i respectively.
Alice applies the T gates on all wires. Any wire i now has an unwanted P if and only if
f tx,i equals 1.
Alice and Bob apply the construction of Lemma 4, which removes this unwanted phase
gate. Let gti be the function describing the extra X correction incurred by this protocol,
so that the new X correction can be written as f tx,i⊕ gti . Let hti be the function describing
the Z correction, so that the total Z correction is f tz,i ⊕ hti. The entanglement cost of this
protocol is given by 2GH (f tx,i) and the garden-hose complexities of the new functions are
at most GH (gti) ≤ 4GH (f tx,i) + 1 and GH (hti) ≤ 11GH (f tx,i) + 2.
Alice now executes the Clifford subcircuit Ct. The circuit Ct determines how the current
Pauli corrections, i.e. the key functions, transform. For a specification of the possible
transformations, see Section 2.2. These new keys are formed by taking the exclusive OR
of some subset of keys that were present in the previous step10.

10This is slightly more general than necessary, since not all possible key transformations of this form are
actually possible – only those transformations generated by the possibilities in Section 2.2 can occur.
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Consider the worst case key for our construction: a key which is given by the XOR of all
keys that were present when the Clifford subcircuit was executed. Applying Lemma 2,
the worst-case key function of the form

⊕n
i=1 f

t−1
x,i ⊕ gti ⊕ f

t−1
z,i ⊕ hti has garden-hose

complexity at most

mt ≤ 4
(

n∑
i=1

GH (f t−1
x,i ) + GH (gti) + GH (f t−1

z,i ) + GH (hti)
)

+ 1

≤ 4
(

n∑
i=1

GH (f t−1
x,i ) + 4GH (f t−1

x,i ) + 1 + GH (f t−1
z,i ) + 11GH (f t−1

x,i ) + 2
)

+ 1

≤ 4
(

n∑
i=1

mt−1 + 4mt−1 + 1 +mt−1 + 11mt−1 + 2
)

+ 1

= 68nmt−1 + 12n+ 1 . (3)

Step d + 1, final step. Alice teleports the last n/2 qubits back to Bob. Alice and Bob
exchange all results of teleportation measurements and locally perform the needed
corrections, using both players’ measurement outcomes.

At every step t, the protocol uses at most 2nmt−1 EPR pairs for the protocol which
corrects the phase gate. Using that m0 ≤ 3, we can write the upper bound of Equation 3
as the closed form mt ≤ c1(68n)t + c2, with c1 = 216n−2

68n−1 ≈
54
17 and c2 = 3− 216n−2

68n−1 ≈ −
3

17 .
The total entanglement use therefore is bounded by

∑d
t=1 2nmt−1 ≤ O( (68n)d ). J

6 The Interleaved Product protocol

Chakraborty and Leverrier [14] recently proposed a scheme for quantum position verification
based on the interleaved multiplication of unitaries, the Interleaved Product protocol, denoted
by GIP(n, t, ηerr, ηloss). The parameter n concerns the number of qubits that are involved
in the protocol in parallel, while t scales with the amount of classical information that the
protocol uses. Their paper analyzed several different attacks on this scheme, which all
required exponential entanglement in the parameter t. In this section, as an application of
the proof strategy of Theorem 5, we present an attack on the Interleaved Product protocol
which requires entanglement polynomial in t.

The original protocol is described in terms of the actions of hypothetical honest parties
and also involves checking of timings at spatial locations. For simplicity, we instead only
describe a two-player game, for players Alice and Bob, such that a high probability of winning
this game suffices to break the scheme. Let x be a string x ∈R {0, 1}n, and let U be a random
(single-qubit) unitary operation, i.e. a random element of U(2). Alice receives t unitaries
(ui)ti=1, and Bob receives t unitaries (vi)ti=1 such that U =

∏t
i=1 uivi. Alice receives the

state U⊗n|x〉. The players are allowed one round of simultaneous communication. To break
the protocol GIP(n, t, ηerr, ηloss), after the round of simultaneous communication the players
need to output an identical string y ∈ {∅, 0, 1}n such that the number of bits where y is
different from x is at most ηerrn and the number of empty results ∅ is at most ηlossn. We
will consider attacks on the strongest version of the protocol, where we take ηloss = 0.

I Theorem 6. There exists an attack on GIP(n, t, ηerr, ηloss = 0) that requires p(t/ηerr) EPR
pairs per qubit of the protocol, for some polynomial p, and succeeds with high probability.

The detailed attack is included as Appendix D.
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7 Discussion

We combined ideas from the garden-hose model with techniques from quantum cryptography
to find a class of quantum circuits for which instantaneous non-local computation is efficient.
These constructions can be used as attacks on protocols for quantum position-verification, and
could also be translated back into the settings related to physics (most notable the relation
between the constraints of relativity theory and quantum measurements) and distributed
computing.

The resource usage of instantaneous non-local quantum computation quantifies the non-
locality present in a bi- or multi-partite quantum operation, and there is still room for new
upper and lower bounds. Any such bounds will result in new insights, both in terms of
position-based quantum cryptography, but also in the other mentioned settings.

Some possible approaches for continuing this line of research are as follows:
Computing the Pauli corrections happens without error in our current construction.
Perhaps introducing randomness and a small probability of error – or the usage of
entanglement as given in the quantum garden-hose model of [13, Section 2.5] – could
make this scheme more efficient.
Future research might be able to extend this type of construction to a wider gate set or
model of computation. One could think for example of a Clifford+cyclotomic gate set [20],
match-gate computation [27], or measurement-based quantum computation [6, 9].
We presented an attack on the Interleaved Product protocol which required entanglement
polynomial in t. Since the exponent of this polynomial was quite large, the scheme
could still be secure under realistic assumptions. Since the parameter t concerns the
classical information that the verifiers send, requiring attackers to manipulate an amount
of entanglement which scales linearly with the classical information would already make
a scheme unpractical to break in practice – let alone a quadratic or cubic dependence.
The combination of the garden-hose model with the tool set of blind quantum computation
is potentially powerful in other settings. For example, following up on Broadbent and
Jeffery who published constructions for quantum homomorphic encryption for circuits of
low T-gate complexity [10], Dulek, Speelman, and Schaffner [17] developed a scheme for
quantum homomorphic encryption, based on this combination as presented in (a preprint
of) this work.

Acknowledgments. The author is supported by the EU projects SIQS and QALGO, and
thanks Anne Broadbent, Harry Buhrman, Yfke Dulek and Christian Schaffner for useful
discussions.

A Definition of INQC

An instantaneous non-local quantum protocol that uses k qubits of entanglement is a protocol
of the following form.

Alice and Bob start with a fixed, chosen 2k-qubit state ηAeBe
∈ C2k ⊗ C2k , the entan-

glement. (Our protocols all use the special case where this state is a tensor product of k
EPR pairs.) The players receive an input state ρ ∈ S(Ain ⊗Bin), where S(A) is used for the
set of density matrices on some Hilbert space A. Let Am, As, Bm, As denote arbitrary-sized
quantum registers. Alice applies some quantum operation, i.e. completely positive trace-
preserving map, A∞ : S(Ain ⊗Ae)→ S(Am ⊗As) and Bob applies the quantum operation
B∞ : S(Bin ⊗Be)→ S(Bm ⊗Bs). Alice sends the register As to Bob, while simultaneously
Bob sends Bs to Alice.
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Afterwards Alice applies the quantum operation A∈ : S(Am ⊗ Bs) → S(Aout) on her
memory and the state she received from Bob, and outputs the result. Likewise Bob applies
the operation B∈ : S(Bm ⊗ As) → S(Bout) on the part of the quantum state he kept and
outputs the result of this operation.

I Definition 7. Let Φ : S(Ain ⊗Bin)→ S(Aout ⊗Bout) be a bipartite quantum operation,
i.e. a completely positive trace-preserving map, for some input registers Ain, Bin and output
registers Aout, Bout.

We say that INQCε(Φ) is the smallest number k such that there exists an instantaneous
non-local quantum protocol that uses k qubits of entanglement, with induced channel
Ψ : S(Ain ⊗Bin)→ S(Aout ⊗Bout), so that ‖Φ−Ψ‖� ≤ ε.

For any unitary U , we write INQCε(U) as a shorthand for INQCε(ΦU ), where ΦU is the
induced quantum operation defined by ρAB → UρABU

†. In this chapter, we assume for
simplicity that Alice’s and Bob’s input and output registers all consist of n qubits.

These definitions are mostly compatible with those given in [5], but differ in two ways
– both are unimportant for our results in this chapter, but might be relevant for follow-up
results, especially when proving lower bounds. Firstly, we made the choice for generality
to allow the players to communicate using qubits, instead of just classical messages. As
long as the number of communicated qubits is not too large, quantum communication could
potentially be replaced by classical communication using teleportation, at the cost of extra
entanglement – the counted resource. Secondly, we make the choice to explicitly separate
the shared entangled state from the local memory in notation – Beigi and König split the
state in a measured and unmeasured part, but do not introduce notation for (free) extra
local memory in addition to the shared entangled state.

Whether these choices are reasonable or not will also depend on the exact application.
Since we mostly think about applications to position-based quantum cryptography, giving
the players, i.e. ‘attackers’, as much power as possible seems the most natural.

B The Clifford hierarchy

The Clifford hierarchy, also called the Gottesman–Chuang hierarchy, generalizes the definition
of the Clifford group of Equation 1 in the following way [24]. Define C1 = P , the first level of
the hierarchy, as the Pauli group. Recursively define the k-th level as

Ck = {U ∈ U(2n) | ∀σ ∈ P : UσU† ∈ Ck−1} .

Then C2 is the Clifford group and the next levels consist of increasingly more quantum
operations – although for k ≥ 3 the set Ck is no longer a group [41].

The method behind the protocol of Theorem 3 immediately translates to the related
setting of the Clifford hierarchy. Since the dependence on n is exponential, Proposition 8
will only be a qualitative improvement over Beigi and König’s port-based teleportation
construction when both n and the level k are small.

The results of Chakraborty and Leverrier [14] contain a complete proof of Proposition 8,
proven independently and made available earlier than (the preprint of) the current paper.
We still include a proof of the statement as an illustrative application of the proof technique
of Section 3.

I Proposition 8. Let U be an n-qubit operation in the k-th level of the Clifford hierarchy,
where Alice receives n/2 qubits and Bob receives n/2 qubits, then INQC(U) ≤ O(n4nk).
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Proof Sketch. First Bob teleports his qubits to Alice, with n outcomes for X and Z. Alice
applies U to the uncorrected state, so that now the state equals UXbxZbz |ψ〉 = Vbx,bz

U |ψ〉,
where Vbx,bz

is an operator in the (k − 1)-th level of the Clifford hierarchy. Exactly which
operator depends on Bob’s measurement outcomes bx, bz.

Alice teleports the entire state to Bob, with outcomes ax, az, and Bob applies the inverse
V †bx,bz

, so that the state is

V †bx,bz
XaxZazVbx,bz

U |ψ〉 = Wax,az,bx,bz
U |ψ〉 ,

with Wax,az,bx,bz in the (k − 2)-th level of the Clifford hierarchy. For every possible value of
bx, bz, the players share a set of n EPR pairs. Bob teleports the state using the set labeled
with his measurement outcome bx, bz, obtaining teleportation corrections b̂x, b̂z.

For every set the players repeat this protocol recursively, in the following way. For any
set, Alice repeats the protocol as if it were the set used by Bob. At the correct set, Alice
effectively knows the values bx, bz from the label, and ax, az she knows as own measurement
outcomes. The state present is Xb̂xZb̂zWax,az,bx,bzU |ψ〉. When Alice applies W †ax,az,bx,bz

, the
state is given by Fax,az,bx,bz,b̂x,b̂z

U |ψ〉, with F in the (k− 3)-th level of the Clifford hierarchy.
Of this state, effectively only b̂x, b̂z is unknown to Alice. Alice teleports this state to Bob
using the EPR pairs labeled with ax, az, and the recursive step is complete.

The players continue these steps until the first level of the hierarchy is reached – formed
by Pauli operators – after which they can exchange the outcomes of their measurements to
undo these and obtain U |ψ〉.

After t steps, Every teleportation step after the first uses a set of n EPR pairs, picked
out of 4n possibilities corresponding to the Pauli correction of the n qubits teleported in the
previous step.

Summing over all rounds gives a total entanglement use of n
∑k
t=1 4nt = O(n4nk). J

C Proof of Lemma 2: Garden-hose protocols for XOR of functions

To prove: Let (f1, f2, . . . , fk) be functions, where each function fi has garden-hose com-
plexity GH (fi). Let c ∈ {0, 1} be an arbitrary bit that is 0 or 1. Then,

GH
(
c⊕

k⊕
i=1

fi

)
≤ 4

k∑
i=1

GH (fi) + 1 .

Proof Sketch. This statement was proven by Klauck and Podder [29, Theorem 18] in a more
general form, using the following two steps: First, any garden-hose protocol can be turned
into a single-output garden-hose protocol, repeated in this paper as Lemma 1, such that
the new complexity is at most three times the old complexity. Then, these single-output
garden-hose protocols can be used as nodes in a permutation branching program. Our current
case is simply an instantiation of that proof for the particular case of the exclusive OR,
together with the observation that we can combine both steps into one for this particular
case.

For all functions fi we build a gadget with two input pipes and two output pipes, such
that if the water flows in at input pipe labeled b ∈ {0, 1}, it flows out at the pipe labeled
fi ⊕ b. See Figure 6 for an overview. We use four copies of the garden-hose protocol for fi.

The open 0 output pipes of the protocol for fi in copy 0-INi are connected to the open 0
output pipes in copy 0-OUTi. The designated source pipe of the original protocol for fi in
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protocol
for fi

0-INi

protocol
for fi

1-INi

protocol
for fi

0-OUTi

protocol
for fi

1-OUTi

0 in 1 in

0 out 1 out

Figure 6 XOR gadget for any function fi, total complexity 4GH (fi).

copy 0-OUTi is then guaranteed to be the output.11 We similarly connect the 1 outputs of
0-INi to the 1 outputs of 1-OUTi. This construction, i.e. before adding the 1-IN copy, is
exactly the method used to create a single-output protocol. We connect the open 0 pipes of
1-INi to the open 0 pipes of 1-OUTi and the open 1 pipes of the open 1 pipes of 1-INi to the
open 1 pipes of 0-OUTi.

The gadget then works as claimed by direct inspection. Since all four copies are wired
exactly the same, the path of the water through the ‘OUT’ copy is the reverse of the path
it followed through the ‘IN’ copy, and therefore the water will exit correctly – at the pipe
which was the source of the original protocol. J

D Proof of Theorem 6: attack on the Interleaved Product scheme

It was shown in [13] that polynomial garden-hose complexity is equivalent to log-space
computation – up to a local preprocessing of the inputs. Instead of directly presenting garden-
hose protocols, for the current construction it will be easier to argue about space-bounded
algorithms and then using this equivalence as a black-box translation.

I Theorem 9 (Theorem 2.12 of [13]). If f : {0, 1}n×{0, 1}n → {0, 1} is log-space computable,
then GH (f) is polynomial in n.

Our attack will involve the computation of the unitary U =
∏t
i=1 uivi in the garden-hose

protocol. This is a simple function, but so far we have only defined the garden-hose model
for functions with a binary output. Therefore we define an extension of the garden-hose

11This same trick is used in the proof of Lemma 1 in [29, Lemma 11] and in our proof of Lemma 4.
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model to functions with a larger output range, where instead of letting the water exit at
Alice’s or Bob’s side, we aim to let the water exit at correctly labeled pipe. A short proof of
the following proposition is given after the proof of the main theorem.

I Proposition 10. Let f : {0, 1}n × {0, 1}n → {0, 1}k be a function, such that f is log-space
computable and k is at most O(log k). Then there exists a garden-hose protocol which uses a
polynomial number of pipes, and such that for any input x, y the water exists at Alice’s side,
at a pipe labeled by the output of f(x, y).

We will also need a decomposition of arbitrary unitary operations into the Clifford+T
gate set. The Solovay–Kitaev theorem is a classic result which shows that any single-qubit
quantum gate can be approximated up to precision ε using O(logc(1/ε)) gates from a finite
gate set, where c is approximately equal to 2. See for example [33] for an exposition of the
proof. Our constructions use a very particular gate set and we are only concerned with
the number of T gates instead of the total number of gates. A recent result by Selinger
strengthens the Solovay–Kitaev theorem for this specific case [36]12.

I Theorem 11 (Selinger 2015). Any single-qubit unitary can be approximated, up to any given
error threshold ε > 0, by a product of Clifford+T operators with T-count 11 + 12 log(1/ε).

With these auxiliary results in place, we can present our attack on the Interleaved Product
protocol.

Proof of Theorem 6. We will describe the actions taken for any single qubit U |b〉, with
b ∈ {0, 1}, such that the probability of error is at most ε. The protocol will be attacked by
performing these actions on each qubit, n times in parallel. Our construction can be divided
in the following four steps. For operators A,B, let ‖A‖ denote the operator norm, and we
use ‖A−B‖ as an associated distance measure.
1. Construct a (polynomial-sized) garden-hose protocol, with a number of pipes s, where the

qubit is routed to a pipe labeled with a unitary Ũ which is ε1-close to the total product
U .

2. Decompose the unitaries of all labels in terms of the Clifford+T gate set, using Theorem 11.
In particular, we have a Clifford+T circuit C with T-count k = O(log ε2) such that C is
ε2-close to Ũ , and therefore C is at most ε-close to U , where ε = ε1 + ε2.

3. After executing the garden-hose protocol as a series of teleportations, the state at pipe
Ũ can be approximated by XfxZfzC|ψ〉, with fx and fz functions of the connections
Alice and Bob made in step 1 and their measurement outcomes. By the construction of
Figure 3, described in the proof of Lemma 4, the garden-hose complexities GH (fx) and
GH (fz) are at most linear in s.
We can now alternate between applying a single gate of the circuit C† and using Lemma 4,
k times in total, to obtain a state which only has Pauli corrections left.

4. After Alice measures this final state, she can broadcast the outcome to Bob. Alice and
Bob also broadcast their inputs and measurement outcomes, which together determine
whether to flip the outcome of Alice’s final measurement.

As the first step, we present a log-space computation solving the following problem
(equivalent to the input of the protocol, with simplified notation): The input is given by t two-
by-two unitary matrices, u1, . . . , ut, and we output a matrix Ũ such that ‖Ũ −ut . . . u2u1‖ ≤

12When the single-qubit unitary is a z-rotation, an even stronger version of the theorem is available [34].
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ε1, where Ũ is encoded using O(log t+ log 1/ε1) bits. We can then use a simple extension of
Theorem 9 to transform this computation to a garden-hose protocol.

Store the current intermediate outcome of the product in the memory of our computation,
using 2`+ 2 bits for each entry of the two-by-two matrix, `+ 1 for the real and imaginary
part each. Let Mr denote the memory of our log-space computation after r steps, obtained
by computing the product urMr−1 with rounding. Since the rounded matrix entry has a
difference of at most 2−` with the unrounded entry, we can write the precision loss at each
step as Mr = urMr−1 + ∆r, where ∆r is some matrix with all entries absolute value at most
2−`. Note that ‖∆r‖ ≤ 2−`+1.

The total error incurred by the repeated rounding can now be upper bounded by

‖Mt − ut . . . u2u1‖ ≤ ‖utMt−1 + ∆t − ut . . . u2u1‖
≤ ‖∆t‖+ ‖ut(Mt−1 − ut−1 . . . u2u1)‖
≤ 2−`+1 + ‖Mt−1 − ut−1 . . . u2u1‖
≤ t2−`+1

Here we use that ‖AB‖ ≤ ‖A‖‖B‖ together with the unitarity of all ui. The final step is by
iteratively applying the earlier steps t times. If we choose ` = log t+ log 1/ε1 + 1 and note
that the final output Ũ is given by Mt, we obtain the bound.

By application of Proposition 10 we can convert this log-space computation to a garden-
hose protocol, using s pipes, where s is polynomial in ε1 and t. We then teleport the qubit
back-and-forth using Bell measurements given by this garden-hose protocol.

As second step, we approximate the unitaries that label each output pipe of the garden-
hose protocol of the previous step. In particular, consider the pipe labeled Ũ , and say
we approximate Ũ using a Clifford+T circuit C. By Theorem 11, we can write C using
k = 11 + 12 log(1/ε2) T gates, such that ‖Ũ − C‖ ≤ ε2. Therefore, defining ε = ε1 + ε2, we
have ‖U − C‖ ≤ ε.

We will perform the next steps for all unmeasured qubits (corresponding to open pipes in
the garden-hose model) in parallel. After the simultaneous round of communication, Alice
and Bob are then able to pick the correct qubit and ignore the others.

Consider the state of the qubit after the teleportations chosen by the garden-hose protocol.
For some functions fx, fz, with inputs Alice’s and Bob’s measurement outcomes, the qubit
has state XfxZfzU |b〉. From now on, we will assume this state is exactly equal to XfxZfzC|b〉
– since U is ε-close to C in the operator norm, this assumption adds error probability at most
2ε to the final measurement outcome13.

Write the inverse of this circuit as alternation between gates from the Clifford group and
T gates, C† = CkTCk−1T . . . C1TC0. We will remove C from the qubit by applying these
gates, one by one, by repeated application of Lemma 4. As convenient shorthand, define the
state of the qubit after applying the first r layers of C†, i.e. up to and including Cr, of C† as

|ψr〉 = T†C†r+1T†Cr+2 . . .T†C†k|b〉 .

In particular, we have CrT|ψr−1〉 = |ψr〉.
By exactly the same construction used in the proof of Lemma 4, shown in Figure 3, we

observe that the garden-hose complexities of the functions fx and fz is at most 2s+ 1. That
is, the protocol uses 2 pipes for all of the s EPR pairs, and connects them in parallel if the

13 See for instance [33, Box 4.1] for a computation of this added error.
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corresponding X- or Z-correction is 0, or crosswise if the corresponding X- or Z-correction
is 1.

We will use divide frx and frz as the functions describing the X and Z corrections at the
end of the step r. Define mr = max{GH (f ix),GH (f iz)} to be the maximum garden-hose
complexity out the of functions describing the X and Z corrections after step r. After Alice
executes the Clifford gate C0, the new key functions f0

x and f0
z can be written as (the NOT

of) an XOR of subsets of the previous keys, e.g., one of the keys could be fx ⊕ fz. By
Lemma 2, we then have that our starting complexities GH (f0

x) and GH (f0
z ) are at most

linear in s.
Now, for any layer r = 1, 2, . . . , k: Our qubit starts in the state Xfr−1

x Zfr−1
z |ψr−1〉, for

some functions fr−1
x , fr−1

z that each have garden-hose complexity at most mr−1. After Alice
performs a T gate, the qubit is in the state

TXfr−1
x Zf

r−1
z |ψr−1〉 = Pf

r−1
x Xfr−1

x Zf
r−1
z T|ψr−1〉 .

Now, we apply Lemma 4, costing 2GH (fr−1
x ) EPR pairs, so that Alice has the state

Xfr−1
x ⊕gr Zf

r−1
z ⊕hr T|ψr−1〉 ,

for some functions gr and hr that depend on the measurement results by Alice and Bob. We
have that GH (gr) ≤ 4GH (fr−1

x ) + 1 and GH (gr) ≤ 11GH (fr−1
x ) + 2.

Now Alice applies the Clifford group gate Cr, so that the state becomes

CrXfr−1
x ⊕gr Zf

r−1
z ⊕hr T|ψr−1〉 = Xfr

x Zf
r
z |ψr〉 .

The functions frx and frz can be expressed as XOR of the functions fr−1
x , fr−1

y , gr, hr. These
functions have garden-hose complexity respectively at most mr−1, mr−1, 4mr−1 + 1 and
11mr−1 +2. By application of Lemma 2, the exclusive OR of these functions therefore at most
has garden-hose complexitymr ≤ 4(mr−1+mr−1+4mr−1+1+11mr−1+2)+1 = 68mr−1+13.

Finally, after application of the gates in C†, Alice has a qubit in a state which is ε-close to
Xfr

x Zfr
z |b〉. Measurement in the computational basis will produce outcome b⊕ frx with high

probability. Besides this final measurement, Alice and Bob both broadcast all teleportation
measurement outcomes in their step of simultaneous communication. From these outcomes
they can each locally compute frx and so derive the bit b from the outcome, which equals
b⊕ frx , breaking the protocol.

Our total entanglement usage is s for the first step, and then for each of the at most
s output pipes, Alice performs the rest of the protocol. For the part of the protocol that
undoes the unitary U , we use at most 2

∑k−1
r=0 mr EPR pairs (for each of the at most s output

pipes of the first part). We have m0 ≤ O(s) and mr ≤ m0 · 2O(k). Since s is polynomial in t
and ε1 and k = O(log ε2), the total protocol uses entanglement polynomial in t and ε. J

Our attack replaces the exponential dependence on t of the attacks presented in [14] by a
polynomial dependence. For the case of ηerr = 0, we would need an error per qubit of around
ε
n to achieve total error at most ε. In that case, the entanglement required still grows as a
polynomial, now with a super-linear dependence of both parameters n and t.

Only the first step of our attack, i.e. the garden-hose protocol which computes a unitary
from the inputs of the players, is specific to the interleaved product protocol. This attack can
therefore be seen as a blueprint for attacks on a larger class of protocols: any protocol of this
same form, where the unitary operation chosen depends on a log-space computable function
with classical inputs, can be attacked with entanglement which scales as a polynomial in the
size of the classical inputs.
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Proof of Proposition 10. We can split up the computation f : {0, 1}n × {0, 1}n → {0, 1}k
into k functions that each compute a bit, f1, . . . , fk. Since f is a log-space computation,
each of these functions is also a log-space computation and therefore has a polynomial-size
garden-hose protocol by Theorem 9. Using Lemma 1, we can with linear overhead transform
each of these protocol into a unique-output protocol, so that the water flows out at a unique
pipe when the function is 0 and another unique pipe when the function is 1. Let p be a
polynomial so that the single-output garden-hose protocol of each function fi uses pipes at
most p(n).

First use the protocol for f1, with output pipes labeled 0 and 1. Now each of these output
pipes we feed into their own copy of f2. The 0 output of the first copy we label 00 and its
1 output 10. Similarly, we label the 0 output of the second copy 01 and the 1 output we
label 11. By recursively continuing this construction, we build a garden-hose protocol for the
function f which uses s pipes, where s is at most

s ≤
k∑
i=1

2i−1p(n) ≤ 2kp(n) .

Since we have taken k = O(logn), this construction uses a number of pipes polynomial in
n. J
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