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Preface

This volume contains the extended abstracts selected for presentation at ESA 2017, the
25th European Symposium on Algorithms, held in Vienna, Austria, on 4-6 September
2017, as part of ALGO 2017. ESA scope includes original research on both theoretical and
applied algorithmics. Since 2002, it has had two tracks, the Design and Analysis Track
(Track A), intended for papers on the design and mathematical analysis of algorithms, and
the Engineering and Applications Track (Track B), for submissions dealing with real-world
applications, engineering, and experimental analysis of algorithms. Information on past
symposia, including locations and proceedings, is maintained at http://esa-symposium.org.
In response to the call for papers for ESA 2017, 271 papers were submitted, 229 for Track A
and 42 for Track B. Paper selection was based on originality, technical quality, interestingness,
exposition quality, and relevance. Each paper received at least three reviews. After extensive
discussions, the two program committees selected 69 papers for inclusion in the program,
58 from track A and 11 from track B. Thus the acceptance rate was about 25% for both
tracks. The symposium featured two invited lectures: The first by David P. Woodruff
(Carnegie Mellon University) and the second by David Mount (University of Maryland). The
European Association for Theoretical Computer Science (EATCS) sponsored a best paper
award and a best student paper award. A submission was eligible for the best student paper
award if all authors were doctoral, master, or bachelor students at the time of submission.
The best student paper award was given to Marc Roth for the paper “Counting restricted
homomorphisms via Mébius inversion over matroid lattices”.

The best paper award for track A was given to Marek Cygan, Lukasz Kowalik and
Arkadiusz Socala for the paper “Improving TSP tours using dynamic programming over tree
decompositions”. The best paper award for track B was given to Hisao Tamaki for the paper
“Positive-instance driven dynamic programming for treewidth”.

We wish to thank all the authors who submitted papers for consideration, the invited
speakers, the members of the Program Committees for their hard work, and all the external
reviewers who assisted the Program Committees in the evaluation process. Special thanks go
to the Local Organizing Committee, who helped us with the organization of the conference.
Finally, we would like to thank Nicole Funk and Marvin Bocker for their valuable help in
editing these proceedings.

Kirk Pruhs
Christian Sohler
July 2017
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Sketching for Geometric Problems
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—— Abstract

In this invited talk at the European Symposium on Algorithms (ESA), 2017, I will discuss a
tool called sketching, which is a form of data dimensionality reduction, and its applications to
several problems in high dimensional geometry. In particular, I will show how to obtain the
fastest possible algorithms for fundamental problems such as projection onto a flat, and also
study generalizations of projection onto more complicated objects such as the union of flats
or subspaces. Some of these problems are just least squares regression problems, with many
applications in machine learning, numerical linear algebra, and optimization. I will also discuss
low rank approximation, with applications to clustering. Finally I will mention a number of other
applications of sketching in machine learning, numerical linear algebra, and optimization.
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Keywords and phrases dimensionality reduction, low rank approximation, projection, regression,
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1 Projection

Formally, in the projection problem, we are given a point b € R™ and a d-dimensional flat
(affine subspace) H, and would like to compute the distance of b to H. In a typical setting,
n is very large, and d, while much smaller than n, is also fairly large. Thus we cannot afford
algorithms that say, are exponential in d. One way of being presented H is in its coordinate
representation, so we can think of H as being the set of points y of the form y = Ax + v,
where A is an n x d matrix and v is a point in R™, which we think of as an offset. Note that A
is a tall and thin matrix. Letting dist(b, H) denote the Euclidean distance of b to H, we have
that dist(b, H) = dist(b — v, H — v) by translation, where H — v is the set of points y of the
form y = Az. Thus we can write dist(b — v, H — v) = mingcpa ||[Az — (b — v)||2, which is just
a regression problem. If A has linearly independent columns, i.e., represents a d-dimensional
flat instead of a lower-dimensional flat, then the solution z* = (AT A)~*AT(b — v). One can
compute z* in O(nd?) time, or faster by using fast matrix multiplication algorithms, but for
large n and d this is too slow.

In the sketch and solve paradigm, one first relaxes the problem to a randomized approx-
imation problem, instead allowing for one to output an 2’ € R? for which [|Az’ — b|j2 <
(1 + €)||Az* — b||2 with large probability. We refer the reader to the survey [21] for more
details and proofs of claims, but we describe the basic idea below. The crux of the sketch
and solve paradigm is to first choose S from a random family of matrices, and many such
families of matrices work, with the important property that S is wide and fat, that is, it has
k rows and n columns for & < n. One then computes S - A and S -b. Then one replaces
the original regression problem with min, |[(SA)z — (Sb)||2. For small k, which we should
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think of as being poly(d/e), this problem does not even depend on the large dimension n.
Therefore, one can now afford to compute the minimizer x’ to this small regression problem
using the closed form expression above, in only poly(d/e) time. The goal is to choose S from
an appropriate random family of matrices so that if one does this, then the minimizer z’ is
such that ||Az" — bll2 < (1 4 €)||Az* — b||2 with large probability.

It turns out that a number of families of random matrices work, such as a k x n matrix
S of i.i.d. normal random variables, where k = O(d/€?), and the entries in S are scaled by
1/vk. The main difficulty with such matrices is that computing S - A is slow. That is, S
is a dense matrix, and computing S - A naively takes at least nd?/e? time, which is even
slower than the exact algorithm for computing =*, which just took nd? time. Note that for
the exact algorithm, the bottleneck was in the computation of AT A, and note that both
algorithms can be sped up with fast matrix multiplication. While this is too slow for our
purposes, in a very nice paper of Sarlos [19], he showed that one could choose S from a much
more structured random family of matrices called Fast Johnson Lindenstrauss transforms.
This reduces the time for computing S - A to ndlogn, and using the connection to regression
described above, gives an overall algorithm in ndlogn + poly(d/e) time for least squares
regression. While this is optimal in the matrix dimensions, often A is itself a sparse matrix
and one would like algorithms which run in time proportional to the number nnz(A) of
non-zero entries of A. In work with Clarkson [7] we show this is in fact possible by using the
so-called CountSketch matrices from the data stream literature, where we achieve an overall
running time of O(nnz(A)) + poly(d/e) for regression. The key property of CountSketch
matrices is that they are extremely sparse, having only a single non-zero entry per column.
This enables the matrix-matrix product S - A to be computed in only nnz(A) time. This is
easily shown to be optimal, as any algorithm achieving relative error for general matrices
A needs to read a constant fraction of the non-zero entries, as otherwise it might miss a
very large entry. A number of interesting tradeoffs between the number of rows of S and its
sparsity are possible, see also the followup works [15, 17].

In many settings one does not only want to project a point to a flat, but rather to a much
more complicated object, such as the union of flats. A natural question is what properties
of the object allow for sparse, low-dimensional sketching matrices S. A natural concept
that arises is the sphereical mean width, or equivalently, the Gaussian mean width of the
object. Intuitively this measures the average fatness of an object, over all directions on the
unit sphere. While the sphere is very fat, a line is not. The less fat the object, the fewer
dimensions one needs to preserve the norms of points in the object by a sketching matrix. In
recent work of Bourgain, Dirksen, and Nelson, sparse sketching matrices for projecting onto
general objects were developed [4]. One application of this is to tensor regression [14].

2 Low Rank Approximation

I will also discuss the low rank approximation problem, where the goal is to approximate a
high rank matrix by a matrix of much lower rank. Low rank matrices have fewer parameters,
and consequently can be stored much more efficiently in factored form and applied to vectors
very quickly. Also, in many instances one has an underlying matrix which is of low rank,
which then becomes high rank because of noise that was added. Hence in some settings, low
rank approximation can also be viewed as a tool for noise removal.

Formally, one is given an n X d matrix A, and think of the n rows of A as being points
in R%. The goal is to find a rank k matrix A’ such that ||[A — A'||r < (1 + €)|[|A — Ax||F,

1/2
where for a matrix B, ||B||r = (Zie[n],je[d] sz) is the Frobenius norm, and Ay, is the
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best rank-k approximation to A under Frobenius norm. A natural way of solving low rank
approximation is via the truncated singular value decomposition (SVD). Recalling that any
matrix A can be expressed as USV”, where U and V have orthonormal columns, and ¥ is a
diagonal matrix with non-negative non-increasing values as one moves down the diagonal, we
have that Ay is given by zero-ing out all but the top k diagonal entries of X, obtaining Y.
This effectively selects the k leftmost vectors of U and k uppermost vectors of V7, which are
also known as the principal components.

While the SVD gives an exact solution, it runs in time min(nd?, dn?), which can be sped
up using fast matrix multiplication, but is still much slower than what we would like. As
in the case of least squares regression, we can use sketching to obtain significantly faster
algorithms if we allow randomization and approximation. Namely, if we allow for outputting
a rank-k matrix A’ for which [|[A— A’||r < (14 ¢€)||A — Ag||F, then we can solve this problem
in nnz(A) 4 (n+d)poly(k/e) time [7]. To get some perspective on this, even when A is dense,
the time, up to poly(k/e€) factors, is nd, which is significantly faster than what is achievable
by the SVD. For sparse matrices, we obtain even larger speedups.

The basic idea behind using sketching for low rank approximation is to first compute
S A, where S is one of the random matrices discussed above with a small number of rows, on
the order of poly(k/e). One then argues that there is a (1 + €)-approximate rank-k solution
in the span of the rows of SA. It follows that by projecting each of the rows of A onto the
rowspan of SA, and then working in the coordinate representation of SA, one effectively
reduces the dimension from d to poly(k/e). Since the running time of the SVD is O(nd?),
this smaller value of d allows one to now compute the SVD in only n - poly(k/e) time. One
argues by the Pythagorean theorem that by first projecting the rows of A onto the rowspan
of SA, and then performing an SVD, that one still obtains a (14 €)-approximation. Choosing
S to be a CountSketch matrix, this whole procedure, except for the projection of the rows
of A onto the rowspan of SA, can be executed in nnz(A) + (n + d)poly(k/e) time. The
bottleneck is the projection of the rows of A onto the rowspan of S A, but this can be done
in nnz(A) + (n + d)poly(k/e) time by using the approximate projection algorithms discussed
above.

I will also discuss applications of low rank approximation to k-means clustering. Here
the general idea is, if given n points in R?, to form an n x d matrix A and then compute a
so-called projection-cost preserving sketch of A, which can then be used to prove a low rank
approximation with certain strong properties [10, 11, 12]. One then replaces the original
dimension d with a much smaller dimension depending on only k and 1/e. Given such a
small dimension, one then runs standard algorithms from the coreset literature to reduce the
number n of points to poly(k/e).

3 Additional Applications

Finally, I will conclude by mentioning a number of other problems sketching has been applied
to, such as special kinds of low rank approximations callled CUR decompositions, in which
the goal is to approximate a matrix A by a low rank matrix in which the factors of the
low rank matrix consist of actual rows and columns of A. Thus, if A has sparse rows or
columns, then so do its factors. Sketching has been applied successfully to obtain nnz(A)
time algorithms for CUR decompositions [5, 20].

Another interesting use of sketching is to high precision regression. One might complain
that the natural sketch and solve algorithm producing a vector 2’ € R? for which || Az’ —b||s <

(14 ¢€)||Az* — b2 has running time nnz(A) + poly(d/e) and is undesirable if € is very small.

1:3
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By using sketching it is possible to obtain algorithms running in roughly nnz(A)log(1/e)
time [7]. The main idea is to use sketching to obtain an O(1)-approximate initialization to
gradient descent as well as an O(1)-approximate preconditioner.

Other applications include robust low rank approximation [8, 20], kernelized problems
[1], distributed and streaming computation [2, 3, 6, 13], tensor low rank approximation
[20], weighted low rank approximation [18], structure-preseving low rank approximation
[9, 16], etc. I refer the reader to my recent monograph for many of the details and additional
applications of sketching [21]. While this accompanying article to my ESA talk is primarily
focused on my own work, this is just due to the nature of the talk, and please see the above
monograph for many other references on these and related topics.
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—— Abstract

We study permuting and batched orthogonal geometric reporting problems in the External

Memory Model (EM), assuming indivisibility of the input records. Our main results are two-
fold. First, we prove a general simulation result that essentially shows that any permutation
algorithm (resp. duplicate removal algorithm) that does «N/B I/Os (resp. to remove a fraction
of the existing duplicates) can be simulated with an algorithm that does « phases where each
phase reads and writes each element once, but using a factor o smaller block size.

Second, we prove two lower bounds for batched rectangle stabbing and batched orthogonal
range reporting queries. Assuming a short cache, we prove very high lower bounds that currently
are not possible with the existing techniques under the tall cache assumption.
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Keywords and phrases I/O Model, Batched Geometric Queries, Lower Bounds, Permuting
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1 Introduction

The I/O model [7] is the well-established model to design and analyze algorithms for massive
data. In this model, the internal memory has size M and the input data is stored in a disk of
infinite size that is divided into blocks of size B. The transfer of data between disk and the
memory is done via I/Os where each I/O can read or write one block. We define m = M/B.
All computation must take place in the internal memory. The goal is to minimize the total
number of I/Os. This is an elegant model for problems where the size of the input data far
exceeds the size of the available memory. Sometimes, algorithms require that M > B'*¢ for
a constant € and this is known as the tall cache assumption (and the converse as the short
cache assumption).

Batched Input with Constrained Output. The I/O model has been extensively studied [9,
8, 24]. In this paper, we will focus on proving lower bounds for batched geometric problems as
well as engaging in a more in-depth study of the permutation algorithms. The two important
batched problems that we study are the following.

* MADALGO Center for Massive Data Algorithmics is supported in part by the Danish National Research
Foundation grant DNRF 84.
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» Problem 1 (Batched rectangle stabbing (BRS)). The input comprises a set I of N axis-
aligned rectangles and a query set Q of N points in R?.

» Problem 2 (Batched orthogonal range reporting (BORR)). The input comprises a set P of
N points and a query set R of N axis-aligned rectangles in R?.

In a batched query problem, it is often required that the output should consist of all the
pairs (e;, ¢;) where e; is an input element that matches the query ¢;. In this case, which we
call the paired output format, the two problems stated above are equivalent; both output the
set of incidence between an input set of points and rectangles.

In this paper, we consider a different query output format: for every query g¢;, we require
that all the input elements that match g; must be placed consecutively in the output. In
other words, the algorithm should list the answer to g; fully before answering any other
query. However, there is no restriction on the order in which the queries are answered nor on
the order of elements reported for each query. We call this query output format. Thus, BRS
and BORR are equivalent when we consider the paired output format but they could behave
differently if we consider the query output format.

As we shall see shortly, a very connected research direction is in-depth study of algorithms
that permute a given set of input elements in the I/O model. A major or interesting (in our
opinion) rather open-ended unsolved questions are the following.

» Question 3. Can one prove an w(N/B) lower bound assuming M > B? for
(i) explicit permutations
(ii) or general permuting using any proof technique that is not based on counting?

» Question 4. Let A be an algorithm that can compute some permutation © of a given N
input elements in aN/B I/0s, for some parameter a. Can we transform A into another
algorithm A’ that computes the same permutation m using O(aN/B) I/0s, such that A" has
a “usefully structured canonical” form, e.g., it uses simple permutation algorithms as building
blocks?

Previous work. Sorting and permuting are possibly the two most fundamental problems in
the area of I/O algorithms, with permuting being one of the first problems studied in an
I/O setting [19]. Sorting N elements requires O(Sort(N)) = O(% log,, &) I/Os and this
bound is tight [7]. The permutation problem is very similar to the sorting problem where
the goal is to produce (possibly an implicitly defined) permutation of the input elements. It
is also known that any permutation can be performed in O(Sort(N)) I/Os and there exists
permutations that require asymptotically that many I/Os; however, the proof is existential
and no such explicit permutation is known to this date [7]. This lower bound (as well as
many of the lower bounds in the I/O model) are proved in the so-call Indivisibility Model:
the data elements are assumed to be indivisible and atomic and each block can store B data
elements and the only computation allowed on the atomic elements is to move, delete, or
copy them (to or from memory). All other information or computation (unless explicitly
mentioned) is free. In the rest of this article, we will only focus on algorithms that work in
the indivisibility model. Within the context of permutations in the indivisibility model, there
has been attempts to answer Question 3 (or alternatively, to study “easy” permutations) but
all the known explicit permutations can be shown to be easier [7, 16, 21] and in particular,
they all can be done in O(N/B) I/0s when we do not have a short cache.

Additionally, there has been a lot of interest in batched problems. For example, in a
survey Vitter [24] cites 12 different problems that can be answered in O(Sort(N) + K/B)
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I/Os where N is the total input size and K is the total output size. See also [10, 13, 17, 18, 20].
In particular Arge et al. [11] show that a slightly less restrictive version of Problem 2 can be

solved in O(N /Blogh ' N/B + K/ B) I/Os. These results produce paired output format.

For the lower bounds, the permutation and sorting lower bounds as well as a problem
known as “proximate neighbors” [15], provide a basis of (Sort(N)) lower bounds for a lot
of problems, including problems with batches of N input elements and N queries. Showing
a lower bound of roughly Q(Sort(N)) for smaller batches is more difficult but some such
results are also known [4, 6] (although not explicitly stated in these papers). Lower bounds
for dynamic batched queries have also been proved [5]. In general, Q(Sort(N)) is the only
lower bound available for all of these problems, in particular because in the indivisibility
model we can consider any algorithm that solves a batched problem as an algorithm that
computes an implicitly defined permutation of the input elements (possibly with duplicates).

Our results. In relation to Question 4, we prove a simulation result that shows any algorithm
in the indivisibility model that performs an I/Os such that it reads and writes each element
O(a) times, can be “simplified” into an algorithm that performs O(«) rounds where in each
round each element is read and written once, using « factor smaller blocks.

In relation to the batched problems and assuming query output format, we prove that
if a data structure answers BRS queries in f(N) + ¢oK/B I/Os, for a constant cg, then

d—1
f(N) = Tog B+IJL\)’g Ty (717?5(];7)) , assuming m < B¢ for a small enough constant ¢. For
B

the BORR problem, then we prove f(N) = Q(% logfn_l(N)). Interestingly, this might mean
that BRS is a more difficult problem than BORR in the query output format.

1.1 Preliminaries

Technical barriers. The indivisibility model has been extremely successful in proving lower
bounds for algorithmic and data structure problems. However, despite the considerable
attention, there are still some very natural questions left open. For instance, we consider
Question 3 as a major open question. The situation becomes more exasperating when one
considers that the known existential proof in fact shows that almost all permutations should
require Q(Sort(N)) I/Os to permute but yet, we do not know of a single permutation that
even requires w(N/B) I/Os. Furthermore, the existential proof (as well as the comparison-
based lower bounds for sorting) only can show a Q(log,,(N!)) = Q(Sort(N)) lower bound
for any reasonably defined batched problem. For example, we can only obtain a Q(Sort(N))
lower bound for the d-dimensional BORR problem (for a constant d) since the total number
of “combinatorially” different point sets of size N in R? is at most N!¢ and log,,(N!?) =
©(Sort(N)) for a constant d. Obviously, it is extremely unlikely that this bound is tight and
that the d-dimensional BORR problem can be solved in O(Sort(N)) I/Os.

However, if we assume a short cache, then both of these obstacles go away: we can in fact
show lower bounds for explicit permutations such as the matrix transpose permutation and
using a different proof strategy [7]. So the natural question becomes, can we actually prove
meaningful lower bounds for batched geometric queries under the short cache assumption?
Apart from the above considerations, this is also motivated by the desire to understand the
effects of short cache on the performance of the algorithms.

Hong-Kung’s rounds. While trying to prove a lower bound for the complexity of fast
Fourier transform, Hong and Kung [23] presented a general transformation of any I/0
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algorithm into a more standard form that works in rounds. While their transformation is
originally presented for B = 1, it is easily generalizable to larger block sizes. We can thus
present their transformation as follow.

» Theorem 5. An I/0 algorithm A that runs in a machine with memory size M can be
transformed into an equivalent algorithm A’ with the same asymptotic running time on a
machine with memory size 2M and the same block size such that A" runs in rounds and
during each round, A’ first reads 2M /B blocks, performs some computation and then writes
2M/B blocks and clears the memory.

The increase in the block size of the machine in the above theorem is not consequential.
It is easy to show that two machines where the block sizes and memory sizes differ only by a
constant amount are equivalent, up to constant factors.

» Corollary 6. Let A be an algorithm that works in Hong and Kung’s rounds that creates a
permutation m of a set of N input elements using «N/B I/Os. At least half of the elements
are written at most O(«) times. Therefore, every such element occurring in an output block
can be traced back to one of mA® possible input blocks.

Proof. By an averaging argument, not more than half of the elements can be written more
than 2« times, thus at least half of the elements are written at most 2« times. Since A works
in Hong-Kung rounds, we can trace the elements in an output block to 2m other blocks
written previously by the algorithm. Those elements, subsequently can be traced back to
(2m)? other blocks. For the elements that are written O(a) times, the output block is traced

back to m(® input blocks. |

2 Universal External Permuting Algorithm

To study the hardness of permuting, we need to consider arbitrary algorithms that perform
a specific permutation. That is, the hardness of a permutation is determined by the optimal
algorithm performing it. Often, one admirable goal towards this end is to reduce any
permuting algorithm into a “canonical” permuting algorithm that is simpler and easier to
study. In fact, Hong and Kung’s rounds is one such attempt. However, we would like to
probe much deeper. Our basic building block is the following.

2.1 Blocked Shuffle Exchange

To simplify analysing external memory permuting lower bounds, we only consider a single
type of algorithm that we call a Blocked Shuffle Exchange (BSE).

» Definition 7. In a machine with block size B and memory size M, a blocked shuffie
exchange with o phases is an algorithm with the following structure.

(i) it runs in o phases

(ii) in each phase, the algorithm does the following until
all elements are read and written once: read at most m = M/B blocks into the memory,
write some permutation of the read elements to the disk, and then clear the memory.

The goal is to show that we can (partially) simulate any permuting algorithm with a
BSE. In particular, the goal is to simulate an algorithm A that uses at most «N/B 1/Os,
with a BSE containing O(«) phases. We can in fact do this but under two caveats. The
first caveat is that we only simulate the permutation of the elements that are written O(«)
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Block B with |B| = B

RN
B

[}

aN/B blocks

Figure 1 The write history of A consists of aN/B blocks of size B. Sparse layer blocks can be
compactified using blocks of size B/« (2 in this example). Note that all columns contain at most
one element.

times. This is necessary because of some (rather uninteresting) bad examples: an algorithm
that sorts the first O(N/log N) elements of an input using N/B 1/Os, obviously cannot be
simulated with O(1) phases of a BSE. However, the algorithm reads and writes a small
portion of the elements many times while not touching the rest. So it is only meaningful to
demand a simulation on the subset of the input elements that are not read or written many
times. This is what we demand with the first caveat. For the second caveat (that we do not
know if it is necessary or not) we define work as block size times number of I/Os performed;
for an optimal simulation in terms of work, we need to run our simulation BSE on a smaller
block size. The exact formulation of our result is the following.

» Theorem 8. Let A be an algorithm that creates a permutation m of a set of N input
elements using aN/B 1/Os. Furthermore, we assume that A writes any element O(a) times.

Then, we can create a BSE that creates m using O(«) phases and either (i) uses «>N/B
I/0s or (ii) uses the same amount of work but using blocks of size B/« .

Proof. Observe that we can assume A writes every element exactly & := ca times for a
constant ¢; if some elements are written fewer times, we can just read them and perform
dummy writes.

To describe a BSE, we model the sequential write history of A. That is, all the writes
that A makes laid out sequentially in the order in which they are written. Now conceptually
imagine having & copies of this array stacked on top of each other, where each copy forms
a layer. Every write performed by A thus corresponds to a column that is composed of &
layer-blocks stacked on top of each other. Assume the layer-blocks in one block are numbered
from one to &, so that the ith block the kth column contains all elements written for the ith
time at the kth write. Thus, simulating an I/O by algorithm A corresponds to reading or
writing in the corresponding column.

The observation is that in the simulation, we can compute the i + 1st layer by only
reading from the ith layer. This follows from the fact that every read A makes is from a
previously written block (or input block), and to produce all the i + 1st writes only requires
reading elements written 7 times. Thus, to compute the next layer, we run A but replace
every read with a read to the corresponding block in the ith layer (and similar for writing to
the ¢ + 1st layer). Since A uses aN/B 1/0s, computing the next layer also takes at most

that many I/Os. Since layer-blocks can be very sparse, this gives a work of GalN = O(azN).
To achieve O(aN) work, the layer blocks are tightly packed in smaller B/a-sized blocks.

Every simulated I/O is now a sequence of densely filled B/a-sized blocks and one additional
sparse block. Since every element occurs exactly once per layer, there are at most N/(B/a) =
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aN/B dense 1/0s per layer. The same bound holds for sparse I/Os, since there are & N/B
columns, and at most one sparse I/O per column. Together, this yields &aN/B 1/Os and
(&aN/B)(B/a) = &N work. <

The factor a reduction in block size in this result might not be optimal. For small
block size, it might happen that o = Q(B), and thus the simulation essentially becomes an
internal memory simulation. However, for simulations where « is a constant, the theorem is
particularly useful.

» Corollary 9. To prove that an explicit permutation m requires w(N/B) I/Os (and thus
w(N) work), it is sufficient to prove that permuting © with a BSE requires w(N) work.

2.2 Abstract Duplicate Removal

As we show in Section 3, creating the output of a batched problem is not modelled as a
permutation problem, but as a duplicate removal problem. Essentially, we can think of the
algorithm as an algorithm that runs “backwards” and given the output of the batched problem,
it is trying to remove all the duplicates and produce the input set of elements. Because of
this, we prove a different simulation result that shows a duplicate removal algorithm can
be manipulated to produce a particular permutation of a subset of the elements with some
nice properties. Before stating our simulation result, we need to introduce some definitions
pertaining to duplicate removal.

» Definition 10. Consider a set S of K atomic elements together with an equivalence relation
= defined on S. An element ey is a duplicate of an element es if and only if e; = e5. The
duplicate removal problem is the problem of finding the quotient set or specifically, it is
the problem of finding a subset S’ C S of N elements such that no two elements in S’ are
equivalent but for every element in S there is an equivalent element in S’.

The duplicate removal problem is trivial if the algorithm has full knowledge of which
elements are duplicates and if we only care about the movement of the elements. However,
such an algorithm is highly unrealistic. To tie up the algorithm into a more realistic behavior,
we force the algorithm into duplicate elimination framework (DEF).

1: The algorithm starts with an input of K atomic elements, but with no knowledge of the
equivalent relation =.

At cost of one I/0, the algorithm can read or write a block.

The algorithm can move or delete elements in the main memory.

The algorithm works in the Hong-Kung’s rounds.

LA

The algorithm can detect all elements €1, es in the main memory s.t., e; = es. From now
on, the algorithm remembers this for free, for all copies of e; and es.

Crucially, an algorithm A can actually delete all copies of an element, if it detects that
it is a duplicate of another element. This is a problem for showing lower bounds for the
batched problem since this operation can shrink the input size of the duplicate removal
algorithm, leaving an easier instance of the problem. In the following theorem, we overcome
this difficulty.

» Theorem 11. Consider an algorithm A that works in the DEF and given an input S of
size K it detects a subset S’ C S of K/2 duplicate pairs in a«K/B 1/Os.

Then, using O(aK/B) I1/0s, and using a machine with M’ = M + B memory, we can
create a permutation of a subset S” C S such that S” contains K/4 pairs of elements (e, €’)
of S where e is a duplicate of ¢’ and e and €' are placed in the same block.
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Proof. Our overall proof strategy is as follows. We allocate a special buffer of size B in
the memory where we collect pairs of elements (e, e’) such that e is a duplicate of €’. Once
the special buffer is full, we write them to the disk. To fill the special buffer we simulate
A two times: once forward and once backwards. During the backwards execution of A we
make some modifications where instead of writing an element e into a block B, we may write
an element e’ instead. This means that, in the future, when we read the block B, we will
have the element ¢’ instead of e. We continue the backwards execution of A while treating
e’ the same way e was treated; this is possible since A only moves or copies the element e
and both can be applied obliviously to €’ instead. It is important to observe that A might
copy elements (consider it bookkeeping), even though it is a duplicate removal algorithm.
Ultimately, what we want to show is that by using the sequence of I/Os that A performs, we
can create an algorithm that produces a permutation of the input such that at least half of
the elements reside in a block with at least one equivalent element. In order to show this, we
define two notions.

Consider the original execution of A. First, every element e defines a copy tree C(e),
which is a rooted tree, as follows. There is a node in C(e) for every time e was loaded
into a Hong-Kung round. The root of C(e) is the first time the element e is loaded into
memory. More than one copy of e could be in memory in a specific round. Therefore, pick
one arbitrarily to be the representative that round. Two nodes u and v in C(e) are connected
if the block wu is loaded from was written in the round where v was the representative. Note
that this implies that C(e) is a path if e is only ever moved around and never duplicated.

Second, for every equivalence class £ we define an equivalence tree T(E). Two elements
e; and e; in T'(€) are connected if the algorithm discovered their equivalence. This implies
in particular that (some copies of) e; and e; were in the memory at the same time. It
is therefore easy to write all edges of T(€) to a special buffer during the execution of A.
However, this would not be a permutation since every element of the equivalence tree is
written as many times as its degree.

The basic idea is to output siblings of T'(£) in pairs, so that in the at least half of the
elements of T'(£) are output as disjoint pairs. There are two obstacles with this approach.
The most important is that siblings might not reside in memory at the same time. The other
obstacle is that nodes might not have an even number of children.

First we show how to handle the second obstacle with the following grouping scheme
(the algorithm does not actually perform these operations, but it is considered known by the
algorithm). Consider the deepest internal node e. If it has an even number of children they
are marked to belong to the same group, meaning that they will be paired up later. If e has
an odd number of children, then e is grouped together with its children. In either case, e and
its children are discarded and the scheme is repeated until there are no nodes left to group.
Note that some elements are not grouped (i.e. those that had an even number of children),
but at least half of the elements will be grouped. The goal now is to pair each element with
exactly one member of its group.

We first run A with a memory of size M + B. The special buffer is used to write discovered
pairs to disk, and it is written to the output section on disk when it is full. If an element
meets a member of its group in the memory, we write the pair to the buffer. The two elements
are now disregarded for the rest of the procedure, meaning they will not be paired up with
other elements anymore. Note that all nodes that were grouped with their children have
been written to disk. What is left is to show how to pair up the remaining unpaired siblings.

We do this by performing the I/Os of A backwards by considering writes as reads and
vice versa. Elements that have already been paired up will not be used to form new pairs,
but are still moved around in the backwards run. Consider the situation where the algorithm
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Figure 2 An element e; and its children in the equivalence tree (left), and e; as a supernode
showing the underlying copy tree C/(e;) (right).

“discovers” an equivalence between e; and e;, where e; is the parent in the equivalence tree
and e; is still unpaired. Since e; is either already paired in the forward run, or will not
be paired at all, we can safely substitute it with e;. That means that for the rest of the
backwards run, every copy of this e; upwards in the copy tree is now replaced by e;. The
claim is that all unpaired siblings will be paired up in this way.

Figure 2 depicts part of the equivalence tree of e;. The two children e; and ey, were never
in memory at the same time. However, if we replace the copy of e; (call it a) that discovers e;
by e; (and similarly for the copy b that discovers ey) the following happens. The substituted
elements will end up in the memory at the same time, namely at the round where some copy
of e; wrote copies a and b to disk. At this point the elements are written to the buffer and
ignored for the rest of the backwards run as usual. If more than two substituted elements
meet in memory, then at most one (namely the one that was not written to the buffer) will
propagate up the copy tree of e;. By construction, an even number of siblings were left, so
all of them will eventually be paired and written to the buffer.

Thus, all elements that were grouped are written to disk exactly once, and always paired.
Since at least half of the elements were grouped, the proof is complete. <

3 Batched Lower Bounds for Short Cache

In this section, we describe our lower bounds for offline problems under the short cache
assumption. As discussed earlier, a major open problem is to obtain some non-trivial lower
bound of w(Sort(N)) for some offline problem without the short cache assumption and
unfortunately, none of the known techniques seem capable of doing that.

In general, proving lower bounds for geometric problems involves first building a “difficult”
input set and then proving that the input is indeed difficult. For our problems, this first part
is now considered standard since there have been plenty of lower bounds that have been
using similar set of basic constructions of points and rectangles [2, 3, 12, 14, 22].

These standard constructions have been summarized in the following theorems.

» Theorem 12. [2, 3, 1}] For any parameter n, we can place a set P of n points inside the
unit cube U in R such that for any two points p,q € P, the rectangle created by p and q has
volume Q(1/n). Furthermore, any rectangle of volume v contains Q(vn — O(1)) points.

» Theorem 13. /3, 14, 12] For any two parameters n and £, 2 < { < n'/3, we can place a
set R of n rectangles inside the unit cube U in R with the following properties. There are
t == c¢(log, n)?~1 types of rectangles, for a constant c;, with each type having the dimensions
(%)“ X (%)12 X o (%)Zd’l X w, for some integers i, € {0,...,log,(n/t)}. The set
R has the following properties:
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(i) each rectangle has volume *,

(ii) ©(%) rectangles of each type are sufficient to tile U,
(iii) every two rectangles of same type are disjoint, and
(iv) r rectangles that have distinct types intersect at a volume at most #.

3.1 Batched rectangle stabbing problem

In BRS we are given an input set I of NV rectangles and a query set @) of N points. The goal
is to find for every point ¢ in @, the set of rectangles that contain ¢. For every query point g,
the algorithm is required to output the set of rectangles that contain ¢ in contiguous blocks.
However, the algorithm is given freedom to choose the order in which to report the queries,
and within each query, the order of the rectangles that contain q.

» Theorem 14. Let A be an algorithm that given the input sets I and Q for the BRS problem,
answers the queries in query order format and in f(N)+ coK/B I/0s for a constant c¢y. We

d—1
prove that f(N) = o8 B+ﬁglogn . (;L‘gg(ﬁ)) , assuming B = Q(loglog N).

The first step is to construct the difficult input sets. First, we create a set QQ of N points
using T'heorem 12. Then, using Theorem 13, we create a set I; of n initial rectangles for a
parameter n. Next, we “clone” each initial rectangle 8 times, where [ is a parameter. This
is inspired by a data structure lower bound of [1]. Specifically, we create 8 copies of each
initial rectangle and then place the copies in the input set I. Thus, we can construct a set
I of N = nf rectangles. One should think of the clones as slightly perturbed copies of the
original rectangles, meaning, the cloned rectangles are distinct atomic rectangles. However,
for simplicity we consider them to cover the same area. If an initial rectangle is stabbed by
k query points, all its clones are said to have multiplicity k.

Thus, we have a set Q of query points, and a set I of rectangles. Assume that the
algorithm decides to answer the set of queries in the order < ¢i,---,qn >. For each g;, let
1,, refer to the subset of I that contains the point ¢;. By Theorem 13 and because of our
cloning, I,, contains ¢ rectangles where t = (log, n)?~1. The output of the algorithm can
therefore be described as O := I, ..., I, . Thus, O is a sequence of atomic elements, where
each atomic element is a rectangle from I. Let K be the total length of O. With the input
and output formalised, we have the necessary tools to prove the theorem.

Proof of Theorem ?7. Consider the input (Q, ) and the output O as described above. O is
generated from the sequence in which I is presented to the algorithm. Multiple query points
might stab the same rectangle, so O can contain many duplicates. Since the operations of
the algorithm are reversible in the indivisibility model, we can consider the algorithm in

reverse. In this setting, the sequence O is the input and the goal is to remove duplicates.

Observe that we have many duplicates; by Theorem 13, each rectangle € I has volume
t/n, and therefore by Theorem 12 it contains @(%N ) = ©(tf3) points. This means r appears
O(tp) times among the query answers, and thus it is duplicated O(¢3) times. By assumption
the algorithm spends at most f(N) + ¢oK/B I/Os to remove all the duplicates. We claim it
is enough to prove that this duplicate removal requires more than (co + 1)K/B I/Os. Most
of this proof is devoted to proving this main claim, and in the end we show how it implies

that f(N) > K/B.

By contradiction, assume the duplicate removal can be done in aK/B 1/0s, for a = ¢o+1.

If there are more than K/10 elements of O that are written more than 10« times, then it
follows that the algorithm has spent more than (10« - K/10)/B = «K/B 1/0s, which is
not possible. Thus, let O’ be the subset of O where each element of O’ is written at most
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10« times and now we know that O’ contains at least 9K /10 elements. Since O contains N
unique elements, it follows that O’ contains 9K /10 — N > 8K /10 duplicates. Now ignore any
element that is not in O’ (or assume the algorithm can just remove the duplicates for free
outside O’). This means, the algorithm has an input of size at least 9K/10 and it remove at
least 8 /10 duplicates.

By Theorem 11, we can do a simulation of the duplicate removal with an « (i.e. constant)
factor overhead on the number of I/Os. Let O be the sequence of elements produced by the
simulation, and consider a block B in O. By Theorem 11, we know B is filled with pairs
of elements that are duplicates and by Corollary 6, B can be traced back to w = m©(®)
blocks of size B in the sequence O’ and in particular to blocks in the sequence I, , ..., I,
Each block of size B can store answers for max{1, %} queries and thus w blocks of size B

correspond to u = w - max{1, %} queries. Since every rectangle is stored in the same block
with at most § of its clones, there are at least % un-cloned (initial) rectangles in I; with
multiplicity > 1. That means that there exists a subset S C @ of queries (where |S| < u), so
that in the set of rectangles in I; stabbed by S, there are at least % rectangles stabbed by
at least two query points.

We show that for the right choice of parameters, this is impossible which would in turn
prove our main claim above. To do this, it is enough to show that two query points ¢; and
g; cannot stab r = Cﬂ% common initial rectangles; if that holds, then the total of common

initial rectangles over all u? pairs in S cannot amount to %.
By an area argument, we show that two query points ¢; and ¢; cannot stab r = Cﬁ% +1

initial rectangles. If the area of the intersection of r initial rectangles, which is %, is
smaller than the area spanned by ¢; and g;, which is at least Q(%) = Q(%) by Theorem 12,
C,;ﬁ, (i.e. Bt < £771) for some

constant ¢/. By substituting ¢ = ¢;(log, n)?~! and r we get:

then we are done. Thus, we must ensure that ﬁ <

deif(logyn)?t < (7 M)
Blogt

(d—1)loglog,n +log 8+ O(1) < Bu? @
Blogt

B((d=1)loglog,n +log f + O(1)) < Cuzg @

We set 8 = B/(log B + loglogn) and thus we get u = w since St > B. We assume
B = Q(loglog N) and thus this implies § > 1 and thus it is a valid choice for 5. Then, we
observe that setting the value log ¢ = m©P(® satisfies the inequality 3. We thus we obtain
a lower bound of f(N) = Q(K/B). Since each query point hits exactly ¢ rectangles, the
output size is K = Ntf3. For our choice of ¢, we have t = (::%& )d 1. Using the notation
f>gfor f =Q(g), we get

d—1
K log N 1
N — =N. 4
F(N) > B (mo(a)) log B + loglogn )

<

This lower bound is higher than the upper bound shown in [11] for the paired output
format. One trivial approach to achieve the query output format is sorting the paired
output format. This yields (’)(N/B log"* N/B + K/Blog,, K/B) I/Os, which of course
does not match our lower bound. Besides, our theorem only applies to algorithms that use
O(f(N)+ aK/B) I/Os. It would be interesting to see if our lower bounds can be matched
by a specialised algorithm tailored for the query output format.
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3.2 Batched Orthogonal Range Reporting

» Theorem 15. Let A be an algorithm that given the input sets P and R for the BORR
problem, answers the queries in f(N)+coK/B I/0s. And assume B > m® for some small
enough constant €. We prove that

f(N) = Q<g log? 1 (N) + K/B) .

Proof. The proof of this theorem follows the same reasoning as the proof of Theorem 14,
but the input objects (points) are not cloned. Consider an input (P, R) where P is a set of
N points as in Theorem 12 and R is set of n query ranges as in Theorem 13. The value of n
is determined by a parameter 5 so that 8 = N/n. Note that we create fewer rectangles than
points.

As before, we look at the problem as a duplicate removal problem, define the sequence O
of size K and observe that it is sufficient to prove that removal of duplicates from O requires
at least a /B I/Os where o = ¢o + 1. As before, we assume otherwise, meaning, we assume
that the algorithm can remove duplicates in «K/B 1/Os. We then define the sequence o’
and use Theorem 11 to define the sequence O. We know that every block in O contains
B/c duplicates for some constant c. However, here the role of the rectangles and points are

swapped and proofs start to diverge.
t

The volume of a rectangle is £, so by Theorem 12 it contains ©(N L) = ©(¢3) points.

Since the points contained in a rectangle are reported consecutively, a block of size B can
store answers to max{1, 77} queries. Thus, setting § to be max{1,©(F)}, every block can
store the answers to O(1) queries. As before, every block in O can be traced back to only
mO(@) blocks in the sequence O and since very block in the sequence O stores answers of
at most O(1) queries, it follows that every block in O can be traced back to w = m°(@
rectangles that contains B/c points that are contained in at least two of the rectangles. This
means, for some pair of rectangles g1, g2, we must have B/(cu?) common points. Observe
that the area of ¢ N ¢z is at most O(-5) and thus by Theorem 12, ¢; N g2 can contain at
most 14+ N -O(-5) =1+ c’% points, for some constant ¢'.
Thus, we can get a contradiction by satisfying the inequality
/18

177
+€<

Observe that 1f > > 1, then we can pick ¢ large enough such that it satisfies the inequality.

In particular, we set ¢ = Q(w?). The assumption of % > 1 translates to B® > m® which is
satisfied by our short cache assumption. Thus, we get a lower bound

F(N) :Q(ﬁ) :Q<t€:> :sz(tg) :Q(W) —Q(glogm N) <
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—— Abstract

In the independent range sampling (IRS) problem, given an input set P of n points in R?, the
task is to build a data structure, such that given a range R and an integer ¢ > 1, it returns
t points that are uniformly and independently drawn from P N R. The samples must satisfy
inter-query independence, that is, the samples returned by every query must be independent of
the samples returned by all the previous queries. This problem was first tackled by Hu et al. [15],
who proposed optimal structures for one-dimensional dynamic IRS problem in internal memory
and one-dimensional static IRS problem in external memory.

In this paper, we study two natural extensions of the independent range sampling problem.
In the first extension, we consider the static IRS problem in two and three dimensions in internal
memory. We obtain data structures with optimal space-query tradeoffs for 3D halfspace, 3D
dominance, and 2D three-sided queries. The second extension considers weighted IRS problem.
Each point is associated with a real-valued weight, and given a query range R, a sample is drawn
independently such that each point in PN R is selected with probability proportional to its weight.
Walker’s alias method is a classic solution to this problem when no query range is specified. We
obtain optimal data structure for one dimensional weighted range sampling problem, thereby
extending the alias method to allow range queries.
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1 Introduction

Range searching is a fundamental problems in computational geometry.. The input is a
set P of n data points in d-dimensional real space, R? (possibly weighted). The goal is to
preprocess the points into a data structure, s.t., given a query range R, the points in PN R
can be counted or reported efficiently. Range searching has been studied extensively and we
refer the reader to the survey by Agarwal and Erickson [5] for a broad overview of the area.

Sampling is one of the most natural operations to deal with large data, making efficient
and robust sampling vital in many applications. Here, we consider the range sampling
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problem, where the goal is to design a data structure to support efficient methods to sample
from data in the query range. These queries do not fit in the traditional range searching
frameworks (such as, the semi-group range searching framework). However, the ability to
generate random samples for a given range is useful in many database applications, such
as online aggregation [14], interactive queries [6] and query optimization [10]. Within the
context of database systems, the importance of sampling queries were identified early on.
Olken and Roten’s survey from 1995 [20] presents various possible sampling strategies as well
as attempts to solve them (see also [19]). However, for spatial queries, i.e., range queries,
most of the existing solutions have shortcomings. In one category of solutions, the idea is
to use R-trees or Quadtrees where the performance of the data structures depend on input
parameters such as “density” and “coverage” [19]. Thus, the worst-case performance of such
solutions could be very bad. In another category of solutions, one can select a random sample
of the points, preprocess and store them in a data structure (see [15] for more details) but
this does not guarantee independence between future and past queries (i.e., asking the same
query twice will return the same set of samples).

Hu et al. [15] studied the independent range sampling problem for the first time using
the worst-case analysis. In this variant, it is required that the results of every query
must be independent from those returned by the previous queries. Thus, issuing the same
query multiple times will fetch different samples, which is desirable in many data analytic
applications [12, 26, 17], For example, in interactive spatial exploration and analytics [12, 26],
the user specifies a query range on the map, and the goal is to continuously generating
samples from that range for analytic purpose. The query process is interactive since the
user can terminate the query whenever s/he finds the precision of the analysis is acceptable.
Independence among the sampling results of all queries is crucial in interactive spatial
exploration and analytics, since the user may issue queries with similar query ranges and
expect to get independent estimations. Hu et al. [15] studied the problem in one dimension
for unweighted points, and proposed a data structure that consumes O(n) space, can be
updated in O(logn) time and can answer queries in O(logn + t) time, where t is the number
of samples. In this paper, we study the problem in two and three dimensions, and obtain
optimal data structures for some important categories of queries: three dimensional halfspaces
and by extension, three-dimensional dominance queries, and two-dimensional three-sided
queries. We also propose optimal data structure for one-dimensional weighted range sampling
problem, in which the sampling probability is defined by the weights of the points.

We focus on the space-query time trade-off for static data structures that solve the
independent range sampling problem. We focus on the with-replacement sampling, in which
each sample is independent selected from the query range. We defer the discussion on
without-replacement sampling to the full version of the paper [1]. For the unweighted case,
the input is a set P = {p1,--- ,pn} of n points in R? where U is the domain size, and a
range space R. Given a range R € R and an integer ¢t > 1, the query returns a sequence of
t points, where each element of the sequence is a random point of P N R that is sampled
uniformly and independently (i.e., with probability ﬁ). We impose the constraint that
the sampling result must be independent from those returned by the previous queries.

For the weighted case, each input point p; is associated with a real-valued weight w;.
The query returns a sequence of ¢ points, where each element of the sequence is a point
p; € PN R sampled independently and with probability wy/ ije pagr Wj- Note that if
range R is omitted in each query, such sampling oracle can be implemented with a classic
data structure called Walker’s alias method, which uses linear space and returns a weighted
sample in constant time. Alias method has been successfully adapted in many data mining
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algorithms [16, 7], so it is also of theoretical interest to see if it can be extended to support
range queries. We assume the existence of an oracle that can generate random real numbers
or integers in O(1) time. We assume real RAM model of computation: a machine that is
equipped with w-bit integer registers, for w = Q(logn), as well as real-valued registers that
can store any real number. Arithmetic operations take constant time but storing the contents
of a real-valued register into an integer register (via the “floor” function) is only allowed
when the result has at most w bits 1.

Our results. We obtain an optimal data structure for three dimensional halfspace ranges
for the unweighted independent range sampling problem. Given a query halfspace h, it

can extract ¢ independent uniform random samples from h in O(logn + t) expected time.

The structure uses O(n) space. This also implies optimal data structures for two-sided and
three-dimensional dominance queries. For weighted range sampling problem, we obtain an
optimal data structure for one dimensional point sets in the real RAM model. More precisely,
we assume the coordinate of each point can fit in a word of ©(log U) bits, and the real value
weights are stored in real registers. The reason we make this assumption is to assure that

the space used to store the weights cannot be charged to the space used to store the points.

The query is given as an interval [a, b], where a and b are indices. The goal is to extract
t independent samples from the indices in [a, b], such that each index i € [a,]] is selected
independently with probability proportional to its weight w;. Our solution uses O(n) space
and answers a query in O(Pred(U, w, n) + t) time, where Pred(U,w,n) is the query time of
a predecessor search data structure that uses O(n) space on an input of size n from the
universe [U] and on a machine with w-bit integers [22].

1.1 Related Work

In the database community, the problem has a long history and it dates back to the 80’s
when it was introduced as the random sampling queries problem. For a database and a given
query (range, relational operator, etc.), the goal is to return a random sample set in the query
result rather than the entire query result itself. Olken and Rotem considered the problem of
independently returning random samples from a query range on B-trees [20], and obtained
a structure that returns a sample with O(loggz n) cost. Olken and Rotem also studied the
range sampling problem in high dimensional space using R-tree based structures [21]. We
refer the readers to see an excellent survey in [20].

This problem has regained attention recently, due to the “big query” phenomenon where
a query result may contain a huge number of elements, and thus it is infeasible to list them
all. As mentioned, Hu et al. [15] studied the range sampling problem for one dimensional
points, with insertions and deletions. They proposed a dynamic RAM structure of O(n)
space that answers a range sampling query in O(logn + t) expected time, and supports an
update in O(logn) time. The static unweighted range sampling problem is trivial for one
dimensional point sets, since given a query with range R = [a, b] and parameter ¢, one can
perform two predecessor queries to identify the boundaries of the points in R, and one range
counting query with constant cost to obtain P N R, the number of points in R. Then, we
can simply sample from P N R by generating ¢ random integers between 1 and |P N R| and
accessing the corresponding ¢ points.

1 We actually don’t need a “floor” instruction since we can simulate it using binary search in O(w) time.
As this is used during the preprocessing phase, the query cost can still be kept constant.
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Walker’s Alias Method. In the weighted sampling problem, the input is a set of non-
negative real numbers wy,...,w,, and the goal is to build a data structure, such that a
query extracts an index ¢ with probability p; = w;/ Z?Zl wj. The indices returned by
different queries should be independent. The classic solution to this problem is Walkers’ alias
method [25], which uses O(1) query time and O(n) preprocessing time. See the full version
of th paper [1] for short description of this method.

Another problem very related to halfspace range sampling is the halfspace range reporting
problem where the goal is to simply report all the points in the query halfspace. To see this
relationship, observe that extracting ¢t random samples from a query range that contains
only ¢ points should extract a faction of the points in the range with constant probability.
Halfspace range reporting has been extensively studied for over 30 years, and various results
were obtained on this problem. In 2D, the problem was optimally solved in 1985 by Chazelle,
Guibas, and Lee [11] but in contrast, the first optimal solution in 3D was obtained relatively
recently in 2009 by Afshani and Chan [3], where they showed that one can report the set of
points in a query halfspace in O(logn + t) time using O(n) space where t is the output size.
The 3D solution is based on powerful tools created by Matousek [24, 18] which have been a
vital part of all the previous attempts to solve halfspace range reporting problems in three
and higher dimensions [8, 24, 23]. Note that the fact that we can match the performance of
the best reporting data structures for the queries considered is very desirable.

2 Unweighted Range Sampling in Three Dimensions

Let p1,--- ,pn be a set of three-dimensional points. The main result of this section is an
optimal data structure that given a query halfspace h, it can extract ¢t independent uniform
random samples from h in O(logn + t) expected time.

We will use most of the known tools in range reporting: shallow cutting, shallow partition,
and partition theorems together with new ideas that take advantage of the structure of the
range sampling queries. The rough summary of our approach is as follows: we first build a
“core” data structure to sample from query halfspaces that contain many points; later by
using shallow cuttings we can extend this to all query halfspaces. To build the core data
structure, we create a hierarchy of shallow cuttings and then for each cell in the resulting
cuttings, we build data structures that can sample a point uniformly randomly from inside
the cell. This part is the main technical contribution since without additional ideas, this
approach is not going to give us a linear-space solution?. To use only linear space, we build
one “global” data structure which is an array that stores the point set in some order, and
then for each cell in a shallow cutting, we store a data structure of sublinear size that can be
used to generate one “random” entry point per sample, into the global array; the final sample
point is obtained through this random entry point in constant time. A careful analysis shows
that the space complexity of the data structure is indeed linear and that each sample is
picked with the correct probability.

2 An expert reader can verify that this approach can easily give us a solution that uses O(nlogn) space, if
we spend O(n) space per each shallow cutting level. By using another classical idea, that is, building the
shallow cuttings every loglogn levels and bootstrapping using simplex range searching data structures,
this can be reduced to O(nloglogn). However, this approach seems hopeless to get to O(n) space.
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Figure 1 (left) For a k-shallow cutting F, a triangle 7 € A(F) is shown. For every point on 7,
there are at least k and at most O(k) hyperplanes passing below it (not shown here). H, is the set
of hyperplanes h that are below at least one of the vertices of 7. (right) In dual space, A is a point
that is below at least one of the hyperplanes corresponding to the vertices of 7.

2.1 Preliminaries and Definitions

We present the dual of a hyperplane h (resp. point p) with h (resp. p): a point p that is below
a hyperplane h is mapped to a hyperplane p that passes below the point h. An zy-monotone
function in R3 is a surface, s.t., any line parallel to the z-axis intersects the surface exactly
once. Given an zy-monotone surface F in 3D and a point ¢ = (¢4, gy, q.) € R?, we say ¢ is
above F iff the “downward” ray (¢, gy) X [¢-, —00) intersects F. The below relationship is
defined analogously. Let P be a set of points in 3D and let H be a set of n hyperplanes dual
to points in P. A k-shallow cutting F for H is an zy-monotone surface that is a piece-wise
linear function composed of O(n/k) vertices, edges, and triangles, s.t., there are at least k
and at most O(k) hyperplanes passing below every point of F. The conflict list of a point p
on F is defined as the set of all the hyperplanes in H that pass below p and it is denoted by
H,. The conflict list of a triangle 7 € A(F) is the set of hyperplanes that pass below 7 and
is denoted by H.. The set of points dual to H;, is denoted by P,. See Figure 1.

» Theorem 1 (Shallow Cutting Theorem [24]). For any given set H of n hyperplanes in 3D
and an integer 1 < k < n/2, k-shallow cuttings exist. Furthermore, for k; = 2¢, 0 < i < logn,
k;-shallow cuttings F;, together with the conflict lists of all their vertices, can be constructed
in O(nlogn) total time.

» Lemma 2. Given a shallow cutting F; and its set A(F;) of O(n/k;) triangles, we can
build a data structure of size O(n/k;) s.t., given a point p € R, we can decide if p is below
Fi or not. In the first case, the triangle T € A(F;) that lies directly above p can be found in
O(logn) time.

Proof. Simply project all the triangles onto the zy-plane. Since F; is xy-monotone, we
obtain a decomposition of the plane into O(n/k;) triangles. Build a point location data
structure on the planar decomposition [13]. Given the query point p, project it onto the
xy-plane, find the triangle 7 whose projection contains the projection of p, and decide if p is
below 7 or not. |

» Theorem 3 (Partition Theorem [18]). Given a set P of n points in 3D and an integer
0 < r < n/2, there exists a partition of P into r subsets Py,--- , P,, each of size ©(n/r), s.t.,
each subset P; is enclosed by a tetrahedron T;, s.t., any hyperplane crosses O(r2/3) tetrahedra.

» Theorem 4 (Shallow Partition Theorem [24]). Given a set P of n points in 3D and an
integer 0 < r < n/2, there exists a partition of P into r subsets Py,--- , P, each of size
O(n/r), s.t., each subset P; is enclosed by a tetrahedron T;, s.t., any halfspace that has at
most n/r points of P crosses O(logr) tetrahedra.

We also need the following known optimal data structures for halfspace range reporting
(Theorem 5) and approximate halfspace range counting (Theorem 6).
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» Theorem 5 ([3]). Given a set P of n points in R3, one can build a data structure of linear
size s.t., given a query halfspace h, it can list the points in P N h in O (logn + |P N k) time.

» Theorem 6 ([4, 2]). Given a set P of n points in R3, and a constant € > 0, one can build
a data structure of linear size s.t., given a halfspace h, in O(logn) time, one can produce an
integer k s.t., k/(1+¢) <|hNP|<k.

2.2 The Overall Data Structure

We now return to our original problem. Our input is a set P of n points in R3. Let H be
the set of hyperplanes dual to P. Define k; = 2¢,0 < i < logn. We say an integer m is large
if it is greater than 2¢(°glog ”)2, for a global constant C' to be set later. The following lemma
will be proved in the next subsection.

» Lemma 7. Given a set P of n points, we can build a structure of linear size to answer the
following queries. Given any query halfspace h in which |P N h| is large, we can extract t
independent random samples from PN h in O(logn +t) time.

Furthermore, the query can be carried over in an “online” fashion. After the initial search
time of O(logn), the data structure can fetch each subsequent sample in O(1) expected time,
until interrupted by the user.

By standard techniques, this gives us our main theorem. See the full version of the
paper [1] for the proof.

» Theorem 8. Given a set P of n points in R®, we can build a data structure of size O(n)
s.t., given a halfspace h and a parameter t, we can extract t samples from the subset PN h
in O(logn +t) expected time.

Furthermore, the query can be carried over in an “online” fashion, without knowledge
of t: After the initial search time of O(logn), the data structure can fetch each subsequent
sample in O(1) expected time, until interrupted by the user.

The above theorem easily extends to sampling from dominance queries as well. Given two
points p and ¢ in d-dimensional space, g dominates p if every coordinate of ¢ is greater than
that of p. In dominance reporting, the goal is to preprocess a set of n points s.t., given a
query point ¢ all the points dominated by ¢ can be reported efficiently. As observed by Chan
et al. [9], three-dimensional dominance queries can be solved using halfspace queries. It is
also known that a dominance query can solve two-dimensional a three-sided query, that is, a
query region [a,b] X (—o0, c] given by three values a, b, and c.

2.3 Proof of Lemma 7

As previously mentioned, this is the heart of the problem and this is where we significantly
deviate from the previous techniques (even though we use similar building blocks): To obtain
optimal halfspace range reporting, Afshani and Chan [3] rely heavily on the fact that if a
halfspace h contains too many points, then the data structure is allowed to spend a lot of
time on the query, since we will spend a lot of time producing the output; in other words, the
search time can be charged to the output size. In our case, we might be interested only in a
small subset of points in A and thus the search cost cannot be charged to the output size.
Our idea is to build two main components: a global array and a number of local structures.
The global array will store each point once in an array of size n, in some carefully selected
order. The array compactly stores a number of “canonical sets” of total size O(nlogn). We
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use shallow cuttings to build the local structures. The important point is that the local
structures in total will have sublinear size and their utility is to find entry points into the
global structure: given a query, using the local structures we locate a subarray of the global

array and then uniformly sample from the subarray. We present the technical details below.

Using Shallow Cutting Theorem, we build a k;-shallow cutting F; (as well as its set of
triangles A(F;)), for each large k; where k; = 2¢,0 < i < logn, We have |A(F;)| = O(n/k;)
by the Shallow Cutting theorem. For a triangle 7 € A(F;), the conflict lists H, and P, are
defined as before. Observe that for each triangle 7 € A(F;), with vertices p1,p2 and ps, H.
is the union of H,,, Hp,, and Hy, (with duplicates removed). In this subsection, h will refer
to the query halfspace in the primal space. In dual space we will denote h with ¢. Thus, our
objective is to either sample a random point of P below h, or a random member of H, (a
random hyperplane of H that passes below ¢).

The Global Structure. Using Shallow Partition Theorem, we build a partition tree T, a1
as follows. The root of T},.,. represents P. Consider a node of T}, that represents a
subset S C P. We use Shallow Partition Theorem with parameter r = |S|° to obtain subsets
S1,-++, Sy, for a small enough constant € > 0. If a subset S; contains at most b points, for a
parameter b to be defined later, we call it a base subset. Unlike the approach in [3], we only

recurse on subsets S; that are not base subsets. Thus, the leaves of T},,.,., are base subsets.

For each base subset B, we build a secondary data structure that is another partition tree
Tp: The root of T represents B. At a node of T that represents a subset S C B, we
use Partition Theorem (not the shallow version) with parameter r = |S|° to obtain subsets
S1,-++,Sr. We recurse on each subset S; until we reach subproblems of constant size. We
store an in-order traversal of the leaves of Tz, in an array Ap; the size of Ap is exactly
equal to |B| and for every internal node v € T the points in the subtree of v are mapped
to a contiguous interval of array Ag. We build our global array A by concatenating all the
arrays Ap over all base subsets B. Finally, we build a data structure for approximate range
counting queries (Theorem 6).

The Local Structure for 7. Consider a triangle 7 € A(F;) and let p1, p2, and ps be the
vertices of 7. Remember that H, was defined as the union of conflict lists of p1, p2, and p3
after duplicate removal (Figure 1). We will store a local structure for 7 that consumes o(|H|)
space (O(|HT|/logO(1) n) to be more precise). p1,p2 and ps correspond to three different
hyperplanes, Py, pz and p3 in the primal space; a hyperplane h € H, corresponds to a point
h € P that is below one of the hyperplanes p1, Pz or P3. Let P, be the set of such points (in
other words, P is the set of points dual to hyperplanes in H,). Let By,--- , B, be the base
subsets that are intersected by or are below at least one hyperplane p;, 1 < < 3. We will
store a data structure of size O(mb®/*) at triangle 7: For each base subset B;, we consider
the partition tree T'z,. For every node v € T'g,, the subset of points in the subtree of v defines
a canonical subset of B;. By the properties of partition trees (see e.g., [18]), we can write

P, N B; as the union of O(|B;]?/?log | B;|°M) = O(| B;|>/*) = O(b/*) canonical subsets of B;.

However, as each subtree of Tz, maps to a contiguous interval of Ap,, it follows that we can
represent P, N B; as the union of O(|B;|?/4) intervals from Ap,. We collect all these intervals,

over all base subsets By, --- , B,,. Let I1,--- , I); be the set of all such intervals. Observe that

we have |I1| + |Is| + - - - 4 |Ins| = | P, since the intervals partition P,. Also, M = O(mb>/%).

We store the numbers |I1], |2, -, |[In]| in a data structure T.,,....(7) for weighted sampling,

using the Alias method; the data structure consumes O(M) = O(ml‘)j’/“l) space arllldl in O(1)
j

time can produce a pointer to an interval I; with probability m = 1Bl
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Answering Queries. Using approximate halfspace range counting data structure, we can
produce an integer k s.t., 15/2 <k< k. Let i be the smallest index s.t., k < k;. We can
find % and 7 in O(logn) time, by Theorem 6. Clearly, ¢ is below k;-shallow cutting F;. Let
7 € A(F;) be the triangle that lies above the query point ¢. 7 can be found in O(logn) time
using a point location query. We claim it is sufficient to be able to sample from H,: to
sample a hyperplane that passes below ¢, we repeat extracting independent uniform samples
from the set H, until we find one that passes below ¢. Since H, is a subset of H,, this
guarantees independent uniform sampling. On the other hand, since |H,| > k/2 we get
that |H,| = O(k), and thus on average we need to extract O(t) random samples from H.,
to produce ¢ random samples from H,3. Note that after initial O(logn) time to find 7, we
spend O(1) expected time per sample and thus we can continue without knowledge of ¢.

Sampling from H... Consider the intervals Iy, --- , I stored for the triangle 7; by construc-
tion, the points stored in these intervals form a partition of P,. Using structure T,,..,..(7),

in O(1) time, we can select an interval I; with probability ‘llljf ||. Next, we generate a random

integer ¢ between 1 and |I;| and output the ¢-th point in the interval I;. Clearly, the
probability of outputting an element of P; is exactly equal to ﬁ and query time is O(1)

per sample.

Space Analysis. This is the main part of the proof. First, observe that the global structure
clearly consumes linear space since points in every base subset B are stored only once in
the array Ag. Thus it remains to bound the space usage of the local structures. Consider a
triangle 7 € A(F;) with its three vertices p1,p2, and ps. Let Hy, be the set of hyperplanes
of H below p1, or equivalently, let Py be the subset of points of P below the hyperplane pr.
Let k = |Hp,|. Let f(n,k) be the maximum number of base subsets of T},.,. intersected by
any hyperplane h that lies above k point of P. Remember that we have used the Shallow
Partition theorem with parameter r = n°. If n < b, then we are already at a base subset
so f(b,k) = 1. Otherwise, depending on the value of k, we might intersect either all the r
subsets or only O(logr) subsets. So we get the following recurrence, which is a generalization
of the one found in [3] (we must note that the recurrence in [3] bounds the query time where
here we are only bounding the crossing number):

1 ifn<b

f(n k) < Ez‘oz(:ltogn) (en'=% ki) ifk<n'™* =2 where k = > ki
S fent e k) ik >l =

<

=3

We solve the recurrence by guessing that it solves to the “correct” bound, that is, it solves
to f(n, k) = 2¢08108m)* 4 Lo(p)/bl=3¢ where g(n) is a monotonously increasing function
that is always upper bounded by a constant and ¢ is a constant. This is similar to the
analysis done in [3], so we postpone the details to the full version of the paper [1].

The analysis shows that the total number of the base sets intersected by three hyperplanes
P1, Dz, or P3 is at most 3f(n, O(k;)). Thus, the value m in the local structure of 7 is bounded
by 3f(n,O(k;)). The local structure of 7 consumes O(mb*/*) space. Remember that we are
aiming to build the data structure for halfspace containing large number of points. Thus,

3 This is the only part that breaks down for the weighted range sampling problem. This is also the only
hurdle that makes the query time “expected”. All the other parts of the data structure work with a
worst-case query time.
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k; = Q(2C¢(loglog ”)2). We set the constant C' in the definition of a large integer to 2¢, which
means k; = ((22¢(loglog ”)2). We also set b = log” n for a large enough constant C’. We
plug the values in f(n, k), and thus space used by the local structure of 7 is bounded by

O(mbi) =0 (f(n, O(k‘i))b%> =0 ((ZC(loglog")z + blkge) bi>

’ k k
<( & ) (]an)(%_?’s) IOan

if we set C’ large enough and set € < 1/4. The number of triangles 7 in A(F;) is O(n/k;)
and thus the total amount of space used by the triangles is O(n/log?n) and over all the
indices this sums up to o(n). This proves all the local data structures consume sublinear
space and concludes the proof of Lemma 7.

3 Weighted Range Sampling in One Dimensions

In this section, we address the one-dimensional range sampling problem. Let U be an integer
that denotes the universe size of the coordinates. We assume the word size w = O(logU),
such that the coordinate of each point can fit in a word. The input is a set P = {p1, -+ ,pn}
of n points on grid [u], and each point p; is associated with a non-negative real-valued weight
w;. Given an interval R = [a,b] and an integer ¢ > 1, the query returns a sequence of ¢
points, where each element of the sequence is random point p; € P N R that is sampled
independently and with probability wy/ ij cpPnRr Wj-

Note that the coordinate of a point can be stored in a word of w = ©(log U) bits, but a
weight is a real number and cannot be stored in an integer word. We say the space usage of
a data structure is S(n) if it uses at most S(n) words and at most S(n) real registers.

Weighted vs. Uniform IRS. We first offer some intuition to show that weighted independent
range sampling is a non-trivial problem, even in one-dimension. Consider one-dimensional
uniform independent range sampling problem. There is a simple solution: we store the points
of P in ascending order using an array A. Given a query range [a,b] and an integer t, we
perform predecessor/successor search to identify the subsequence in A that consists of the
elements covered by ¢. Then, we can simply sample from the subsequence by generating ¢
random ranks and accessing ¢ points. The total query cost is O(Pred(U,w,n) + t) where
Pred(U,w,n) is the query time of a predecessor search data structure that uses O(n) space
on an input of size n from the universe [U] and on a machine with w-bit integers [22]. For
the weighted IRS problem, the above approach does not work. The main issue is that
sampling from the identified subsequence requires an alias structure designed specifically to
that subsequence. Since there are 2(n?) difference subsequences, one needs (n?) space to
make this approach work.

Notations. We begin by defining some notations. Given a set S, we use W(.S) to denote
its weight. With a slight abuse of notation, we also use W (.S) to denote the set S. Given two
integers 1 < a < b < u, [a, b] is the range from a to b. With a slight abuse of notation, we will
also use [a, b] to denote the points in range [a,b], and W(a,b) = 3>, c(oy
total weights in [a,b]. We use P,,.(a) to denote the predecessor of a in P, and Psy.(a) to de-
note the successor of ¢ in P. Given a point p; € [a,b], we use Wy,e(pi,a,b) =
to denote the prefix sum of point p; in [a, b], and Wsy.(pi,a,b) = >
the suffix sum of point p; in [a, b], respectively.

wy, to denote the

pj€la,b],j<i Wi

pyclap].j>i Wi to denote
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At most 1/s poured out

i
e Less than 1/s*

Rational probability 7/

X\ , T~ s=Nog?n A
Wase Pre(a), Gur) W(R(u, Gur)) W(L(w, Gy)  Wye(Pase(b), Gy) Maximum rg-
Figure 2 A schematic illustration of the Figure 3 A schematic illustration of the
fat points and partial sums. rounding process.

Let 7 denote a balanced binary tree on the n points, with height h = logn. Given
an internal node u, we use W(u) to denote the total weight of the subtree rooted by w.
Fixing an internal node u and a leaf v in u’s subtree, let P(u,v) be the set of nodes on
the path from u to v, excluding node u. We define the left canonical set of P(u,v) to be
L(u,v) ={w € P(u,v) | wis a left child} U {v}, and similarly the right canonical set to be
R(u,v) = {w € P(u,v) | wis aright child} U {v}. It is easy to see that the point set in
range [a, b] is made up by the subtrees rooted at the nodes in R(u, Ppre(a)) U L(u, Psyc(b)).
Here we define P,c(a) = Psyc(a) if a isin S.

A baseline structure. We will use the following baseline structure, which uses O(n log? n)
space draws sample with constant cost. The proof of Lemma 9 is deferred to the ful version
of the paper.

» Lemma 9. For the one-dimensional weighted IRS problem, there is a structure of O(n log? n)
space that can answer a weighted sampling query in O(Pred(U,w,n) + t) time.

3.1 A structure with linear space and O(log" n) query cost

In this subsection, we improve the space of our structure to linear by sacrificing the per-sample
query cost.

Structure. We group the points into m = n/s fat points, Gy, -+, G,,, where each fat
point G; includes s = log?n consecutive points. The weight of G; is defined to be the
summation of weights in G;. Then we build the baseline structure, denoted by 7T, on the
fat points. Since the number of fat points is n/s = n/ log® n, the space usage is reduced to
O(n). Inside each fat point G;, we bootstrap a baseline structure, denoted by T (G;), for all s
points contained in G;. This takes O(slog? s) = O(log? nlog® logn) space for each fat point,
and O(nlog®logn) space for all n/logn fat points. For each point p, € Gj, we also store
Wore(Dk, Gi) and Wy (pr, G;), the prefix and suffix sums of point py in G;, respectively.
Finally, we store n global prefix sums, W, (p;, P), for i = 1,...,n. It is easy to see the total
space usage is O(nlog®logn).

Answering Queries. Given a query range [a, b], we first find P,,.(a), the predecessor of a
and Py,.(b), the successor of b in P, in Pred(U, w,n) time. Then we locate the fat points
G and Gy that contains Pp,.(a) and Ps,.(b), respectively. Figure 2 illustrates that W (a, b)
can be decomposed into the summation of partial weights in fat leaves G, and Gy, and
weights of subtrees in canonical sets R(u, G4/) and L(u, Gy). More precisely, we have

W(a7 b) :Wsuc(Ppre(a)7 Ga/) + Wpre(Psuc(b)a Gb’) + W(R(U, Ga/)) + W(‘C(u; Gb’))-
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We retrieve these four weights and sample one of the weights. If W(R(u,G,)) or
W (L(u,Gy)) is selected, we sample a fat leaf G; from G, ..., Gy using baseline solution
T, and then sample a point p;, from G; using the alias structure A(G;). Otherwise, assume
that the partial sum Wiye(Ppre(a), Gor) is selected. We simply query the baseline structure
in T(Gg4) with range [a, 00) to retrieve a sample as the query result.

Analysis. To see that above sampling procedure gives the correct probability distribution,
note that a point py, in fat point G is selected if and only if the partial sum Wyo(Ppre(a), Gor)
is sampled from W (a,b), and py, is sampled from Wyc(Ppre(a), Gor). Thus the probability is

Wi ) unc(Ppre(a)a Ga’) _ W
Wsuc(Ppre (a)a Ga’) W((l, b) W(aﬂ b) .

On the other hand, consider a point py in fat point G; that lies completely in (a,b). Without
loss of generality, we assume G; is in left canonical set R(u,Gy/) of the baseline structure
T. Observe that py is selected if and only if the following events happen: 1. W (R(u, G4/))
is selected from W(a,b); 2. W(G;) is selected from alias structure A(R(u,Gq)); 3. Dk
is selected from alias structure A(G;). Thus the probability for py being picked can be
computed as

W(R(u7 Ga’))

w
W (a,b) W(R(u,Gye)) WI(G;)  Wila,b)

(Gy) o w W

Bootstrap. Now that we have a structure that uses O(n log? log n) space and answers
weighted IRS queries in O(Pred(U, w,n) + t) time, we can bootstrap this structure to reduce
the space usage. More precisely, we note that the extra log?logn factor comes from the
baseline structure in each fat point. Thus, we can group the points in a fat point into
secondary fat point of size log? logn and build the baseline structure in the secondary fat
point to reduce the space usage to O(nlog®loglogn). Repeat the bootstrap process log* n
times and we will have a structure with O(n) space and O(log™ n) per-sample query time.
The number of predecessor queries need to be performed is O(log™ n). However, for dataset
with size O(loglogn), a predecessor query can be answered in constant time, which implies
that the time for performing predecessor queries is still bounded by O(PredU, w,n).

» Lemma 10. There is a structure of O(n) space that can answer a one-dimensional weighted
IRS query in O(Pred(U,w,n) + tlog* n) time.

3.2 A structure with linear space and constant query cost.

In this subsection, we show how to obtain constant query cost by using RAM tricks to pack
multiple integers into a single word.

Packing weights. We first apply the fat point technique twice to reduce the size of a fat
point to s = log?logn. Note that if there is a linear size structure for s points with constant
per-sample query time, we can apply it to each fat point, and achieve a linear size structure
and constant per-sample query time for arbitrary number of weights.

Consider point sequence p1, ..., ps with weights wy, - - ,w,, where s = log®logn. If we
maintain an alias structure for point sequence {w, ..., w;}, for any pair 1 < ¢ < j <'s, then
we can answer weighted IRS queries with constant time per sample. The problem is that
there are O(s?) such pairs, so it requires 2(s%) space to store these structures.

3:11
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To reduce the space cost, we round the probabilities to rational numbers with precision
up to 1/s2, and pack multiple rational numbers into a single word. While constructing O(s?)
alias structures for real weights is costly, constructing O(s?) alias structures for rational
weights can be made space-efficient.

More precisely, given index pair 1 < i < j < s, let 1, = wi/W(pi,pj), k =14,...,7,
be the probability that py is sampled from {p;,...,p;}, and let r4~ denote the maximum
probability in {r;,...,7;}. We conceptually perform the following probability transfers: for
every index ¢ € [i,j], £ # k*, we define rational probability v, = [r¢s*]/s*, and deviation
oy = 7“2 —rp < 1/32. We then pour ay probability mass from 7« to r¢, to form the rational
probability 77, for £ # k*. Note that the probability mass left for k* is

1 1
/ e - —_ D — _— —
Tk*—rk*—Zaj>rk* S SQZrk* S>0.
J#i1
See figure 3. Then we build an alias structure A’ (i, j) for 7, ... ,r;. Here A’ indicates that we

build the alias structure on the rational probabilities rather than on the original probabilities.
The key insight for this probability transfer is that we can store each rational probability 7
with 2log s bits, thus the alias structure A’(a,b) can be represented by O(slog s) bits. Over
all possible pairs (i,7), this sums up to O(s®logs) = O(log®lognlogloglogn) = o(logn)
bits. Thus, we only need one word to store all rational alias structures. We also record the
index k* for each pair (4, j), which takes s - logs = o(logn) bits and fits in a word. Finally,
we maintain all s prefix sums W(1,p;), ¢ =1...,s and this requires O(s) real-valued storage.
It is easy to see that the structure takes O(s) space.

Answering queries. We focus on query ranges of form [p;, p;], 1 < i < j < s. Recall that s
is the size of the secondary fat leaves. Note that each query visits at most two fat leaves of size
s, so if we can generate a sample in constant time from ranges of form [p;,p;], 1 <i < j <s,
we can answer weighted IRS queries on n points in O(Pred(U, w,n) + t) time.

Given such a query [p;, p;], we first compute W(p;, p;) by subtracting two prefix sums
W (p1,pj) —W(p1,pi—1). Then we retrieve wy~, the maximum weight in [p;, p;], and compute
probability ri« = wgx /W (a,b). We then sample an point py from the rational alias structure
A'(a,b). If k = k*, we return pg~ as a sample. Otherwise, we compute r, = wy/W(a,b)
and roll a random dice z uniformly chosen in [0,r}]. If z < r;, we return p; as the sample,
otherwise, we return py+ as the sample.

Analysis. Since W(p;,p;) and k* can be supplied in constant time, the total query cost is
constant. To verify the probability distribution, first consider a point py € [p;, p;], k # k*.
Observe that pj, is sampled if and only if its rational probability r}, is sampled from A’(a,b),
and the random dice z from [0, 77] is smaller than 7. The probability is r} - & = 7;. On the

i

other hand, this also implies that k* is returned with probability 1 — Epke[pi ps)okioth Th = The-
Thus the sampling probability distribution is correct, and we obtain the following theorem.

» Theorem 11. Given a set P = {p1, -+ ,pn} of n points on grid [U], such that each point
pi 1s associated with an non-negative real-valued weight w;, we can build a data structure
of size O(n), such that given a interval [a,b] and a parameter t, we can extract t weighted
random samples from the subset P N [a,b] in O(Pred(U,w,n) +t) time.
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4

Conclusions

In this paper we considered the range sampling queries where the goal is to store a given set
of points in a data structure such that given a geometric range, a query returns a random
sample of the points contained in the query range. We optimally solved some of the important
cases of the problem: 3D halfspace queries for unweighted points, 3D dominance queries and
2D three-sided queries, and 1D two-sided (interval) queries for weighted points.

There are still a number of interesting open problems left to consider. For example, we

have not investigated weighted 2D orthogonal queries at all. Also, while we solve three-sided
and two-sided queries for the unweighted case, 2d four-sided queries for the unweighted case
is still unsolved. Another direction is to consider weighted 3D halfspace queries.
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—— Abstract

We consider the approzimate nearest neighbor (ANN) problem where the input set consists of
n k-flats in the Euclidean R, for any fixed parameters 0 < k < d, and where, for each query
point ¢, we want to return an input flat whose distance from ¢ is at most (1 + ) times the
shortest such distance, where € > 0 is another prespecified parameter. We present an algorithm
that achieves this task with n*+1(log(n)/e)°(") storage and preprocessing (where the constant of
proportionality in the big-O notation depends on d), and can answer a query in O(polylog(n))
time (where the power of the logarithm depends on d and k). In particular, we need only near-
quadratic storage to answer ANN queries amid a set of n lines in any fixed-dimensional Euclidean
space. As a by-product, our approach also yields an algorithm, with similar performance bounds,
for answering ezact nearest neighbor queries amid k-flats with respect to any polyhedral distance
function. Our results are more general, in that they also provide a tradeoff between storage and
query time.
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1 Introduction

Nearest neighbor search is one of the most fundamental problems in computational geometry
and has been studied extensively in many different fields, including computational geometry,
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databases, machine learning, and data mining; see [4, 11] for comprehensive surveys. The very
basic scenario, referred to as the post-office problem in [23], asks to preprocess a collection S
of n points in R? (called sites), where d is a fixed parameter, into a data structure, so that
the site in S nearest to a query point ¢ € R%, i.e., the site NN(g, S) = arg minseg dist(q, s),
where dist(-, -) is the Euclidean distance, can be reported quickly.! This basic version has
been extended in numerous ways over the last four decades. Most notably, in such extensions
the sites and/or the queries can be chosen from richer families of geometric objects (say, lines,
k-flats, or even convex polyhedra, not to mention curved objects like balls), and dist(-, ) can
be another distance function, such as an [,-norm, a polyhedral distance function, or the
Hausdorff distance (for non-point sites or queries) [4, 11]. The best known solution for the
post-office problem requires roughly /%21 storage in the worst case, for answering queries in
O(logn) time, in any fixed dimension d > 2. The extended versions of the problem, for non-
point sites and/or for other metrics/distance-functions, are naturally even more challenging.
In the search for more efficient data structures, we therefore give up the goal of finding the
exact nearest neighbor, and settle for structures that can answer efficiently approximate
nearest neighbor (or, shortly, ANN) queries. That is, given a prespecified error parameter
e > 0, an e-ANN query returns a site s € S satisfying dist(q, s) < (1 4 ¢)dist(q, NN(g, S)). In
what follows we use ANN(g, S) to denote the set of all sites with this property, i.e.,

ANN(g, S) = {s | dist(g, s) < (1 + €)dist(q,NN(g, S))}.

This paper focuses on the scenario in which S is a collection of n k-flats lying in the
Euclidean space R?, of any fixed dimension d > k (where d and k are treated as constants),
and the queries are points ¢ € R%. For a point ¢ € R? and a site s € S (assumed to
be closed), dist(g, s) is the minimum Fuclidean distance between ¢ and a point of s, i.e.,
dist(g, s) = minye, distyes(g, p). Given S and a parameter € > 0, the goal is to preprocess
S into a data structure so that, for any query point ¢ € R?, a k-flat s € ANN(q, S) can be
reported quickly.

Related work. As mentioned above, nearest-neighbor (NN) searching, especially when the
input sites are points, has been studied extensively. It is beyond the scope of this paper to
review all the related work on nearest-neighbor searching, so we focus on the most relevant
work, and refer the reader to [4, 11, 30] for more comprehensive reviews.

The most obvious approach to answering NN queries is to construct the Voronoi diagram
of the set S of input objects, and perform point location in the diagram with the query point.
Recall that the Voronoi diagram of S is the decomposition of space into cells, where each
cell, associated with one of the input sites, consists of all points whose nearest site in §' is
that site. It is well known that the complexity of the Euclidean Voronoi diagram of a set
of n points in R? is ©(n!%/?1) in the worst case. Better bounds on the complexity of the
diagram are known, though, in some special cases. For example, the expected complexity of
the Voronoi diagram of a set of n random points chosen uniformly in [0, 1]¢ is linear; see [19].

Recently, there has been some work on Voronoi diagrams of non-point sites. For example,
Chew et al. [17] have shown that the complexity of the Voronoi diagram of a set of n lines
in R3 under the polyhedral metric (or distance function) defined by a convex polytope Q
of constant complexity (see Section 2 for the definition of polyhedral distance functions)
is O(n?a(n)logn), where the constant of proportionality depends on the complexity of

L The site NN(g, S) is uniquely defined, unless ¢ belongs to a set of measure zero (namely, if ¢ lies on the
boundaries of two or more cells in the Voronoi diagram of S).
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Q. The near-quadratic bound was subsequently extended to the case when the input sites
are constant-complexity convex polyhedra in R? [25]. It is an open question whether the
complexity of the Euclidean Voronoi diagram of a set of lines in R3 is nearly quadratic; so
far, the near-quadratic upper bound has been confirmed only for lines with constantly many
orientations [24]. See the book by Aurenhammer et al. [13] for comprehensive studies of
Voronoi diagrams.

Because of the potentially large complexity of the Voronoi diagram, there has also been
work on constructing a data structure for answering NN queries directly, that does not require
the construction of the Voronoi diagram. For example, an NN query amid a set of n points
in R? can be answered in 5(n1*1/ [d/ 21) time using linear space.?2 More generally, for a given
parameter n < m < n/%/21 a query can be answered in O(n/m/[4/21) time using O(m)
space. The known lower-bound results on range searching [2] suggest that this is the best
bound one can hope for.

Consequently, attention has focused on answering ANN queries, as described above (see,
e.g., [7, 12, 15, 20, 22], to name a few works that follow this paradigm). Earlier methods for
answering ANN queries stored the input points in a (compressed) quad tree, k-tree, or their
variants, and performed a spiral search to return a point in ANN(q, S) for a given query point
q; see, e.g., [21]. More recently, the notion of an approzimate Voronoi diagram (AVD for
short) has been introduced; similar to a Voronoi diagram, AVD is a decomposition of space
into cells, each associated with a site s, so that s is an approximate nearest neighbor for all
query points in that cell. Har-Peled [20] constructed an approximate Voronoi diagram (AVD)
of a set of n points in R? of size 9] (E%n) Another AVD was proposed by Arya, Malamitos
and Mount [8, 9]; its size is linear in n, and it can be constructed in near-linear time.

A more elaborate approach yields a data structure for ANN queries that can answer an
e-ANN query in O(log(n/c)) time using O(n/e%/?) space; more generally, for a parameter
logé <0< a query can be answered in O(logn + 05+/2) time using O(n#)
space [7].

1
€d/2log(1/e)’

The performance of these and of many earlier data structures for answering ANN queries
depends exponentially on d, so they are not efficient for large values of d. This has lead to
extensive work on data structures for ANN-queries whose query time and size have polynomial
dependence on d, most notably using the locality-sensitive-hashing (LSH) technique and its
variants [3, 6]. The best-known data structure of this kind computes in n7/ (8e)+0(1/<") time
a (¢ — 1)-ANN with high probability, for ¢ > 1, using nl+7/(8e)+0(1/¢*) gpace. See [4] for a
survey of higher-dimensional NN problems and techniques.

Relatively little is known about ANN-queries for non-point input sites (e.g., lines, k-flats,
or even convex polyhedra); see, e.g., [5, 27, 29]. The best structures obtained for ANN-search
in such extended setups are typically more expensive than those obtained for the point-to-
point problem. The result of Koltun and Sharir [25] implies that an AVD for a set of n
pairwise disjoint triangles in R?, of size 5(712), can be constructed in near-quadratic time,
and thus an ANN-query for this setting can be answered in O(logn) time using 5(n2) space.
A simple grid-like construction shows that any AVD for a set of n lines in any dimension
d > 2 has Q(n?) complexity [20], which suggests that a near-linear-size data structure with
O(logn) query time is unlikely. For higher dimensions, the best known data structure for
lines is by Mahabadi [27]; it answers an e-ANN query for lines in R? in (d + logn + 1/¢)°)
time, using (n + d)©(/=") space; see also [14, 26].

2 Throughout this paper, we use 5(f(n)) to denote O(f(n) polylog(n)).
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There is also some work on the dual problem, in which the input sites are points
but the query objects are k-flats. For the case when the query is a line, i.e., a 1-flat,
Andoni et al. [5] proposed a data structure that answers an e-ANN query in O (d?’nl/ 2+6)
time, using d2n0(1/e°+1/6%) space, for any constant ¢ > 0. Later, Mulzer et al. [29] proposed
a data structure for the case where the query objects are k-flats. Assuming there is an ANN
data structure, when both input sites and query objects are points in R%, with O(n?) query
time and O(n?) space, for some parameters p, o > 0, their data structure answers a query

with a k-flat in time O (n*/(*+1=2)%9) 'using O (n”"k/(kﬂfp) + nlog?/9) n) space, for

any constant § > 0.

Our results. We present an efficient data structure for answering ANN-queries when the
input sites are k-flats in R?. The main results are summarized in the following theorem.

» Theorem 1. Let d be a constant, let 0 < k < d — 1 be an integer, let € > 0 be a given

a=1 min(dk,k+1)>

error parameter, and let v = O ((1/5) For a given parameter m with

n<m < nFtl a given set S of n k-flats in RY can be preprocessed in (5('ym) expected time
into a data structure of O(ym) size, so that, for a query point ¢ € R, a flat f € ANN(q, S),
1

with respect to the Fuclidean metric, can be reported in 0] yn/mk+1 | time.

In particular, in the high-storage/ fast—que~ry regime, choosing m = nF*1, we can perform,

in any dimension d > k, ANN search with O(1) query cost (a) amid points (k = 0), using
a near-linear structure, or (b) amid k-flats, for k£ > 1, using a structure of size 9] ('yn’““).
For k = 1, i.e., for lines in R? (d > 2), our data structures requires storage that is nearly
quadratic in n in order to answer a query in 5(1) time. For d = 3, our bound nearly coincides
with that obtained from the three-dimensional AVD construction of Chew et al. [17], but no
near-quadratic data structure was known for d > 3.

Unlike some of the recent ANN data structures for point sites [8, 9], we do not explicitly
maintain the AVD of S. Instead, we approximate the Euclidean distance by a suitable
polyhedral metric (see Section 2 for the definition), and use multi-level partition trees
(designed for simplex range searching) [2] to answer (exact) NN-queries amid the flats of S
with respect to the approximating polyhedral metric. As a byproduct, we obtain a simple
and efficient data structure for answering exact NN queries amid k-flats with respect to
a polyhedral distance function; see Theorem 2. An advantage of this approach is that it
allows a trade-off between the size of the data structure and the query time, as stated in
Theorem 1. In particular, an ANN query amid k-flats can be answered in O (nt=1/(+1))
time with near-linear storage.

2 Warm-up: Lines in R3
In this section we establish Theorem 1 for a set of lines in R3. Let L be a set of n lines in R?,
and let € > 0 be a parameter. We wish to preprocess L into a data structure that answers
efficiently queries of the form: given a point ¢ € R?, find a line £ € L such that

dist(q,¢) < (1 + e)dist(q, L), where  dist(q, L) := gnirleist(q,E’),
‘e

and where dist denotes the Euclidean distance.
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Figure 1 The Q-distance distg(q, ¢) is the scaling factor A for which the line ¢ touches ¢ + AQ, at
some edge g + Ae (and misses the interior of ¢ + AQ).

Polyhedral distance functions. In the general d-dimensional case, given a centrally sym-
metric convex polytope @ C R%, the polyhedral distance (with respect to Q) distg(p, q), for a
pair of points p, ¢ € R?, is defined as®

distg(p,q) =sup {t | ¢ & p +tQ},

and, more generally, for a point ¢ and a convex object ¢ not containing q,

distg(gq,c) =sup {t | cN (¢ +tQ) = 0}.

The classical result of Dudley [18] implies that, for any ¢ > 0, there exists a convex polytope
@, which is an intersection of O (ﬁ) halfspaces, or, alternatively, the convex hull of
a similar number of vertices, such that distg_ approximates the Euclidean metric up to a
factor of 1+ ¢; that is, for any pair of points p, g, we have

dist(p, q) < distq. (p,q) < (1 + €)dist(p, q). (1)

The advantage of using polyhedral distance functions for answering ANN-queries is that,
when ¢ is a point and f is a k-flat, distg(q, f) can be characterized as the smallest expansion
factor ¢ for which f makes contact with some (d— k —1)-face of the expanding polytope g+tQ.
This allows us to process each of the O(1) (d — k — 1)-faces o of Q for fast face-shooting
queries, in which, given a query point ¢, we seek the smallest ¢ for which g + to hits a flat
in S, and return that flat. For example, for the case of line sites in R?, the case studied in
this section, each such query shoots a fixed segment from the query point ¢; the expanding
segment traces a flat (two-dimensional) wedge that emanates from ¢ and is a translate of
some fixed wedge (that depends on the edge of @) that we shoot). We seek the first time at
which the expanding wedge hits an input line and return that line.* Hence, in the general
case of k-flats in R?, we prepare a constant number of face-shooting structures, one for each
face of @ of the appropriate dimension, search with the query point ¢ in each of them, and
return the smallest expansion factor that the queries output, and the corresponding flat of S
as the nearest neighbor.

In what follows we return to the special case of lines in R®. Given the error parameter
€ > 0, we approximate the Euclidean unit ball by a centrally symmetric convex polytope
Q = Q., of complexity O(1/¢) (using Dudley’s bound). We then solve the exact NN problem

3 In fact, the polyhedral metric also can be defined for non-centrally-symmetric polytopes (or, for that
matter, for any compact convex body @), but, to simplify matters in this presentation and to ensure
that the distance function is a metric, we take @) to be centrally symmetric.

4 Note that the wedge might miss the line completely, in which case we output +oo.
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Aclq, E)Jk

Figure 2 The wedge We(q) is the union of all the copies ¢+ AA., for A > 0. Ac(q, £) is the scaling
factor A for which the triangle g + AA. touches ¢ at its edge ¢ + Ae, and A¢(q,£) is that triangle.
For each boundary edge e of @, we seek the line ¢ € L which minimizes the scaling distance Ac(q, £).

for the lines of L with respect to distg, that is, for any query point g, the algorithm computes
distg(g, L), and returns the line of L that is nearest to ¢ under this metric. In fact, the
procedure presented next solves the exact NN problem for any convex polytope @, not even
assuming that it is centrally symmetric with respect to the origin.

Exact NN-search for L with respect to an arbitrary polytope Q. Given a point g and a
line £, there exists at least one edge e of @ (that depends on ¢ and ¢), such that the distance
distg (g, ¢) is the scaling factor A for which (i) ¢ + Ae and ¢ touch one another, and (ii) £ does
not meet the interior of ¢ + AQ. See Figure 1.

To decompose the problem, we consider, for each edge e of @, the triangle A, C @
spanned by the origin o and e. Assume with no loss of generality that no ¢ € L is parallel
to A..5 Thus, for each £ € L there exists a unique scaling factor (g, ¢) € RU {oo}, such
that the homothetic placement g + A.(q,£)A, touches ¢ at a point of ¢ + Ac(g, £)e (we put
Ae(q,€) := +00 when there is no such placement). We have A\.(q,¢) < oo if and only if £
intersects the planar wedge W, (q) which is the union of all the copies ¢ + A\A., for A > 0. In
what follows, we denote the resulting placement g + A.(q, {)A. by Ac(q, £); see Figure 2.

As already noted, our strategy for computing distg(q, L) is to design a separate data
structure D, for each edge e of @), which answers efficiently queries of the form: Given a point
q, find the smallest scaling factor A.(q) := minger, Ac(g, £), and report the corresponding line
£* that attains A.(q) = (g, £%).

With this machinery available, we return to our approximating polytope Q., query each
of its O(1/e) edge-structures D, with ¢, and report the minimum of the corresponding output
values A.(¢), and the line attaining that minimum. As is easily checked, the output gives a
(1 + e)-approximation to the Euclidean dist(q, L).

The edge structures D.. Let e be a fixed edge of Q. Given a point ¢, we wish to return
Ae(q) := mingep (g, £) as well as the corresponding line £ that attains A.(q) = Ae(g, €*).
To simplify the presentation, and with no loss of generality, assume that e is the edge z = 0,
=1, —a <y <a, for some a > 0.

Let us express a query in algebraic terms. Recall that we assume no line in L to be
parallel to A, i.e., no line in L is normal to the z-axis. Hence, we parametrize such a line ¢

5 If L contains lines that are parallel to A, we apply an infinitesimally small rotation to () which preserves
all of its essential properties.
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in R? by the pair of equations
x = u,(0)z + v, (0), y = uy(0)z + vy (€),

for a suitable quadruple of real parameters (u;(£),v4(€), uy(£), vy (£)).

Let ¢ = (x0,y0,20) be the query point, and let £ be a line in L with the parameters
(uz(€),v3(€),uy(£),vy(£)). Notice that We(q) is contained in the plane z = zy, and this plane
meets £ at the point

pe = (uz(€)z0 + v (L), uy(€)zo +vy(€), 20).
The condition that py lies in the wedge W.(q) can be expressed as

—a (ug(€)z0 + vz (€) — m0) < uy(£)zo + vy (£) — yo < +a (uz(l)z0 + v2(€) — To) ,

or (i (€) + auy(0))z0 + (v, (€) + avs(£)) > yo + az 2)
(1 (€) — aus(€))z0 + (v,(€) — avs (6)) < yo — azo.

Both constraints in (2) are linear in u, (¢), v (), uy (€), vy (¢), with coefficients depending on
the query ¢ and the constant a (that is, on the edge e). Among the lines that satisfy these
inequalities, our goal is to return the one that minimizes the scaling factor A.(g,¢), given by

Ae(q,£) = ug(£)20 + v () — 0,

which is also linear in the chosen parameterization of /.

In view of the above observations, we construct a three-level partition tree (see [1, 2, 16, 28])
on the lines of L. The first two levels are used to collect, for any given query point
q = (20, Yo, 20), the lines that satisfy both conditions in (2), as the (disjoint) union of a small
number of pre-stored “canonical” subsets, and the third level supports linear-programming-
like queries, where each query specifies a linear objective function and asks for the point in
the canonical subset that attains its minimum.

In more detail, we represent each line £ € L, parametrized by (us(£),v(€), uy(£),vy(£)),
by the triple of points p* (£), p~(£), p°(¢) € R?, where

pH(0) = (uy(0) + aug(0), vy (0) + avy(0))
p~(0) := (uy(£) — aua(€), vy(f) — avy(£)), and
p°(€) = (uz(£), vz(£)),

and put

Pt={pt(0)|teL}, P ={p (O)|teLl}, P :={p°(0)[LeL}.

A line / satisfies (2) if and only if p*(¢) lies above the line 2oz +y = yo + axo and p~(£) lies
below the line zpx + y = yo — axg.

Following the standard methodology of multi-level data structures, each of the three
levels of our partition tree, each of whose levels supports halfplane range searching queries
amid points of one of the planar sets Pt, P~ or P°. This is done as follows. We fix a
parameter n < m < n?. The first level is a partition tree T, as described in [16], over the set
P*. Each node of T is associated with some canonical subset PS. For a query halfplane
h, h N PT can be represented as the disjoint union of O(n/\/m + logn) canonical subsets
(those stored at the nodes of T' that the query with h reaches). Next, for each node v of T
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we construct a similar partition tree T(%), as a second-level structure, on the corresponding
subset P, = {p~(¢) | pT(¢) € P} of P~. Again, each node z € T(") is associated with a
suitable canonical subset P, C P,". Finally, at the third level, we preprocess the point set
P2, ={p°(€) | p~(¢) € P;,} into a data structure so that, for a query vector u € R?, the
point of P, that is minimal in direction u can be computed efficiently. Using a linear-size
halfplane range reporting data structure® (see, e.g., [2]), such an extremal query can be
answered in O(logn) time. Putting everything together, we obtain a data structure of 6(m)
size, so that, for a query point ¢ € R?, \.(¢), and the corresponding line ¢* € L, can be
computed in O(1 4 n/\/m) time. The further details, omitted here, can be found in the
aforementioned papers.

Hence, for any choice of n < m < n?, and for each of the O(1/¢) edges e of Q., we
construct, in O(m) time, the data structure D,, as just described. This takes a total of
O(m/e) storage and preprocessing. Given a query point ¢ € R, we query with ¢ in each of
these structures, and output the smallest scaling factor A.(q), over all edges e, and the line
¢ € L that attains this minimum. The total cost of a query is O(L(n/m!/?)).

In particular, we can answer ANN queries amid a set of n lines in R? under the Euclidean
distance, in O(1) time using a data structure that requires only O(n2/e) storage and
preprocessing time.

3 Proof of Theorem 1

The preceding algebraic approach can be extended, in a fairly straightforward manner, to
nearest-neighbor problems involving k-flats, for & > 1, in R?, for d > 3 (and d > k). This is
done as follows.

Let F be a collection of n k-flats, in general position, in R¢, for some fixed d > k > 1 and
d > 3. We approximate the Euclidean unit ball by a fixed convex polytope Q = @Q., which is
centrally symmetric with respect to the origin o, so that the resulting Q-distance function
dg, satisfies (1). By Dudley’s theorem [18], this can be achieved by a polytope Q. that has

either O (1/€%> vertices, or O (1/€%> facets.

As in Section 2, we next present a solution of the (exact) NN search problem for F with
respect to the @)-distance function distg, for an arbitrary fixed convex polytope ), not even
requiring it to be centrally symmetric.

Exact nearest neighbor search with respect to Q. For a k-flat f € F' and a point ¢, the
distance A = distg(g, f) is attained at a point v € f such that v lies on a (d — k — 1)-face
of ¢ + A@. Thus, in complete analogy to the preceding treatment, we construct, for each
(d — k — 1)-face o of @, a data structure that supports queries of the form: given a query
point ¢, find the smallest A such that ¢ + Ao touches a flat of F.

By triangulating @, if necessary, we may assume that o is a simplex. Let E, be the
(d — k)-dimensional affine space spanned by o and o, and let K, :=J -, Ao be the (d — k)-
dimensional wedge contained in F,. N

The region K,(q) := q+ K, = Uy>((q + Ao) is a (d — k)-dimensional simplicial wedge
whose (also (d — k)-dimensional) affine hull E,(q) is ¢ 4+ E,. Assuming general position, each
flat f of F intersects F,(q) at a unique point, denoted as f,(q).

6 In this very special case, the structure is simply the convex hull of the underlying set.
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For each (d — k)-face o of @, we collect those points f,(q) that lie in K,(g), and choose
among them a point that minimizes the scaling factor A\,(q) = A,(q, f) at which g + Ao
touches the point f,(g). As in Section 2, this is done by constructing a separate data
structure D, for each (d — k — 1)-face o of Q.

The face structures D,. Without loss of generality, assume that the coordinate system
is such that the linear subspace E, spanned by o is the 2125 - - - 24_p-space R4™* (given by
Td—k+1 = Ta—g+2 = -+ = 4 = 0). Regard K, as the intersection of d — k fixed halfspaces
(through the origin) h, k3 ..., h} , within R9=% and write h;‘ ={x€E,|x-u; >0}, for
fixed respective vectors uq,...,uq_g in F,.

We now cast the preceding observations in algebraic form. In general position, each k-flat
f € F can be expressed by d — k linear equations of the form

k
2i =Y aii(f)Ta ks + bi(f), (3)
i=1

fori=1,...,d—k. Let A(f) denote the (d — k) x k matrix of the coefficients a;;(f), and let
b(f) denote the (d — k)-dimensional vector (b1(f),...,ba—r(f))-

For each flat f € F, the condition that f,(q) lies in K,(q) is equivalent to the condition
that f,(¢) — ¢ lies in K, (within E,). The point f,(q) is obtained by substituting in (3)
the last k coordinates of ¢q. To simplify the notation, add the vector b(f) as a last column
of A(f) (and continue to denote the matrix as A(f)). Then f,(q) = A(f)q*, where ¢* is
the (k 4 1)-dimensional vector whose first k coordinates are the last k coordinates of ¢, and
whose last coordinate is 1.

Hence, the condition that f,(g) — ¢ lies in K, is

ul (A(f)g" —q) >0, forj=1,...,d—k. (4)

Let ug—_r+1 denote the outward normal of ¢ within E,. In analogy with Section 2, we
construct a (d — k 4 1)-level partition tree, whose first d — k levels are used to collect the set
F, of k-flats f that satisfy (4), and whose bottommost level is used to determine the flat
f € F, that minimizes the linear function fy(q) - ug—k+1 = ul_, . A(f) - ¢* in F.

Notice that the intrinsic dimension at each level is only k + 1, as we represent each f € F
by the d — k + 1 (k + 1)-dimensional vectors:

¢i(f) =uj A(f), forj=1,....d—k+1.

Since the vectors u;, for 1 < j < d — k + 1, are fixed, each vector ¢;(f) is a linear expression
in A(f), independent of the query q.

We thus prepare a (d — k + 1)-level (k + 1)-dimensional partition tree, each of whose
levels corresponds to a (k + 1)-dimensional halfspace range-searching data structure. Again,

k+1

we fix a parameter m with n < m < n""! and construct a partition tree of size O(m) in

O(mlogm) expected time, using Chan’s algorithm [16] over the set {c;(f) | f € F} C RF+L.

Suppose we have constructed j — 1 levels of the data structure, for 2 < j < d — k. For
each canonical subset F” of the (j — 1)-level of the data structure, we construct a partition
tree, using Chan’s algorithm, over the set {c;(f) | f € F'} C R¥*!. Finally, for each
canonical node F’ of level d — k, we again construct a partition tree on the point set
{ca—r1(f) | f € F'} C R¥! 50 that, for a query vector u € R¥*! the minimal point in
direction u, i.e., f, = argminseps c4—k+1(f) - w is returned. The overall preprocessing time
and size of the data structure are O(m) [2, 16].
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Answering queries. Given a query point ¢, we query with ¢, for each (d — k — 1)-face o of
Q, the corresponding structure D, so as to find the flat f € F that satisfies (4) and (among
all such flats) attains the minimum value ¢q_11(f) - ¢* — Ug—k+1 - G-

Specifically, at each level 1 < j < d — k, we access each of its structures, built over the
canonical sets that the query retrieved at the preceding level 57 — 1, and query it with the
halfspace ¢;(f) - ¢* > u; - q. As a result, after accessing all levels j = 1,...,d — k, we obtain
a compact representation of the above set Fy, of flats f € F that satisfy (4), as a union of
canonical sets that are stored at the (d — k)-level. We then query, for each of these canonical
sets F' C Fy, its (d — k + 1)-level structure, so as to find the flat f € F’ that minimizes
the objective function cg—gk+1(f) - ¢* — ug—r+1 - ¢, and return the flat f, that attains the
overall minimum value, along with that value, which is in fact equal to A\, (q) = As(q, fs), as
defined above. Note that f, exists if and only if (4) is satisfied for at least one f € F. If this
process has failed to find any flat f € Fj,, we make f, undefined, and return A\, (¢q) = +oc.
Nevertheless, there always exists at least one (d — k — 1)-face o of @ for which f, exists, so
at least one of the output values \,(q, f,) will be finite.

We iterate this process for each (d — k — 1)-face o of @, and return the flat f, with the
minimum corresponding scaling factor A, (g, f5); as just observed, this minimum is always
finite, so the output flat is always well defined (and is unique for a generic query q).

Using the standard results on multi-level partition-trees and on halfspace range search-
ing [2, 16, 28], the overall size and preprocessing time of the data structure are 5(m) and a
query can be answered in 6(71 / mt/ 4) for every face of Q. Summing this bound over all faces
of @, we obtain the following general result for exact NN-search with respect to a polyhedral
distance functions.

» Theorem 2. Let d > 2 be a constant, let 0 < k < d — 1, let Q be a convex polytope in RY

with 7y faces of dimension d — k — 1. For a given parameter m with n < m < nF*1

, a given
set F' of n k-flats in R can be preprocessed in O(ym) expected time into a data structure

of 5('ym) size, so that, for a query point ¢ € R?, a flat f € F that attains the smallest
Q-distance dg(q, f) can be reported in O (’y (n/mﬁ)) time.

Back to Euclidean ANN-search. We now apply the machinery just derived to obtain an
efficient solution to the Euclidean ANN-search problem. Given € > 0, we take a convex
centrally symmetric polytope Q. that approximates the Euclidean ball, in the sense that its
corresponding Q.-distance function satisfies (1). Recall that, using Dudley’s bound, we can

d—1 d—1

take Q)¢ to have either O ((1/5) z ) vertices or O ((1/5)7) facets.

The maximum number v of (d — k — 1)-faces of such a polytope Q. satisfies
N=0 ((1/5)% min(d—k,k-ﬁ-l)) '

In this bound, we use a polytope Q. with a small number of facets (resp., vertices) when
kE+1<d—k (resp., k+1>d—k).
Plugging this into Theorem 2 finally yields Theorem 1. [J

4 Discussion and Open Problems

Our data structure answers ANN queries amid a set I’ of k-flats in R? by answering exact NN
queries amid F' with respect to a suitable polyhedral @-metric. The most obvious direction
towards further improving the bounds of Theorem 1 is to replace the exact NN-search under
the @-norm by some approximate version. Ideally, this would allow us to avoid the use of the
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fairly expensive halfspace range searching structures. Unfortunately, our parametrization of
k-flats by (k + 1)-dimensional points does not preserve distances, so the existing machinery
of approximate range searching, such as in [10], does not directly apply.

The most interesting instance of the problem involves lines in R%. Notice that our fast
structure, using only nearly quadratic storage in n, does not yield an approximate Voronoi
diagram whose description complexity is also nearly quadratic. A challenging open problem
is whether an approximate Voronoi diagram of near-quadratic size exists for a set of lines in
R?, for d > 3. More generally, does an approximate Voronoi diagram of size O(n*+1) exist
for a set of k-dimensional flats in R%, for d > k?

Acknowledgement. The authors thank Sariel Har-Peled for helpful discussions. We also
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of the paper.
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—— Abstract

An e-approximate incidence between a point and some geometric object (line, circle, plane, sphere)
occurs when the point and the object lie at distance at most € from each other. Given a set of
points and a set of objects, computing the approximate incidences between them is a major step
in many database and web-based applications in computer vision and graphics, including robust
model fitting, approximate point pattern matching, and estimating the fundamental matrix in
epipolar (stereo) geometry.

In a typical approximate incidence problem of this sort, we are given a set P of m points
in two or three dimensions, a set S of n objects (lines, circles, planes, spheres), and an error
parameter € > 0, and our goal is to report all pairs (p,s) € P x S that lie at distance at most
¢ from one another. We present efficient output-sensitive approximation algorithms for quite a
few cases, including points and lines or circles in the plane, and points and planes, spheres, lines,
or circles in three dimensions. Several of these cases arise in the applications mentioned above.
Our algorithms report all pairs at distance < e, but may also report additional pairs, all of which
are guaranteed to be at distance at most ae, for some problem-dependent constant o > 1. Our
algorithms are based on simple primal and dual grid decompositions and are easy to implement.
We note that (a) the use of duality, which leads to significant improvements in the overhead cost
of the algorithms, appears to be novel for this kind of problems; (b) the correct choice of duality
in some of these problems is fairly intricate and requires some care; and (c¢) the correctness and
performance analysis of the algorithms (especially in the more advanced versions) is fairly non-
trivial. We analyze our algorithms and prove guaranteed upper bounds on their running time
and on the “distortion” parameter «.
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1 Introduction

Approximate incidences. Given a finite point set S; and finite set Sy of geometric primitives
(e.g., lines, planes, circles, or spheres in R? or R3), and some € > 0, we define the set of
e-incidences (also referred to as e-approximate incidences, or just approzimate incidences)
between S; and S5 to be

IE(Sl,SQ) = {(81782) | 81 € 51752 S Sg,dist(81,52) < 6},

where dist(sy, s2) = inf{dist(s1,y) | y € s2} is the Euclidean distance between s; and ss.
We are interested in efficient algorithms for computing I. (S, S2), ideally in time linear in
|S1] + |Sa| + |I:(S1, S2)|- Most classical work in discrete and computational geometry is
focused on exact incidences (¢ = 0). When S5 is a set of lines in the plane and e = 0, detecting
whether I5(S1, S2) is empty or not is the well studied Hopcroft’s problem (see, e.g., [8]). In
contrast, the notion of approximate incidences, as we define here, probably received less
theoretical attention, but has many important applications which we review below. We
consider the problem of reporting all pairs in I.(S1, S2). Our algorithms, though, can also
estimate |I.(S1, S2)|, rather than report its members, and do it faster when |I.(S1, S2)| is
small.

This problem can be viewed as a range searching problem. Specifically, we treat each
member sy of Sy as the range sa(€) = {p € R? | dist(p,s2) < e},d = 2,3, which is the
Minkowski sum of s, with a disk (ball in R?) of radius € (centered at the origin); thus points
become disks, lines become slabs (in R?) or cylinders (in R?), circles become annuli (in R?)
or tori (in R?), and so on. The goal now is to report all pairs (s1,s2) € S; X Sz such that
s1 € s2(€). As mentioned, the known algorithms for such tasks have a rather large overhead.
For example, when S is a set of m points and S is a set of n lines in the plane, i.e., the
ranges so(e) are fixed-width slabs, the best known algorithms for solving the problem have
an overhead close to m?/3n?/3, and there are matching lower bounds in certain models of
computation. The overhead is larger when the objects in Sy are of more complex shapes
(e.g., arbitrary circles) or when we move to three (or higher) dimensions; see [1]. In addition,
these algorithms, while interesting and sophisticated from a theoretical point of view, are a
nightmare to implement in practice.

Instead, with the goal of obtaining algorithms that are really simple to implement (and
therefore with good performance in practice), and that run in time linear in the input and
output sizes, we adopt the approach of using approximation schemes, in which we still
report all the pairs (s1, s2) that satisfy dist(sy, s2) < &, but are willing to report additional
pairs, provided that all pairs that we report satisfy dist(s1, s2) < ag, for some constant
problem-dependent parameter o > 1. To be more precise, assuming that the test whether
dist(s1, s2) < ¢ is cheap, we can filter the reported pairs by such a test, and actually report
only the pairs that pass it. The actual number of pairs that we have to inspect will typically
be larger than |I.(S7,S2)], but it will always be at most |I,:(S1,52)| (and in practice
considerably less than that), and the hope is that the number of inspected pairs will not
be much larger than those that we actually report. (We expect it to be larger by only a
constant factor, which depends on « and on the geometry of the setup under consideration.)

Our results. We present simple and efficient output-sensitive algorithms (in the above sense)
for approximate-incidence reporting problems between points and various simple geometric
shapes, in two and three dimensions.

To calibrate the merits of our solutions, we first note that these approximate incidence
reporting problems can also be solved by naive grid-based algorithms, as follows. Consider,



D. Aiger, H. Kaplan, and M. Sharir

for example, the problem of reporting approximate incidences between a set S; of m points
and a set Sy of n lines in the plane. We assume that all the incidences that we seek occur
in the unit disk (ball in R?). We partition the unit disk by a uniform grid, each of whose
cells is a square of side length . We store each point in .S in a bucket corresponding to the
grid cell that contains it, and, for each line £ € Sy, we report all the pairs involving ¢ and
the points in the grid cells that ¢ crosses, and in their neighboring cells. The running time
is O(m + n/e + k), where k is the number of reported approximate incidences. Clearly, all
pairs (p,£) € S1 x Sy with dist(p, ¢) < € are reported, and each reported pair (p, ¢) satisfies
dist(p, £) < 2v/2¢, as is easily checked. If n is much larger than m, we can use duality (where
some care is needed to preserve point-line distances), to map the points to lines and the lines
to points, and thereby reduce the complexity to O(n + m + min{m, n}/e + k). This method
can also be applied in three dimensions, and yields the same time bounds as in the preceding
primal-only approach (duality is much trickier in these situations), namely, O(m + n/e + k),
when Sy consists of one-dimensional objects (e.g., lines or circles), but the running time
deteriorates to O(m + n/e? + k) when S, consists of surfaces (e.g., planes or spheres). In
these latter cases (involving planes or congruent spheres) duality can be applied, to improve
the time bound to O(n + m + min{m,n}/e? + k).

While superficially these simple solutions might look ideal, as they are linear in m, n,
and k, their dependence on € is too naive and weak, and when m and n are large and ¢ small
(as is typically the case in practice), the algorithms are rather slow in practice.

In this paper we address this issue, and develop a series of “primal-dual” grid-based
algorithms for several approximate incidence reporting problems, that are faster than this
naive scheme for suitable ranges of the parameters m, n, and e (which cover most of the
practical instances of these problems). Specifically, we present the following results. In all of
them, S7 is a set of m points, contained in the unit ball in two or three dimensions.

(a) In the plane, for a set So of n lines, all k£ approximate incidences can be reported in
time O (m +n + v/mn/+/e + k). (The dependency of the complexity on ¢ is improved
by a factor of y/¢ compared to the naive scheme when n and m are comparable.)

(b) In three dimensions, for a set Sy of n planes, all k approximate incidences can be reported
in time O (m + n + /mn/e + k). (The dependency of the complexity on ¢ is improved
by a factor of € compared to the naive scheme, when n and m are comparable.)

(c) In the plane, for a set Sy of n congruent circles, all k approximate incidences can be
reported in time O (m +n + /mn/\/c + k).

(d) In the plane, for a set Sy of n arbitrary circles, all k approximate incidences can be
reported in time O (m +n+ml/3n2/3 /213 4 k)

(e) In three dimensions, for a set Sy of n congruent spheres, all k approximate incidences
can be reported in time O ((m +n)/e + k).

(f) In three dimensions, for a set Ss of n lines, all k& approximate incidences can be reported
in time O (m +n + m'/3n2/3 [2/3 4 k).

(g) In three dimensions, for a set Sy of n congruent circles, all k approximate incidences
can be reported in time O ((m +n)/e'/2 + m'/3n2/3 /7/6 4 k).

In Section 4, we use the algorithms in (e) and (g), to obtain an efficient algorithm to find
nearly congruent triangles which is the first step in solving the approximate point pattern
matching problem in R3.

A comparison with the naive solutions sketched above clearly shows the superiority of
our technique. For example, for lines or congruent circles in the plane, assuming that n < m,
our algorithms (in (a) and (c), respectively) are asymptotically faster than the naive method
when y/mn/e < n/e, that is, when ¢ < n/m, an assumption that holds in most practical
applications.
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To recap, we show that, by allowing to report some additional approximate incidences
between pairs that are at most ae apart, one can obtain substantially better bounds than the
naive ones. Our methods are based on grids and on duality — they construct much coarser
primal grids, and pass each subproblem, consisting of the points in a grid cell and of the
objects that pass through or near that cell, to a secondary dual stage, in which another
coarse grid is constructed in a suitably defined dual space. The output pairs are obtained
from the cells of these secondary grids, and the gain is in the overhead, as each primal or dual
object crosses much fewer grid cells than in the naive solutions. Although this primal-dual
paradigm is fairly standard, its power in the approximate incidences context, as considered
here, has not been demonstrated before (to the best of our knowledge). The analysis (and
the particular duality one has to use) for some of the three-dimensional variants is fairly
challenging, but the algorithms all remain simple to describe and to implement.

Motivation and applications. Approximate incidence reporting and counting problems
arise in several basic practical applications, in computer vision, pattern recognition, and
related areas. Three major applications of this sort are robust model fitting, approximate point
pattern matching under rigid motions, and estimating the fundamental matrix in (stereo)
epipolar geometry. All three problems share a common paradigm, which we first explain
for model fitting. In this problem, we are given a set P of n points, say in R? (typically,
these are so-called interest points, extracted from some image or 3D sensors), and we want
to fit objects (called models) from some given family, such as lines, circles, planes, or spheres,
so that each model passes near (i.e., is approximately incident to) many points of P; the
quality of the model is measured in terms of the number of approximately incident points.
The standard approach is to construct (usually, by repeated random sampling) a sufficiently
rich collection of candidate models. (For example, for line models, one can simply sample
pairs of points of P, and for each pair construct the line passing through its points.) One
then counts, for each candidate line, the number of approximately incident points (for some
specified error parameter £ > 0), and reports the models that have sufficiently many such
points.

Similar reductions arise in the other problems. In approximate point pattern matching,
we are given two sets A, B of points, and want to find rigid motions that map sufficiently
large subsets of A to sets whose (unidirectional) Hausdorff distance to B is at most . Here
too we construct candidate rigid motions, and test the quality of each of them. For example,
in the plane, we sample pairs of points from A, and find, for each sampled pair, the pairs of
points of B that are nearly at the same distance. For each such pair of pairs we construct a
rigid motion that maps the first pair to near the other pair, and then test the quality of each
of these motions, namely, the number of points of A that lie, after the motion, near points of
B. The first step can be reduced to approximate incidence counting involving circles (whose
radii correspond to the distances between the sampled points of A, and which are centered
at the points of B) and the points of B. In three dimensions, we need to sample triples of
points of A, and for each triple a, b, ¢, we need to find those triples of B that span triangles
that are nearly congruent to Aabe (because to determine a rigid motion in R? we need to
specify how it maps three (noncollinear) source points to three respective image points).
This step is described in detail in Section 4.

In epipolar geometry, we have two stereo images A, B of the same scene, and we want
to estimate the fundamental matrix F' that best matches A to B, where a point p € A
is (exactly) matched to a point ¢ € B if p? Fqg = 0. We construct a sample of candidate
matrices, by repeatedly sampling O(1) interest points from both images, and test the quality
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of each matrix. To do so for a candidate matrix F', we left-multiply each point p € A by F,
interpret the resulting vectors p F, for p € A, as lines, and count the approximate incidences
of each line with the points of B. If sufficiently many lines have sufficiently high counts, we
regard F' as a good fit and output it.

To recap, in each of these applications, and in other applications of a similar nature, we
generate a random sample of candidate models, motions, or matrices, and need to test the
quality of each candidate. Approximate incidence reporting and counting arises either in the
generation step, or in the quality testing step, or in both. Improving the efficiency of these
steps is therefore a crucial ingredient of successful solutions for these problems. The standard
approach, used “all over” in computer vision in practice, is the RANSAC technique [6, 9],
which checks in brute force each model against each point. Replacing it by efficient methods
for approximate incidence counting, which is our focus here, can drastically improve the
running time of these applications.

To support the claim that this is indeed the case in practice, we have conducted preliminary
experiments (not reported here) with some of our algorithms, tested them on real and random
data, and compared them with other existing methods. Roughly, they demonstrate that our
approach is significantly faster than the other approaches. Our experiments also support
our feeling that the cost of reporting more pairs than really needed (pairs that might be at
most ae apart, rather than just ¢), is negligible compared to the cost of the other steps (in
themselves much more efficient than the competing techniques). We leave the project of
conducting a through experimental study for future work, and focus this paper on developing
the algorithms and establishing their worst-case guarantees.

Related work. Model fitting and point pattern matching have been the focus of many
studies, both theoretical and practical; see for example [2, 3, 4, 5, 7, 10, 11, 12, 14].

We first note that many of the common approaches used in practice (e.g., RANSAC
for model fitting [6, 9]), reporting or counting approximate incidences between models and
points is done using brute force, examining every pair of a model and a point. Some heuristic
improvements have also been proposed (see, e.g., [5] and the references therein). A similar
brute-force technique is commonly used for approximate point pattern matching too (e.g., in
the Alignment method [12] and its many variants).

The use of (exact) geometric incidences in algorithms for ezact point pattern matching is
well established; see, e.g., Brass [4] for details. Similar connections have also been used for
the more practical problem of approximate point pattern matching. Gavrilov et al. [10] gave
efficient algorithms for approximate pattern matching in two and three dimensions (where
the entire sets A and B are to be matched), that use algorithms for reporting approximate
incidences. One of the main results in [10] is that in the plane, all pairs of points at distance
in [(1 — &)r, (1 4 €)r] can be reported in O(n+/7/¢) time, using a grid-based search. (In a
way, part of the study in this paper formalizes, extends, and improves this method.)

Aiger et al. [3] proposed a method for point pattern matching in R?, called 4PCS (4-Points
Congruent Sets), which iterates over all coplanar pairs of quadruples of points, one from
A and one from B, that can be matched via an affine transformation, and then tests the
quality of each pair, focusing on pairs where the transformation is rigid. This algorithm does
not use approximate incidences, and assumes the existence of coplanar tuples.

In a more recent work, Aiger and Kedem [2] describe another algorithm for computing
approximate incidences of points and circles, following a similar approach by Fonseca and
Mount [7] for points and lines, which is better than the one of [10] for n = Q(1/£%/?), and
use this for approximate point pattern matching. This algorithm has been used in Mellado

5:5

ESA 2017



5:6

Output Sensitive Algorithms for Approximate Incidences and Their Applications

et al. [14], to reduce the running time of the 4PCS algorithm in [3] to be asymptotically
linear in n and in the output size.

The method of [2, 7] provides an alternative approach to approximate incidence reporting,
for the cases of points and lines or congruent circles (the analysis in [2] is rather sketchy,
though). This technique runs in O(m + n + log(1/¢)/e? + k) time. For the case of lines in
the plane, the scheme exploits the fact that we can approximate (up to an error of O(¢))
all lines in the plane that cross the unit disk, by O(1/e?) representative lines, such that if a
point in the unit disk is close to a representative line £, then it is also close to all the lines in
the input that ¢ represents (and vice versa). Assuming, for example, that m is constant, this
alternative scheme is better than our new algorithm (for these restricted scenarios) when
Vn//e > 1/€2, that is, when n > 1/¢® (we ignore the factor log(1/¢) in this calculation).
(This technique seems to be extendible to three dimensions, and to surfaces, but the formal
details have not yet been worked out, as far as we know.)

Paper organization. The full version of the paper presents seven algorithms for various
instances of approximate incidence reporting, as listed in (a)—(g) above. Although the
high-level structure of the algorithms is fairly uniform, the specific details are rather different,
and each case requires careful analysis to ensure its correctness and efficiency. Working out
the details, including the appropriate form of duality (which, in some cases, is rather intricate
and requires extra care), the choice of the various parameters, and the analysis that makes
everything work, turned out to be fairly demanding and nontrivial. Due to lack of space,
this version contains full details of only the first algorithm (for points and lines in the plane),
and of the last one (finding all nearly congruent triangles in R?), and then describes, briefly
and informally, the main features of the rest.

2 Approximate incidences in point-line configurations

We consider the approximate incidences problem between a set P of m points in the unit disk
B in R?, and a set L of n lines that cross B, with a given accuracy parameter 0 < ¢ < 1/2.

We approximate the distance dist(p, £) by the vertical distance between p € P and ¢ € L,
which we denote by dist,(p, ¢). For this approximation to be good, the angle between ¢ and
the z-direction should not be too large. To ensure this, we partition L into two subfamilies,
one consisting of the lines with positive slopes, and one of the lines with negative slopes. We
fix one subfamily, rotate the plane by 45°, and get the desired property.

Without loss of generality, we replace the unit disk B by the unit square S = [0,1]2, and
apply the following two-stage partitioning procedure. First we partition S into 1/6? pairwise
openly disjoint smaller squares, each of side length 01, where §; is a parameter whose exact
value will be set later. See Figure 1.

Enumerate these squares as S1, 5, ..., 51/55. Fori=1,...,1/62, let P; denote the set
of all points of P that lie either in S; or in one of the two squares that are directly above
and below S; (if they exist), and let L; be the set of all the lines of L that cross S;. Put
m; := |P;| and n; := |L;|. We have ), m; < 3m and ), n; < 2n/d;, because each line of L
crosses at most 2/0; squares S;.

We now apply a duality transformation to each small square S; separately. For nota-
tional simplicity, and without loss of generality, we may assume that S; = [—81/2,81/2]°.
(Technically, this means that we shift the cells by §;/2 in both coordinate directions, so
that the grid vertices now represent the centers of the cells.) We map each point p = (£,7)
in P; to the line p* : y = £x — 7, and each line ¢ : y = cx + d in L; to the point



D. Aiger, H. Kaplan, and M. Sharir

6

=

Figure 1 The partition of S into sub- Figure 2 The reference triangle Aabc
squares, and the subproblem associated with  aligned with Apgo. The shaded region is
the middle highlighted subsquare. K. The circle is the a cross section of Tj 4.

¢* = (¢,—d). This duality preserves the vertical distance dist, between a point p and

a line ¢; that is, dist,(p,¢) = dist,(¢*,p*). Note that the slope condition ensures that
dist(p, ¢) < dist,(p, £) < +/2dist(p, £).
Let £: y = cx + d be a line in L;, that is, £ crosses S;. By the slope condition we have

—1<c¢<1land—d; <d <, so the dual point £* lies in the rectangle R := [—1, 1] x [—47, 01].

Each point p = (§,n) € P; satisfies —1/2 < £ < 01/2 and —361/2 < n < 341/2 so the
coefficients of the dual line p* : y = £x — n satisfy these inequalities.

We now partition R into 1/83 small rectangles, each of width 20, and height 26;d,, where
o is another parameter that we will shortly specify. Each dual line p* crosses at most 2/09
small rectangles. To facilitate the following analysis, we choose 01, d2 so that they satisfy
0162 = ¢; we still have one degree of freedom in choosing them, which we will exploit later.

» Lemma 1. For each small rectangle R', if £* is a dual point in R’ and p* is a dual line that
crosses either R’ or one of the small rectangles directly above or below R’ (in the y-direction,
if they exist), then the vertical distance dist,(€*,p*) (which is the same as dist,(p,£)) is at
most 50109 = be.

Proof. Indeed, if p* crosses a small rectangle R”, which is either R’ or one of the two adjacent
rectangles, as above, then, since the slope of p* is in [—d1/2,071/2], its maximum vertical
deviation from R” is at most 245 - (61/2) = §162. Adding the heights 2§, of R”, and of R’
when R” # R’ the claim follows. <

» Lemma 2.

(a) Let (p,£) € P x L be such that dist(p,¢) < e. Let S; be the small square containing p. If
81 > ev/2, then £ must cross either S; or one of the two squares directly above and below
S;. In other words, there exists a j such that (p,¢) € P; x L;.

(b) Continue to assume that dist(p,£) < e, let i be such that (p,¢) € P; x L;, and let R be
the dual small rectangle (that arises in the dual processing of S;) that contains €*. Then
the dual line p* must cross either R' or one of the two small rectangles lying directly
above and below R' (in the y-direction, if they exist).

Proof. Both claims are obvious; in (a) we use the fact that dist,(p,#) < ev/2, and the
assumption that £v/2 < §1; see below how this is enforced. In (b) we use the fact that
dist, (p, £) = dist, (¢*,p*) and that the height of a small rectangle is 2619, = 2¢ > v/2. <

5:7

ESA 2017



5:8

Output Sensitive Algorithms for Approximate Incidences and Their Applications

The algorithm. We first compute, for each point p € P, the square S; it belongs to; this
can be done in O(1) time, assuming a model of computation in which we can compute the
floor function in constant time. Similarly, we find, for each line ¢ € L the squares that it
crosses, in O(1/41) time. This gives us all the sets P;, L;, in overall O(m + n/d;) time.

We then iterate over the small squares in the partition of S. For each such square .S;, we
construct the dual partitioning of the resulting dual rectangle R into the smaller rectangles
R’. As above, we find, for each dual point ¢*, for £ € L;, the small rectangle that contains
it, and, for each dual line p*, for p € P;, the small rectangles that it crosses. This takes
O(nz + ml/ég) time.

We now report, for each small rectangle R/, all the pairs (p,£) € P; x L; for which £* lies
in R’ and p* crosses either R’ or one of the small rectangles lying directly above or below R’
(if they exist). We repeat this over all small squares S; and all respective small rectangles R'.
Note that a pair (p,£) may be reported more than once in this procedure, but its multiplicity
is at most some small absolute constant. The running time of this algorithm is

1/582
n m; n m
@) m+—+§ ni+— | +k|=0(—+—+k),
o1 i—l( 52) (51 02 )

where k is the number of pairs that we report. Lemma 1 guarantees that each reported pair
is at distance < 5¢ and Lemma 2 guarantees that every pair (p,¢) at distance at most ¢ is
reported.

We optimize the running time by choosing d1, d2 to satisfy m/dy = n/d; and 6102 = €.
That is, we want to choose §;1 = \/ne/m and d = /me/n. These choices are effective,
provided that both §;, d5 are at most 1, for otherwise the primal partition or the dual
partitions does not exist. If §; > 1, that is, if n < me, we simply choose d; = ¢, and run
only the primal part of the algorithm, outputting all the pairs in (J; P; x L;. The cost is now
O(m+n/e+k)=0(m+k). (This is the naive implementation, which is now efficient since
n is so small.) If §; > 1, we pass directly to the dual plane, flip the roles of P and L, and
solve the problem in the naive manner just described, at the cost of O(n + k). Otherwise
(when both §; and d2 are < 1), the cost is O (y/mn/\/e + k). The cost of the algorithm is
therefore always bounded by O (n +m + /mn/\/e + k).

Recall also that in the proof of Lemma 2 we needed the inequality £v/2 < §;. This will
hold when m < n (and € < 1/2, as we assume). In the complementary case m > n, we
simply flip the roles of points and lines (that is, we start the analysis in the dual plane).

In conclusion, we have obtained the following main result of this section.

» Theorem 3. Let P be a set of m points in the unit disk B in the plane, let L be a set of n
lines that cross B, and let 0 < ¢ < 1/2 be a prescribed parameter. We can report all pairs
(p,€) € P x L, for which dist(p,{) < e, in time O (n+m + vmn/\e + k), where k is the
actual number of pairs that we report; all pairs at distance at most € are reported, and every
reported pair lies at distance at most 5e.

3 Review of the other algorithms

Near neighbors in point-plane configurations. Here we are given a set P of m points in
the unit ball B in R3, a set II of n planes crossing B, and a prescribed error parameter
0 < e <1/2, We solve the approximate incidences problem for P and IT with accuracy e.
As in the planar case, we approximate the point-plane distance dist(p, ) by the z-vertical
distance dist, (p, 7). We partition IT into O(1) subfamilies, according to the directions of the
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normals, and treat each family separately, assuming that all the normal directions in this
family are close to the z-direction, making the distance approximation behave well.

We assume that P C S = [0,1]3, and apply a two-stage partitioning, one in the primal
space and one in the dual space, with a suitable choices for the corresponding parameters 1,
02, similar to the way it was done in the plane. We obtain an approximate incidence reporting
algorithm that runs in O (n +m+mn/e + k:) time, where k is the actual number of pairs
that we report.

Nearly congruent pairs in the plane. We are given two point sets P, @, of respective sizes
m and n, and parameters r, £, and present an algorithm that reports all pairs (p,q) € P X Q
in the unit disk B, such that |pq| € [r — &, + €], and each pair that it reports lie at distance
in [r — ag,r + ag], for some constant « > 1. The problem is equivalent to an approximate
incidences problem between P and the set of congruent circles C' := {c¢, | ¢ € Q} where ¢, is
the circle of radius r centered at a point q. We assume that r is bounded away from 0 and
that e < r < 1/2.

We present two different solutions. The first one, inspired by an idea of Indyk et al. [13],
does not use duality, so it is insensitive to cases where m and n differ significantly. The
second solution does use duality, and is sensitive to such differences; it is more similar to the
preceding solutions for the point-line and point-plane approximate incidences problems. We
review here only the first solution.

We take the circle ¢, of radius r centered at the origin o, and partition it into 27/+/c
equal canonical arcs, each with a central angle /. We replace each arc v by a sector of
an annulus A, of radii 7 £ € that has v as its ‘midline’, and enclose A, by a rectangle R,.
Simple calculations show that the sides of R, are at most /& x 3e.

We fix v, and for each ¢ € ) we translate R, to R,(q) := ¢+ R,. We get a collection
of n isothetic rectangles, and the m points of P. We tile up the unit disk by a grid whose
cells are isothetic to R, partition the points of P among the grid cells, and, for each R,(q),
report all pairs (p, ¢) such that p lies in one of the at most four cells that R, (g) overlaps.
We repeat this for each of the O(1/1/€) canonical arcs. The resulting algorithm runs in
time O ((m + n)/v/e + k), where k is the actual number of pairs that we report. Our second
approach, which uses duality, yields runs in O (m +n + v/mn/\/ + k) time, which is an
improvement when m and n differ significantly.

Near-neighbor point-circle configurations. The duality-based approach can be extended
to handle the approximate incidence reporting problem for points and arbitrary (rather than
congruent) circles in the plane. The main difference is that general circles can be dualized
into points in three dimensions, so our algorithm uses a standard grid decomposition in the
primal plane, as in the cases of lines and congruent circles, but the dual partitionings take
place in three dimensions, as in the case of planes.

To facilitate the second dual decomposition step, we replace the standard distance
between points and circles by the power of a point with respect to a disk. We show that
the distortion caused by this change is small, and our gain is that in the dual setup the
points of P become planes (and the circles become points), so the machinery used for points
and planes can be easily adapted to handle this case too. The algorithm runs in time
0] (m +n 4 m!/3p2/3 /23 4 k), where k is the actual number of pairs that we report.

Reporting all nearly congruent pairs in three dimensions. Here we consider the three-
dimensional version of the problem of nearly congruent pairs, where we are given sets P and
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Q of m and n points, respectively, in the unit ball B in R3, and parameters 0 < ¢ < r < 1/2,
and wish to report all pairs (p,q) € P x @ such that dist(p, q) € [r — &, 7 + ], ensuring that
each pair (p, ¢) that we report satisfies dist(p, ¢) € [r — ae, r + ae], for some absolute constant
«a > 1. This is an approximate incidence reporting problem between P and spheres of radius
r centered at the points of Q.

As before, we have two alternative solutions, one using the technique of Indyk et al. [13],
and one using duality. Both extensions are reasonably routine, although some nontrivial
technical issues have to be faced when extending the techniques to three dimensions. The
first approach, runs in time O ((m + n)/e + k). By using duality one can get a better bound
(replacing (m + n)/e by v/mn/e) when the sizes of P and @ differ substantially.

Reporting all point-line neighbors in three dimensions. Let P be a set of m points in the
unit ball B in three dimensions, let L be a set of n lines that cross B, and let ¢ > 0 be a
given error parameter. We present an algorithm for the approximate incidence reporting
problem involving P and L.

We represent each line in R? by the pair of equations y = ax + b, z = cx + d. Let £ be
the line y = ax + b, z = cx + d, and let p = (£,7,¢) € R®. We approximate dist(p, ¢) by
slicing space by the plane 7, : x = &, and by computing the distance between the points
pand £, :=LNm, = (£ af +b,c€ +d). As before, for this approximation to be good, the
angle between ¢ and the z-direction should not be too large, say at most 7/4, and we ensure
this by partitioning L into O(1) subfamilies, such that each subfamily has this property with
respect to some direction u’. We focus on a single family, keep calling it L, and assume that
u' is the z-axis. We show that dist(p, £,) < v/2dist(p, ) for all p € P and ¢ € L.

We assume that P is contained in the unit cube S = [0,1], and apply the following
two-stage partitioning procedure. For a pair of parameters d1, d2, whose values will be set
later we partition S into 1/} pairwise openly disjoint smaller cubes, each of side length
01. For each small cube S;, let P; denote the set of all points of P that lie in S; or in one
of the (at most) eight cubes that surround S; and have the same z-projection as S;, and
let L; denote the set of all the lines of L that cross S;. For each such small cube S;, we
pass to a parametric dual four-dimensional space, in which we represent each line ¢ € L;,
given by y = az + b, z = cx + d, by the point ¢* = (a,b,c,d), and represent each point
p=(&n,¢) € P; by the 2-plane (in R*) p* = {(a,b,c,d) | aé +b=1n, c€ +d = (}; p* is the
locus of all points dual to lines that pass through p.

We define the distance in the dual space between a point £* = (a, b, ¢, d) and a plane p*, for
a primal point p = (£,7, (), to be the distance between £* and the point (a,n — af, ¢, { — c€),
which is the intersection of p* with the plane defined by x = a and z = c¢. It follows that the
distance between ¢* and p*, as defined above, is equal to dist(p, £,) in the primal space.

Fix a small cube S;, and assume without loss of generality that S; = [0,5;]3. Let ¢ be a
line in L;, given by y = ax + b, z = cx + d. One can show that ¢* lies in the box R given
by —1 <a, c<1and —6; <b, d <26;. We now partition R into 1/55 smaller boxes, each
of which is a homothetic copy of R scaled down by d2. Concretely, each smaller box R’ is
congruent to the box [0,2d5] x [0,381d2] x [0,2d5] x [0, 351 d2].

We then show that, for each small box R’, if £* = (ag, bs, ce,dy) is a dual point (of some
¢ € L;)in R and p* is a dual plane (of some point p = (£,7n,{) € F;) that crosses R’ or
one of its surrounding boxes of the same zz-range, then dist(p,£) < 8y/26,65. Conversely,
if dist(p, £) < 162 then (p,¢) belong to some subproblem P; x L;, and p* crosses the small
dual region R’ containing £* or one of its nearby regions.

The algorithm is now immediate: We compute the sets P;, L;, for i = 1,...,1/8}, in
overall O(m + n/d;) time. Then, for each small cube S;, we consider the partitioning of the
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resulting dual box R into the smaller boxes R’. As above, we find, for each £ € L;, the small
region that contains the dual point £*, and, for each p € P;, the small regions that the dual
plane p* crosses. We report, for each small region R’, all the pairs (p,¢) € P; x L; for which
¢* lies in R’ and p* crosses either R’ or one of the at most eight small regions that surround
R’ and have the same zz-range. We repeat this over all small cubes S; and all respective
small regions R’. With a suitable optimization of the values of §; and d2, the running time

is O (m+n+m1/3n2/3/€2/3 +k).

Reporting all point-circle neighbors in three dimensions. In preparation for the final
algorithm, that finds all nearly congruent copies of a given triangle in a set of n points in R3,
we first solve the following problem. Let P be a set of m points in the unit ball B in R3, let
C be a set of n congruent circles in R? of radius r < 1/2 that cross B, and let e < 7 be a
prescribed error parameter. We present an efficient algorithm for the approximate incidence
reporting problem for P and C.

This is perhaps the most complex algorithm in our collection. We slice each circle into
canonical arcs, replace each arc by a sector of a torus of width ¢ around it, enclose each
torus sector by a suitable (bounded) cylinder, and reduce our problem to that of reporting
point-cylinder containments. We further reduce the problem by cutting space by parallel
slabs of width /¢ in some suitable direction, say the z-direction, by partitioning the points
of P among the slabs, and by considering only those toric/cylindrical pieces that form
sufficiently small angle with the x-direction. For each such slab o, we take the points in
o, replace each cylinder that intersects o, or a nearby slab, by the full line that supports
its axis, and run the approximate incidence reporting algorithm involving the points in the
slab and the lines associated with the slab, repeating this over all slabs and tori sectors.
The resulting algorithm runs in time O ((m +n)/et? 4 m/3n?/3 )T/0 4 k), where k is the

number of (distinct) reported pairs.

4 Reporting all nearly congruent triangles

In this section we put to work the algorithms in (e) and (g) (see Section 1), to obtain an
efficient solution of the first step in solving the approximate point pattern matching problem
in R? (see its review in the introduction), where we are given a sampled “reference” triangle
Aabc, for a triple of points a, b, ¢ in the first set A, and a prescribed error parameter € > 0.
Our goal is to report all triples p,q,o in the second set B that span a triangle “nearly
congruent” to A; that is, triples that satisfy

|lpal = labl| < e, [lpo| — lac|| <&, and |lgo| —[bc|| <e. (1)

We allow to report triples that satisfy (1) with ae on the right-hand sides rather than ¢, for
some fixed constant .. Let ab be the longest edge of A. We require that 8 < |ab| < 1/2 for
some fixed constant 5. We also require that the height h of A from ¢ (perpendicular to ab) is
larger than some fixed constant s. We assume that 3,s > e. Our approximation guarantee
« increases as  and s decrease.

We first report all pairs (p,q) € B? such that Hpq| — \abH < ¢, using the algorithm
specified in (e) (incidences between congruent spheres and points). This takes O(n/e + N)
time, where N is the number of pairs that we report. Let II denote the set of reported pairs.
We know that all the desired pairs are included in II, and that every pair (p, ¢) in II satisfies
|\pq| - |ab\| < o'e, for some absolute constant o’. We prune II, leaving in it only pairs (p, q)
satisfying ||pg| — |ab|| < e. We continue to denote the resulting set as II, and its size by N.
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Let (p,q) be a pair in II. Any point o that satisfies |[po| — |ac|| < ¢ and ||qo| — |be|| < &
lies in the intersection K = K, , of two spherical shells, one centered at p with radii |ac| £ ¢,
and one centered at ¢ with radii |bc| & . The following lemma allows us to replace K by a
torus that is congruent to a fixed torus that depends only on A. See Figure 2.

» Lemma 4. Assume that A is sufficiently fat, in the sense that 8 < |ab] < 1/2 and h > s,
for some absolute positive constants B, s that satisfy e < [3,s. Then there exists a circle vyp q
of radius h such that K is contained in the torus T), 4 that is the Minkowski sum of vp 4 and
a ball of radius € < de around the origin, where the constant 6 depends on 3 and s.

Proof. Denote the lengths of the edges of the triangle Aabc by v = |ab|, v = |ac| and
w = |bc|. Let g the point where h meets ab and let z = |ag|. We have 22 + h? = v? and
(u— 2)? + h? = w?, from which we obtain that z = W, and we denote this expression
as z = z(u, v, w). Consider an alignment of A within the plane of Apgo, such that a coincides
with p and ab overlaps pq. Let g now be a point on pq at distance z from p = a. Then c lies
on the circle v, , of radius h, centered at g, and contained in the plane perpendicular to pgq
through g. See Figure 2(b).

Fix some point 0 € K. We claim that o must be at distance < de from =, 4, for some
fixed constant ¢ that depends on § and s. Indeed, since (p,q) € Il and o € K, we can write
Ipg| = u + €1, |po| = v + €2, and |go| = w + €3, where |g;| < e for i =1,2,3.

Consider the alignment of A with Apqo, as above, and imagine that we perturb the edges
ab, ac, and be of A by €1, €9, and €3, respectively, so that A is continuously deformed into
Apqgo. We claim that o cannot move too far as a result of this deformation so the distance
between o and ¢ must be small.

To see this, let A’ be the height of Apgo from o, let ¢’ be the point at which i’ meets
pq, and let 2/ = |pg’|. We claim that |z’ — z| < de and |h" — h| < de for some absolute
constant 0. To see this, using the function z = z(u,v,w) defined above, we have 2/ =
z(u+e1,v 4+ 9, w + €3), and routine calculations show that, for e sufficiently small, we have
|z — z| = O(|Vz(u,v,w) - (€1, €2,€3)|) < d’e, where ¢’ depends on /.

Similarly, by Heron’s formula, we can think of A as a function h(u,v,w), given by

h(u, v, w) = 2Af€;<ﬁ> _2/r(r - u)(; o —w)

where 7 = Z(u+ v+ w). Then h' = h(u + €1,v + £2,w + €3), and, by another routine
calculation, |h' — h| = O(|]Vh(u,v,w) - (e1,€2,€3)|) < "¢, for another constant ¢” that
depends on S and s. Take 6 = 4/(6")%2 4 (6”)?, and the lemma follows. <

We have thus reached the following scenario. We have a set 7 of N congruent tori 7T}, 4, for
(p,q) € 11, and a set B (the original one) of n points. By construction, each triple (p, ¢, 0) that
defines a triangle for which (1) holds, satisfies o € T}, ;. Using our algorithm for point-circle
near neighbors in R3, as reviewed in Section 3, we can report all the triples (p, ¢, 0) such that
0 € Tpq, in time O (n+ N/e¥/2 +nl/3N2/3/c7/6 4 k), where k is the number of (distinct)
triples that we report; each of the desired triples is reported, and each triple that we report
is such that the distance from o to 7,4 is at most ae for some other fixed constant o > 6.
Therefore each triple which we report satisfies (1) with ae on the right-hand sides, rather
than e. In summary, we have:

» Theorem 5. Let B be a set of n points in the unit ball in R3. Let Aabc be o fized reference
triangle and let € an error parameter, so that A and ¢ satisfy the constraints specified in
Lemma 4. We can then report all triples (p, q,0) € B3 that span a triangle nearly congruent to
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A, in the sense of (1), in time (n + N/et/? 4 nl/3N2/3)T/6 4 k) , where N is the number of
pairs reported by our algorithm for approzimate congruent pairs in R® (reviewed in Section 3),
applied to P with distance |ab|, the largest edge length of A, and k is the number of (distinct)
triples that the algorithm in this section reports; each of the desired triples is reported, and
each triple that we report satisfies (1) with ae replacing €, where « is a suitable absolute
constant. Each pair is reported at most O(1) times.
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We show that Karger’s randomized contraction method [7] can be adapted to multiobjective
global minimum cut problems with a constant number of edge or node budget constraints to give
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For global minimum cuts with a single edge-budget constraint, our extension of the ran-
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best-known randomized algorithm with running time O(n?*) due to Armon and Zwick [1]. Our
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1 Introduction

Cut problems play a central role in combinatorial optimization and arise routinely in many
practical areas such as telecommunications, project networks and databases [7] as well as
the bottleneck computation in the separation routine for important network optimization
problems such as the TSP [12]. Let G = (V, E) be an undirected simple graph with n nodes
and m edges, and ¢!,...,cf: E — Zt (w!,...,wF"1:V — ZT) be k (k — 1) non-negative
cost functions defined on the set of edges (nodes), where k is a constant. A cut X in G is
a subset of nodes X C V such that ) # X # V, and it determines the set §(X) of edges
with exactly one end in X. The cost of cut X in criterion j is ¢/(§(X)) := Dees(X) A (e)
(W (X) ==Y ,ex w'(v)). Given k — 1 cost bounds by,...,bs—1, we study the following
multiobjective versions of the minimum cut problem.

Edge-budget constraints: find a cut C* minimizing edges cost c* subject to the constraints
A6(C*) <bifori=1,....k—1.

Node-budget constraints: find a cut C* minimizing edges cost c* subject to the constraints
wi(C*) <b;fori=1,....,k—1.

Node-budget constraints including a source s (excluding a sink ¢): given a specific node
s € V (t € V), find a cut C* minimizing edges cost c* such that w'(C*) < b; for
t=1,...,k—1,and s € C* (t £ C*).

1.1 Previous Work

Randomized contraction: Karger [7] gave an elegant randomized contraction algorithm
that finds a global minimum cut with high probability. A consequence of its probabilistic
analysis is a strongly polynomial bound on the number of (near-) optimal global minimum
cuts. Karger and Stein [8] improve its running time using a recursive construction that
carefully traded off the probability of success with the size of the recursive subproblems. Our
work builds on these methods and extends them to budgeted versions of the global minimum
cut problem.

Edge-budget constraints: While most budgeted versions of standard combinatorial optim-
ization problems are NP-hard [4], Armon and Zwick [1] give an efficient strongly polynomial
time algorithm for solving the minimum cut problem with a constant number k of edge-budget
constraints. Their algorithm guesses the optimal value by performing a binary search using
O(logn) calls to a subproblem called the min-maz cut problem. Here, the goal is to find a cut
C for which max;—1,.. k ci((j') is minimized, ¢.e., a cut C whose largest cost is the smallest
possible. This problem is in turn reduced to enumerating all cuts that are at most at factor
of k larger than the global minimum cut for a single cost function. Karger and Stein [8] show
that every graph contains at most O(n2*) such cuts. In order to enumerate them, Armon
and Zwick use either the O(mn2*) deterministic algorithm of Nagamochi et al. [11] or the
O(n?*log® n) randomized algorithm of Karger and Stein [8]. Thus, their approach leads
to an O(mn?*logn) time deterministic algorithm and an O(n?*log®n) time randomized
one. The minimum cut problem with edge-budget constraints may be of interest in itself
but also arises as a subproblem in other fields, e.g., interdiction problems. Zenklusen [16]
shows the link between the problem of maximally decreasing the optimal value of the global
minimum cut by removing a limited set of edges and the minimum cut problem with a single
edge-budget constraint.



H. Aissi, A. R. Mahjoub, and R. Ravi

Node-Budget Constraints: Armon and Zwick [1] consider the problem of finding a cut of
minimum cost with at most b vertices on its smaller side. This problem corresponds to a
special case of the single node-budget constraint (k = 2) with w(v) =1 for all node v € V.
The authors reduce this problem to the problem of minimum cut with a single edge-budget
constraint and give deterministic and randomized algorithms running in O(mn*logn) and
O(n*log® n) times respectively. Goemans and Soto [5] consider the more general problem of
minimizing a symmetric submodular functions (SSF) f over a family of sets Z that are closed
under inclusion. Note that the cut function over the node set of a graph G = (V, E) is a SSF.
Moreover, the family of all subset of nodes X C V satisfying the node-budget constraints is a
typical example of sets closed under inclusion. Goemans and Soto [5] extended Queyranne’s
algorithm [13] (which in turn is based on the work of Nagamochi and Ibaraki [10]) in order
to enumerate all the O(n) minimal minimizers using O(n?) oracle calls to function f and Z.
In the particular case of graphs, their result implies that the minimum cut problem with
node-budget constraints can be solved in O(n3) running time. Interestingly, Goemans and
Soto’s algorithm does not introduce any slowdown with respect to the running time of solving
the global minimum cut problem.

Cardinality Constraints: Bruglieri et al. [2] study the version of minimum cut problem
where the cardinality of the edge cut must be exactly the given bound k, or at least the
given bound k, and show NP-hardness via reduction from MAX-CUT. The node-cardinality
constrained version on the side containing a given source has been studied by Hayrapetyan et
al. [6] under the name MINSBCC (Minimum-size bounded-capacity cut): their version bounds
the cost of the cut and minimizes the node cardinality of the cut. They show NP-hardness
of the problem on general graphs with uniform node weights and on trees (with non-uniform
node weights), and provide bicriteria approximation algorithms with ratio (%, ﬁ) for any
0 < A < 1. The s —t separating version of this unbalanced cut problem was studied by Li
and Zhang [9], and by Zhang [17]. The node-cardinality constrained version of this problem
generalizes the famous graph bisection problem. For the exact version of the problem where
the side containing s must have exactly k nodes, an O(logn)-approximation was given by
Récke [14].

1.2 OQur contributions

The main contribution of our paper is to extend the Karger’s randomized contraction
algorithm [7] to handle node or edge budget constraints.

Edge-budget Constraints. The original randomized contraction algorithm for a single edge
cost solves the global minimum cut problem by repeatedly picking a random edge with
probability proportional to its cost and contracting it, until only two vertices remain. Karger
shows that with high probability the cut formed by the edges joining these (super-)nodes
is a minimum cut. The key ingredient in the proof of the success probability of Karger’s
algorithm is that the optimal value of the minimum cut problem is at most the cost of any
cut formed by a singleton node. However, if budget constraints are added to the original
problem, some of these singleton cuts may be infeasible (for the budget constraint) and hence
may have a cost smaller than the optimal value of the budgeted problem. On the other hand,
the cost of a feasible cut formed by a singleton node is larger than the optimal value but the
current graph may contain few such nodes. Our main result uses new ideas to overcome this
difficulty.

6:3
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» Theorem 1. For the global minimum cut problem with a single edge-budget constraint
in a graph on n nodes, a randomized contraction algorithm returns any particular optimal
solution in O(n®log® nloglogn) time with probability 1 — ﬁ

For the case of a single edge-budget constraint, our randomized contraction algorithm
decides to contract, at each step, edges based on either the budget-cost function ¢! or the
objective-cost function ¢2, depending on whether the number of feasible cuts (obeying the
budget) formed by the current singletons is sufficiently “large” or not. This modification is
crucial to ensure the high success probability of returning at the end an optimal cut, and
represents our main technical contribution.

Our final algorithm for this problem is presented in Section 2 and runs with high
probability in O(n?) time. This result improves upon the current best running time of O(n*)
given in [1]. As a byproduct of our analysis, we save a factor of O(n) from the best-known
upper bound on the number of optimal solutions of this problem given in [1].

In the general case, multiple edge-budget constraints make the problem harder because
the number of infeasible cuts formed by a singleton may increase. With more than two budget
constraints, a cut satisfying the i** budget constraint may violate the j** one. Therefore, even
though the number of cuts formed by a singleton node satisfying the i*" budget constraint
may be large (the property we used with a single budget constraint), few of them may satisfy
all the budget constraints. Therefore, we need a different idea to tackle multiple budget
constraints. For this case, we extend Karger’s algorithm [7] differently by first sampling
the cost function that is then used to randomly choose an edge to be contracted. Our final
algorithm (Theorem 13) saves a logarithmic factor from the best-known running time of
O(n?*log® n) given in [1].

Node-budget Constraints. We derive in Section 3 faster randomized algorithms for finding
global minimum cuts with a constant number of node budget constraints.

» Theorem 2. For the global minimum cut problem with a constant number of node-budget
constraint in a graph on n nodes, a randomized contraction algorithm returns any particular
optimal solution in O(n?logn) time with probability 2(1/logn). Furthermore, all the optimal
solutions can be computed with high probability in O(n? log®n) time.

For this case, we use an observation similar to that of Goemans and Soto [5]: whenever
the contraction produces two (node-budget) infeasible super-nodes, we merge them into
one. Adding this idea to Karger’s random contraction gives an algorithm with a randomized
running time of O(n?) (Theorem 17). This considerably improves their current best running
time of O(n?) [5] even though their algorithm is deterministic. As a byproduct, we show that
the total number of distinct optimal global minimum cuts in the node-budget constrained
case is also bounded by (}) as in the non-budgeted case.

Our algorithm can be adapted to the node-budget constrained global min cut problem
excluding a given sink ¢t € V' with the same running time and bound on number of optimal
solutions (Theorem 18). In this case, the running time of our algorithm improves upon the
previous deterministic running time of Goemans and Soto by a factor of O(n).

Our results indicate that for the global minimum cut problem, the node-budget constraints
are easier to handle than edge-budget ones, even though both are efficiently solvable. In
contrast to the above results, we note that even the node-cardinality constrained global
minimum cut problem containing a given source is strongly NP-hard using a reduction from
graph bisection (Theorem 19).
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Algorithm 1 Random edge contraction for a single edge-budget constraint.

Input: a simple graph G = (V, E) with two nonnegative edge costs ¢!, ¢?, a bound by, and
integer ¢ > 10
Output: a cut ) # C* C V minimizing cost ¢? subject to edge-budget constraint c!(§(C*)) <
by
Llet BEg E, Vo« V,Gog+ G, r+0
2: while |V;| > 4 do
3: let Er — 0

4. if (B, < % then

5: pick an edge e € E, with probability p(e) = CE?SSZ) and add it to E,

6: else

7 for 1 =1to g do

8: for each edge e € E,. \ E, do

9: add e to E, with probability p/(e) = %

10: end for

11: end for

12:  end if

13:  if E, # 0 then

14: contract all the edges in E, by merging their endpoints

15: replace all resulting parallel edges ey, ..., e, joining any pair of nodes u,v € V,. by a
single edge e such that c"(e) = Y-0_, ¢"(e;), h = 1,2, and remove self-loops

16: end if

17: r+nr+1

18:  let G, = (V,., E,.) denote the resulting graph

19: end while

20: randomly partition the nodes in the final graph G’ and return the cut C* in G associated
with this partition

2 Edge-budget constrained Global Minimum cuts

We discuss in Sections 2.1 and 2.2 our randomized algorithms for the single budget constraint
and for multiple ones, respectively.

2.1 Single edge-budget constraint

The algorithm consists of two steps. The first reduces the graph by doing edge contractions
until a minor graph G’ with at most four nodes is obtained. In the second step, we randomly
pick a cut in the resulting four-node graph.

Starting from Gy = (Vp, Ey) = G = (V, E), the first step of each iteration r > 1 consists of
a possible reduction of graph G, = (V;., E,.) to a graph G,4+1 = (V,4+1, Er+1) by contracting
a sample edge set E, C E,. The construction of E, is performed as follows. First we set
E, = (. Then two cases are considered: (i) If ¢'(E,) < %7 then we randomly pick

an edge e € E, with probability p(e) = %, and add it to E,. (ii) If this is not the

C
A 1
case, then we add each edge e € E, to E, with probability p’(e) = #@1) Note that the
resulting sample edge set E, may be empty. In order to boost the probability that E, is
non-empty, the process of random sampling is repeated g times, where ¢ is a constant that
will be specified later. If E, # () at the end of the q trials, then we contract E, and obtain a
smaller graph G,+1 = (V,41, Er11). Otherwise, we set G141 = G,..

6:5
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An iteration r of the algorithm where condition c!(E,) > % holds and E, = 0
is called wvoid. Note that at most |V| — 4 non void iterations are performed but the total
number of iterations may be large.

As a result of the edge contractions, parallel edges may join some pairs of vertices. Note
that parallel edges are in the same cuts. Therefore, they can be replaced by a single edge
with a cost equal to the sum of their costs. In contrast to Karger’s algorithm [7], we need to
consider only simple graphs at each step of Algorithm 1 in order to get the claimed running
time (Lemma 10). This step is not essential for the analysis of Algorithm 1 but since it will
be implemented recursively (Algorithm 2), |E,.| must be bounded by O(|V,.|*) at each step r.
All these details are summarized in Algorithm 1.

The following result gives a lower bound on the success probability that a particular
optimal cut is returned by Algorithm 1.

» Proposition 3. Any fized optimal cut C* is returned by Algorithm 1 with probability
3
Qn =),

Our strategy to prove Proposition 3 is to handle separately the two cases in each iteration
of the algorithm depending on whether ¢! (E,) < % or not. In the following two
lemmas, we prove that the success probability of not contracting an edge in the optimal cut
is at least 1 — (|\/T,|71)(137exp(7g)) in each of these cases respectively.

Any edge in the current graph G,. = (V,., E,) represents one or more edges in the original
graph G. On the contrary, any edge in E is associated to at most one edge in E,.. Let E !
denote the set of all the edges in F that are associated to the edges in F,.. For any set S of
edges in E, let E,.(S) denote, if any, the set of edges in E, associated to the edges in S. An
edge e € E has survived in graph G, if e € E7 1.

» Lemma 4. Fiz a particular optimal solution C* and suppose that all the edges in 6(C*)
have survived in graph G,(V,,E,). If ¢{(E,) < w, then the success probability of

contracting an edge not in E,.(6(C*)) is at least 1 — ﬁ

Proof. Let V.= C V, denote the set of feasible nodes v € V,, i.e., c!(6({v})) < b; for all
v € V,=. Observe that after replacing any parallel edges by a single one, the cost of any cut in
the current graph G, is the same as in the original graph G. Therefore, ¢?(6(C*)) < c2(§({v}))
for all node v € V,;=. Moreover, we have Y- i ¢'(6({v})) = 2¢'(E,) < w, and

S, O{vN) = Ty iz G{p)) > bafV \ V| Thus, [V, \ VE| < BUEED =

V-1
%, and hence,

VEIZ 2Vl - 1), (1)

Since all the edges in §(C*) have survived in G,., we have c(E,.(6(C*)) = c2(§(C*)).

Therefore, the error probability of randomly picking an edge e € E,.(§(C*)) is
A(E(8(C7)) _ *(0(CY))
P ET‘ 6 * = =
e B(3(C) = LS - S

oevs COH0)  Yiev, @(0({0})

Vi | (E) ViE|e2(Ey)

2 3

= ﬁ < m (by (1)). <

<

» Lemma 5. Fiz a particular optimal solution C* and suppose that all the edges in §(C*) have
survived in graph G, (Vy, E.). If ¢*(E,) > %, then Pr(E.(6(C*))NE, #0) <

3
Vil-1°
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Proof. Let E,ﬁ denote the set of edges in E, added to E, intrial i =1,... ,q. Let p denote
the expected cardinality of E,(6(C*)) N E,.. We have

p=> X 0=PETes > e

i=1 ¢cE, (5(0*))@1‘ e€E.(6(C*))

= (all the edges in §(C™) have survived)
% | R

36y 3
bi(IVe[ 1) = Vo[ =1

The last inequality comes from that C* is a feasible cut, and thus ¢!(§(C*)) < b;. Con-
sequently,

Pr(BS(C)NE, £0) = Pr(|E,((C)NE | 2 1) < Pr{E(G(C )N B > 1)
By Markov’s inequality, Pr(|E,(6(C*)) N E,| > lv"?lflu) < |VT?|’_1 and thus

PHE((C) 1 By #0) < e )

<

» Lemma 6. In graph G, = (V,., E,.), if ¢/ (E,) > %g‘fl), then Pr(E, # 0) > 1—exp(—1).

Proof. If ¢}(E,) > %, then Algorithm 1 constructs E, by randomly sampling all

edges. Let F' denote the event that the sample set Eﬁ obtained during trial ¢ is non-empty
and F! be the complementary event, i = 1,...,q. We have

Pr(E, #0)=Pr(U_, F\)=1-Pr(n{_, F})
= 1~ Pr(F| =} Fi)Pr(FSY N2 F) - - Pr(F2| ) Pr(FY)
1 ) =1 g
=1 (H@GEr(l p (e))) =1 (HﬁGEr (1 bi(|V,] — 1)))

301(6) q_ q
v —1)) L (el Zzn |V|—1 )

>1-— (HeEET exp(—

c(E,
:1—exp(—lM) >1—exp(—%).

The last inequality comes from the fact that c!(E,.) > %. <
Proof of Proposition 3: If the condition of Lemma 4 holds, then the success probability at
iteration r is Pr(E,.(6(C*))N E, = 0y >1- ﬁ Otherwise, we need to consider two cases
depending on whether iteration r is void or not. In the former case, the success probability
is Pr(E.(6(C*))NE. =0|E, = Q)) =1. Now if iteration r is non void, then by Lemma 5 we

have Pr(E,(5(C*)) N E, £ 0) <

Pr(E.(6(C*)) N E. #0) 3
Pr(E, #0) (IVel = D)(1 — exp(—14))’

where the last equality follows from Lemma 6. Therefore, the success probability satisfies
Pr(E.(0(C*))NE, =0|E, #0) > 1 - (\VT\71)(137exp(—g))'

Pr(E(3(C%) N By # 0B, #0) =
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Algorithm 2 Recursive random edge contraction for a single edge-budget constraint.
2

Input: a graph G = (V, E) with two nonnegative edge costs c!,c?, a bound by, and a =

#(7%) for ¢ = Q(log(log2 n)) (this implies & = O(1))
Output: a cut () # C* C V minimizing cost ¢? subject to edge-budget constraint ¢! (5(C*)) <
by
if |V| < 6 then
randomly partition the nodes in G and return the cut C* defined by this partition
else
t < (% +1]
repeat twice
apply the while loop in Line 2 of Algorithm 1 and contract at each iteration r all
the edges in E, until obtaining a graph G’ = (V’, E’) with at most ¢ nodes
7: recursively solve the problem on graph G’
8:  return the best of the two cuts (obtained from the two different runs)

9: end if

By taking the product of all the success probabilities over all the iterations, the probability
that all the edges in §(C*) have survived in the final graph G’ is at least

3/ —exp(-9), . 3/(1-exp(-). . 3/(1—exp(-$)

V- ! vi—2 0 ] )= (V] D),

(1

The probability of picking uniformly a cut in the final graph, formed by at most four
nodes, is 274, Therefore, multiplying both probabilities gives the desired result.

Using the same probabilistic argument to bound the number of minimum cuts as in
Karger [7] and setting ¢ = O(log(log® n)) in Proposition 3, we get the following result.

» Corollary 7. The number of optimal solutions of the single edge-budget constrained global
minimum cut problem is bounded by O(n?).

The number of iterations required to have a nonempty sample set is a geometric random
variable, which by Lemma 6, has an expected value bounded by ﬁ(_g). Observe that the
2

O(m) = O(n?) running time of the random sampling is bottleneck in Algorithm 1. Therefore,
the expected running time of the algorithm is O(q - n3).
In order to amplify the success probability given by Proposition 3, one needs to perform

3
O(n'~*2 logn) runs of Algorithm 1, which is excessive. Hence, we embed it in the
recursive framework of Karger and Stein’s [8] algorithm.

Our recursive algorithm can be represented using a binary tree where the root corresponds
to graph G. And for every node of the tree, associated with some graph H = (W, F), the
algorithm constructs two graphs H; = (W1, F1) and Hy = (Ws, F5) obtained by performing
two sequences of contractions as in Algorithm 1. However, in contrast to Algorithm 1, these
contractions are stopped when the number of nodes in W is reduced by a factor {/2, where
o= #(7%) and ¢ = Q(log(log? n)). It is known that the depth of such tree is bounded
by [log ¢57] and the number of leaves is at most

O(2Uog%nj) < O(zlog%n) _ O(nlog %2) _ O(na) _ O(nm) — O(TLS)

See Cormen et al. [3] for more details. This procedure is summarized in Algorithm 2.
The following result (restatement of Theorem 1) gives bounds on the probability of success
and the running time of Algorithm 2.
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» Theorem 8. Algorithm 2 returns any particular optimal solution in O(n? log® nloglog n)
1

time with probability 1 — a0

The proof of Theorem 8 will be a consequence of the following lemmas (the proofs are
omitted due to space limitations). The first one shows that Algorithm 2 has the same success
probability as the recursive algorithm of Karger and Stein [8].

» Lemma 9. A fized optimal solution C* is returned by Algorithm 2 with probability Q( L )

logn
» Lemma 10. For ¢ = O(log(log® n)), the expected running time is O(n®logn loglogn).

Using the observation that the running time of Algorithm 2 can be analyzed as a sum
of several sums of geometric random variables, we provide an upper bound that holds with
high probability.

» Lemma 11. The probability that the running time of Algorithm 2 exceeds O(n® log® nloglogn)

is bounded by O(1/n).

By Lemmas 9 and 10, a particular optimal solution C* is returned with high probability
by performing O(log2 n) calls to Algorithm 2, with each call to this algorithm taking expected
O(n®lognloglogn) time. By using the same argument as in Lemma 11, the running times
of all these calls is O(n® log* nloglogn) with high probability. This shows Theorem 8.

2.2 Multiple edge-budget constraints

We consider in this section the more general case where we have a constant number k of

edge-budget constraints. Note that if k is variable, the problem is strongly NP-hard [1].

In the case of a single edge-budget constraint, Lemmas 4 and 5 show that the edges of an
optimal cut form a small fraction of all the edges. Algorithm 1 exploits this crucial property
in order to return an optimal cut with high probability. If the condition of Lemma 4 holds,
then the number of feasible cuts formed by a singleton node is large. With more than

two budget constraints, a cut satisfying the i** budget constraint may violate the ;" one.

Therefore, even though the number of cuts formed by a singleton node satisfying the i‘"
budget constraint may be large, few of them may satisfy all the budget constraints. Therefore,
we need a different idea to tackle the difficulties raised by multiple constraints.

The basic idea of the following algorithm is to repeat contracting randomly chosen edges
until obtaining a graph formed by 2k nodes. At this point, the algorithm returns a cut
uniformly chosen at random in this graph. The main difference with Algorithm 1 lies in the
way how the random selection is done.

In graph G, = (V,., E,.) obtained at iteration r of the algorithm, a node v € V;. is called
feasible if the cut §({v}) satisfies all the edge-budget constraints. Otherwise, it is called
infeasible. Let V,! for i = 1,...,k — 1 denote a subset of infeasible nodes in V,. violating the
edge-budget constraint associated to cost ¢’ and V,* denote the subset of feasible nodes in
V,.. We partition the nodes in V, by assigning all the feasible nodes to V,* and assigning
arbitrary any infeasible node v to one of the subsets V! such that c*(§({v})) > b;. Let E!

denote the subset of edges in E, incident to at least a node in Vifori=1...,k. We choose
randomly a set V,? with probability p; = ll“;i || and then pick an edge e € E! with probability

cf((EEL)) and contract it. This procedure is summarized in Algorithm 3.

The following result gives a lower bound on the success probability of Algorithm 3

following arguments similar to Proposition 3 (the proof is omitted due to space limitation).

» Lemma 12. Algorithm 3 outputs any fized optimal cut C* with probability £2(n=2%).
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Algorithm 3 Random edge contraction for the edge-budget constrained minimum cut
problem.

Input: a graph G = (V, E) with k nonnegative edges cost ¢!, ..., c* and k — 1 nonnegative
bounds bq,...,br_1
Output: a cut () # C* C V minimizing edges cost c* subject to the constraints ¢!(C*) < b;,
fori=1,...,k—1
Llet By« E, Vi<V, G+ G, r+1
2: while |V;| > 2k do

3:  flip a biased coin and choose set E! with probability p; = “‘VZ “

4:  pick randomly an edge e € E’ with probability p(e) = cf((Ee;))

5. contract e by merging its vertices and removing self-loops

6: r+r+1

7. let G, = (V;, E,.) denote the resulting graph

8: end while

9: randomly partition the nodes in the final graph and return the cut C* in G associated

to this partition

Note that the lower bound given in Lemma 12 is the same as the one given in [8, Theorem
8.5] for the success probability of computing a specific k-approximate cut, i.e. a cut within
a multiplicative factor k£ of the minimum. Therefore, by embedding Algorithm 3 in the
recursive algorithm of Karger and Stein, one can show the following result.

» Theorem 13. Algorithm 3 returns all optimal solutions for the edge-budget constrained
min cut problem with k — 1 budgets in O(n** log® n) with high probability.

3 Node-Constrained Cut Problems

3.1 Node Budget-constrained Global Minimum Cut Problem

We discuss in this section a randomized algorithm for the minimum cut problem with node-
budget constraints based on an extension of Karger’s randomized contraction algorithm [7].
The algorithm exploits an observation given by Goemans and Soto [5] for solving the problem
of minimizing a SSF f over a family of sets Z that are closed under inclusion over a ground
set V. A typical example of such a family is the knapsack family: Given a weight function
w:V — RT, consider the family Z={ACV : > _, w(v) < 1}. Let us first briefly review
Goemans and Soto’s algorithm which is based on an extension of Queyranne’s algorithm [13].

Queyranne gave a combinatorial algorithm for minimizing a SSF f by extending the
deterministic minimum cut algorithm of Nagamochi and Ibaraki [10]. The basic idea of
Queyranne’s algorithm is to construct an ordering (v1,...,v,) of the elements of the ground
set V such that f(v,) < f(X) for all X C V that separates v, and v,_1. Note that the
element v; may be chosen arbitrary in this algorithm. The ordered pair (v,—1,v,,) is called a
pendant pair. The algorithm stores {v,} as a candidate solution and merges v, and v,_;.
The process continues until only two elements are left. The best among all the stored
candidates is an optimal solution.

In order to handle the knapsack constraint, Goemans and Soto [5] construct first a new
element v; obtained by merging all the infeasible elements of V' (not in Z) and compute an
ordering (v1,...,v,). The authors observed that as in Queyranne’s algorithm [13], (vy—1,vy)
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Algorithm 4 Random edge contraction for the node-budget constrained min cut problem.

Input: a graph G = (V, E) with nonnegative edges cost ¢, nonnegative node weights w® for
i=1,...,k—1, and node budgets b* fori =1,...,k—1
Output: a feasible cut § # C* C V with minimum cost
Llet By « E, Vi « V,r« 1, V>« {v e Vw(v) > b for somei € {1,...,k—1}},
G1 + G ®V~, ie. G with all nodes of V> merged into a single infeasible supernode.
2: while |V;| > 3 do
choose an arbitrary edge e € E,. with probability CE(E?,).)

contract e by merging its endpoints and removing self-loops

if there exists two supernodes v and v’ in V,. that are infeasible then
merge v and v’

end if

r—r+1

9:  let G, = (V,, E,.) denote the resulting graph

10: end while

11: return a feasible cut C* in the final graph G’ with minimum cost

is still a pendant pair. Our approach uses the same idea but our starting point is the random
contraction algorithm of Karger.

Denote a cut X or a supernode representing a cut infeasible if its shore exceeds any of the
node budget constraints, i.e. w*(X) > b® for some i € {1,...,k — 1}. Algorithm 4 maintains
at most one infeasible supernode (denoting the contraction of many vertices) at any time
and repeatedly tries to contract a randomly chosen edge. After a random contraction if
a new infeasible supernode is formed, it is merged with the previously existing infeasible
supernode deterministically. This process continues until the final graph G, formed by only
three supernodes. At this point, the algorithm selects a feasible cut C* in G, with minimum
cost and outputs it as a candidate optimal solution. The full algorithm is described in
Algorithm 4.

If V.. contains at least two infeasible nodes then any feasible cut does not separate them.

In this case, these supernodes are merged safely in Step 6. Otherwise, V,. contains at most
one infeasible supernode and in this case, Algorithm 4 randomly contracts, in Step 4, an edge
in E,. The following results show that the algorithm always find a feasible cut in the final
graph G’ and returns any fixed optimal cut with high probability (the proofs are omitted
due to space limitation).

» Lemma 14. The final graph G’ always contain a feasible cut.
» Lemma 15. Algorithm 4 outputs any fized optimal cut C* with probability 2(n=2).

Using the same probabilistic argument to bound the number of minimum cuts as in
Karger [7], Lemma 15 implies the following result.

» Corollary 16. The number of optimal solutions of the node-budget constrained global
minimum cut problem is bounded by (72’)

Note that Algorithm 4 has the same error probability and running time as the original
contraction algorithm [8, Theorem 2.2]. Therefore, we can embed it in the sophisticated
recursive algorithm [8, Section 4] in order to produce an optimal cut with the same success
probability and the same running time as for the global minimum cut problem (without the
budget constraints). Furthermore, similarly to [8, Theorem 4.4], by executing the recursive
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algorithm O(log2 n) times, all the optimal solutions can be computed with high probability.
The following result (restatement of Theorem 2) summarizes the resulting running times.

» Theorem 17. An optimal cut of the node-budget constrained global minimum cut prob-
lem on an n-node graph can be computed in O(n?logn) time with probability £2(1/logn).
Furthermore, all the optimal solutions can be computed with high probability in O(n> log3 n)
time.

3.2 Node Budget-constrained sink-excluding Global Minimum Cut
Problem

It is not hard to adapt Algorithm 4 for the node-budget constrained global minimum cut
problem excluding a given sink ¢ € V| where we have a set of k — 1 node-weight budget
constraints on the shore of the cut excluding ¢. We obtain the following result (the full
algorithm description is given in the full paper).

» Theorem 18. An optimal cut of the node-budget constrained global minimum cut problem
excluding a given sink in an n-node graph can be computed in O(n?logn) time with probability
2(1/logn). Furthermore, all the optimal solutions can be computed with high probability in
O(n?log®n) time.

3.3 Node-cardinality constrained Source-including Min-cuts

In contrast to the sink-excluding case, we show that even the node-cardinality constrained
minimum cut problem containing a given source is strongly NP-hard using a reduction from
graph bisection. Note that Hayrapetyan et al. [6] study the version that bounds the edge
costs of the cut and minimizes the node-cardinality of the cut, and show NP-hardness of
that version via a reduction from max-clique. We provide a direct hardness proof for our
version (omitted due to space limitation) by reducing from graph bisection.

» Theorem 19. The node-cardinality constrained minimum cut containing a given source is
strongly NP-hard.

On the other hand, for the exact version of the problem where the side containing s must
have exactly k nodes, an O(logn)-approximation was given by Récke [14] using his approach
for the graph bisection problem.

4  Conclusion

Our results show that beyond the running time improvement, Karger’s randomized contraction
algorithm is sufficiently flexible to tackle efficiently budget constraints. An important open
question is whether the exact algorithms of Nagamochi and Ibaraki [10] and Stoer and
Wagner [15] can be extended in order to handle these budget constraints, since they are based
on similar observations but have the potential to lead to better deterministic algorithms for
the problems we study.
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—— Abstract

We resolve a number of long-standing open problems in online graph coloring. More specific-
ally, we develop tight lower bounds on the performance of online algorithms for fundamental
graph classes. An important contribution is that our bounds also hold for randomized online
algorithms, for which hardly any results were known. Technically, we construct lower bounds
for chordal graphs. The constructions then allow us to derive results on the performance of
randomized online algorithms for the following further graph classes: trees, planar, bipartite,
inductive, bounded-treewidth and disk graphs. It shows that the best competitive ratio of both
deterministic and randomized online algorithms is ©(log n), where n is the number of vertices of
a graph. Furthermore, we prove that this guarantee cannot be improved if an online algorithm
has a lookahead of size O(n/logn) or access to a reordering buffer of size n! =€, for any 0 < e < 1.
A consequence of our results is that, for all of the above mentioned graph classes except bipartite
graphs, the natural First Fit coloring algorithm achieves an optimal performance, up to constant
factors, among deterministic and randomized online algorithms.

1998 ACM Subject Classification F.2.2 Nonnumerical Algorithms and Problems, G.2.2 Graph
Theory

Keywords and phrases graph coloring, online algorithms, lower bounds, randomization
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1 Introduction

Online graph coloring is a classical problem in graph theory and online computation. It
has applications in job scheduling, dynamic storage allocation and resource management
in wireless networks [19, 23, 24]. A problem instance is defined by an undirected graph
G = (V, E), consisting of a vertex set V and an edge set E. Let |V| = n. The vertices arrive
one by one in a sequence o = v, ..., v, that may be determined by an adversary. Whenever
a new vertex vy arrives, 1 <t < n, its edges to previous vertices vy with s < t are revealed.
An online algorithm A4 has to immediately assign a feasible color to vy, i.e. a color that is
different from those assigned to the neighbors of v; presented so far. The goal is to minimize
the total number of colors used.

For a graph G, let A(G) be the number of colors used by A. Let x(G) be the chromatic
number of GG, which is the minimum number of colors needed to color G offline. An online
algorithm A is c-competitive if A(G) < c¢- x(G) holds for every graph G [25]. If A is a
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randomized algorithm, then E[A(G)] is the expected number of colors used by A. The
algorithm is c-competitive against oblivious adversaries if E[A(G)] < ¢- x(G) holds for every
G [5]. An oblivious adversary, when determining o, does not know the outcome of the
random choices made by A. We always evaluate randomized online algorithms against this
type of adversary. When considering specific graph classes, for a deterministic or randomized
algorithm, the competitive factor of ¢ must hold for every graph from the given class.

The framework defined above is the standard online one. It is also interesting to explore
settings where an algorithm is given more power. An online algorithm A has lookahead [ if,
upon the arrival of vertex v, the algorithm also sees the next [ vertices viy1,...,vey; along
with their adjacencies to vertices in {v1,...,v;4;}. Alternatively, an algorithm might have a
buffer of size b in which vertices can be stored temporarily. The requirement is that at the
end of step ¢ the algorithm must have colored at least ¢t — b vertices. A buffer is more powerful
than lookahead because it allows the algorithm to partially reorder the input sequence and
delay coloring decisions. The value of a buffer has recently been explored for a variety of
online problems, see e.g. [1, 11] and references therein.

Previous work: For general graphs, the competitive ratios are high compared to the trivial
upper bound of n. Lovasz, Saks and Trotter [22] developed a deterministic online algorithm
that achieves a competitive factor of O(n/log* n). Vishwanathan [26] devised a randomized
algorithm that attains a competitiveness of O(n/v/logn). This bound was improved to
O(n/logn) by Halldorsson [16]. Halldorsson and Szegedy [17] proved that the competitive
ratio of any deterministic online algorithm is (n/log®n). This lower bound also holds for
randomized algorithms. Moreover, it holds if a randomized algorithm has a lookahead or a
buffer of size O(log®n) [17].

There has also been considerable research interest in online coloring for various graph
classes. An early and celebrated result proved by Bean [4] in 1976 is that, for trees, every
deterministic online algorithm can be forced to use Q(logn) colors. The First Fit algorithm
colors every tree with O(logn) colors [15]. The natural strategy First Fit assigns the lowest-
numbered feasible color to each incoming vertex. Since trees have a chromatic number
of 2, the best competitive ratio achievable by deterministic online algorithms is ©(logn).
For bipartite graphs, there also exists a deterministic online algorithm that uses O(logn)
colors [22], implying that the best competitiveness of deterministic strategies is again ©(logn).
However, First Fit performs poorly, as there are bipartite graphs for which it requires (n)
colors. Kierstead and Trotter [20] proved that, for interval graphs, the best competitive ratio
of deterministic online algorithms is equal to 3.

A paper directly related to our work is by Irani [18]. She examined d-inductive graphs, also
referred to as d-degenerate graphs. They are defined as the graphs which admit a numbering
of the vertices such that each vertex is adjacent to at most d higher-numbered vertices. Every
planar graph is 5-inductive and every chordal graph G is (x(G) — 1)-inductive. Irani [18§]
proved that First Fit colors every d-inductive graph with O(d - logn) colors. Furthermore,
for every deterministic online algorithm A, there exist graphs such that A uses Q(d - logn)
colors [18]. Since d-inductive graphs have a chromatic number of at most d + 1, the best
competitive ratio achieved by deterministic online algorithms is Q(logn). For planar graphs
a tight bound of ©(logn) holds because trees are planar. However, it was an open problem
if a tight competitiveness of ©(logn) holds for general chordal graphs. In fact, Irani [1§]
raised the question if, for every deterministic online algorithm A and every d, there exists
a chordal graph with chromatic number d such that A uses (d - logn) colors. Finally, for
d-inductive graphs, Irani [18] analyzed deterministic online algorithms with lookahead ! and
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showed that the best competitiveness is ©(min{logn,n/l}). A lower bound of Q(loglogn)
on the competitive ratio of randomized online algorithms for d-inductive graphs was given
by Leonardi and Vitaletti [21].

We address two further graph classes. Downey and McCartin [10] studied online coloring
of bounded treewidth graphs. For an introduction to treewidth see [7]. For any graph of
treewidth d, First Fit uses O(d - logn) colors. This is a consequence of Irani’s work [18]
because a graph of treewidth d is d-inductive [10, 18]. Downey and McCartin [10] showed
that, on graphs of treewidth d, First Fit can be forced to use Q(m
not least, a disk graph is the intersection graph of a set of disks in the Euclidean plane. Each

logn) colors. Last but

vertex represents a disk; two vertices are adjacent if the two corresponding disks intersect.

Online coloring of disk graphs has received quite some attention because it models frequency
assignment problems in wireless communication networks, see [13] for a survey. The best
competitiveness achieved by a deterministic online algorithm is ©(min{logn,log p}), where
p is the ratio of the largest to smallest disk radius [9, 12]. The result relies on the common
assumption that an online algorithm does not use the disk representation, when making
coloring decisions [9, 12, 13]. It has been repeatedly raised as an open problem if the bound
of ©(min{logn,log p}) can be improved using randomization [9, 12, 13].

Recent work on online graph coloring has studied scenarios where an online algorithm can
query oracle information about future input [8, 6]. Moreover, online coloring of hypergraphs
has been explored [2, 3].

Our Contribution: In this paper we settle the performance of online coloring algorithms
for fundamental and widely studied graph classes. More precisely, we prove lower bounds on
the performance of online algorithms. These bounds match the best upper bounds known in
the literature. An important contribution is that our bounds also hold for randomized online
algorithms, for which very few results were known.

First, in Sections 2 and 3 we investigate chordal graphs. They have been studied
extensively, cf. textbook [27]. We remind the reader that a graph is chordal if every induced
cycle with four or more vertices has a chord. For a chordal graph G, the chromatic number
X(G) is equal to the largest clique size w(G). Interval graphs are a subfamily of chordal
graphs. Chordal graphs in turn are perfect graphs, for which the offline coloring, maximum
clique and independent set problems can be solved in polynomial time.

In Section 2 we examine deterministic online coloring algorithms. We prove that, for
every deterministic algorithm A and every integer d > 2, there exists a family of chordal
graphs G with x(G) = d such that A uses Q(d - logn) colors. This resolves the open problem
raised by Irani [18]. In Section 3 we extend this result to randomized online algorithms. The
statement is identical to the one for deterministic algorithms, except that a randomized
online algorithm uses an expected number of Q(d - logn) colors. Although the result for
randomized algorithms is more general, we give proofs for both deterministic and randomized
policies. Our lower bound construction for deterministic algorithms exhibits an adversarial
strategy for generating worst-case graphs. Given this strategy, we show how to define a
probability distribution on graphs so that Yao’s principle [28] can be applied. First Fit
colors every chordal graph G with x(G) = d using O(d - logn) colors. Hence, the optimal
competitiveness of deterministic and randomized online algorithms is ©(logn).

In Section 4 we derive lower bounds for further graph classes, focusing on randomized

online algorithms. For d = 2, our lower bound construction for chordal graphs generates trees.

It follows that, for any randomized online algorithm A, there exists a family of trees such
that A needs an expected number of Q(logn) colors. This complements the fundamental and
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early result by Bean [4] for deterministic algorithms. To the best of our knowledge, no lower
bound on the performance of randomized online coloring algorithms for trees was previously
known. Recall that trees have a chromatic number of 2. Vishwanathan [26] gave a lower
bound of Q2(logn) on the expected number of colors used by randomized online algorithms for
graphs of chromatic number 2, i.e. bipartite graphs. However, the graphs in his construction
have cycles. Thus, Vishwanathan’s lower bound does not apply to trees. Obviously, trees
are planar and bipartite. Hence, our result for trees directly implies that every randomized
online algorithm can be forced to use Q(logn) colors in expectation for graphs of these two
classes. The lower bounds are tight because known deterministic online algorithms color
trees, planar and bipartite graphs with O(logn) colors [15, 18, 22].

Section 4 also addresses inductive and bounded-treewidth graphs. Since every chordal
graph G is (x(G) — 1)-inductive and has treewidth x(G) — 1, we derive the following results.
For every randomized online algorithm A and every d > 1, there exists a family of d-inductive
graphs such that 4 uses Q(d-logn) colors. The same statement holds for graphs of treewidth
d. We further show that the statement also holds for strongly chordal graphs with chromatic
number d. A chordal graph is strongly chordal if every cycle of even length consisting of at
least six vertices has an odd chord, i.e. an edge connecting two vertices that have an odd
distance from each other in the cycle [14]. First Fit colors any d-inductive graph and any
graph of treewidth d using O(d - logn) colors. We conclude that, for all the graph classes
considered so far, ©(log n) is the best competitiveness of deterministic and randomized online
algorithms. Finally, in Section 4 we study disk graphs. We prove that, for d = 2, every graph
of the probability distribution defined in Section 3 translates to a disk graph. We then show
that, for every randomized online algorithm A that does not use the disk representation, there
exists a family of disk graphs forcing A to use an expected number of 2(min{logn,log p})
colors, where p is again the ratio of the largest to smallest disk radius. Hence randomization
does not improve the asymptotic performance of online coloring algorithms for disk graphs,
cf. [9, 12, 13].

In Section 5 we explore the settings where an online algorithm has lookahead or is
equipped with a reordering buffer. We show that a lookahead of size O(n/logn) does not
improve the asymptotic performance of randomized online algorithms. We prove the result
for chordal graphs and then derive analogous results for all the other graph classes. Irani [18]
gave a similar result for deterministic algorithms, considering inductive graphs. As a final
result of this paper we demonstrate that a reordering buffer of size n' ¢, for any 0 < € < 1,
does not yield an improvement in the asymptotic performance guarantees of deterministic
online algorithms. Again, we develop the result for chordal graphs and derive corollaries for
the other graph classes.

Our Proof Technique: We devise a technique for proving lower bounds that is relatively
simple; we view this as a strength of our results. The main idea is to recursively construct
trees of cliques, which in turn form forests. In a recursive step the construction combines
forests by adding or not adding a new clique in a specific way. Our construction resembles
the one by Bean [4] but differs in an important aspect that allows us to obtain lower bounds
for randomized algorithms. The construction by Bean builds a tree Ty, k& € N, by joining
trees T}, for j < k, so that any deterministic online algorithm must use a k-th new color for
some vertex of Tj. This vertex then becomes the root of Tj. An oblivious adversary, playing
against a randomized online algorithm, cannot identify with sufficiently high probability
such vertices exhibiting a new color. Instead, our construction maintains the invariant that
the root vertices of each forest use a large number of colors, given any deterministic online
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algorithm. For randomized algorithms, a corresponding invariant holds with probability of
at least 1/2.

Convention: Unless otherwise stated, logarithms are base 2.

2 Deterministic online algorithms for chordal graphs

We establish a lower bound on the performance of any deterministic online coloring algorithm.

» Theorem 1. Let d € N with d > 2 be arbitrary. For every deterministic online algorithm
A and every n € N with n > 2d?, there exists a n-vertex chordal graph G with chromatic
number x(G) = d such that A uses Q(d - logn) colors to color G.

The proof of Theorem 1 relies on Lemma 2, which we prove first.

» Lemma 2. Let d € N with d > 2 be arbitrary. For every deterministic online algorithm A
and every k € N, there exists a chordal graph Gy having chromatic number x(Gy) = d and
consisting of ny, < d2¥ vertices such that A is forced to use at least cx, > (d — 1)k /4 colors to
color Gy,.

Proof. We describe how an adversary constructs a chordal graph G, k € N. Such a graph is
built up recursively and consists of graphs G, where j < k. We assume that d is even. The
construction of G can be adapted easily if d is odd; details will be given later. On a high
level Gy, is a forest, i.e. a collection of disjoint trees, each having a distinguished root node.
In every tree T of Gy, each tree node represents a clique of size d/2 in Gy. If two tree nodes
up and vy are connected by a tree edge in 7', then any two vertices u € ur and v € vy are
connected by an edge in Gy. Hence ur and vy form a clique of size d in G. Since Gy, is a
forest, it consists of several connected components. One can add a final vertex and edges in
order to connect the various trees; details will be given at the end of the proof.

We proceed with the concrete construction of Gy, for increasing values of £ € N. As
mentioned above, each tree T' of G has a distinguished root node consisting of d/2 vertices
in Gg. Let 7(T') be the set of these d/2 vertices. Moreover, let r(G}) be the union of these
sets 7(T"), taken over all T' of Gj. We refer to the elements of r(G},) as the root vertices of
G. They are important because the online algorithm A will be forced to use a large number
of colors for r(Gy). For any subset V' of the vertices of Gy, let C4(V”) be the set of colors
used by A to color V.

The strategy of the adversary to generate a graph Gy, is adaptive, i.e. the exact structure
of the graph depends on the coloring decisions of A. Nevertheless, during the bottom-up
construction of Gy, for increasing k € N, the following invariants will be maintained.

(1) Algorithm A uses at least ¢ - k colors for the root vertices of Gy, i.e. |[Ca (r(Gk))| > 4 - k.

(2) Gy is a union of connected components, each of which can be represented by a tree
T. Each tree node is a clique of size d/2. Every tree T has a distinguished root node
containing a set r(T) of d/2 root vertices in Gj.

(3) Gy is chordal.

(4) The maximum clique size is w(Gy) = d.

(5) The number of vertices satisfies ny, < 4 - (2841 — 1).

Invariants (3) and (4) together imply that x(Gy) = w(Gx) = d holds. In invariant (1) and

the following technical exposition integer values are compared to expressions of the form % -k,

which might not be integer. We remark that the statements, comparisons and calculations

hold without considering the rounded expressions.
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Gia
R
Figure 1 The tree T representing G. Figure 2 The general structure of G,_, and

G._; restricted to the root vertices.

Construction of the base graph G1: G is a clique of size d. The adversary may present

the corresponding vertices in an arbitrary order. The set of root vertices r(G1) is an arbitrary

subset R of size d/2 of the vertices of G;. The remaining d/2 vertices form a second tree

node. The resulting tree T is depicted in Figure 1. We can easily verify properties (1-5).

(1) Since R = r(G1) is a clique of size d/2, A uses d/2 colors for it, i.e. [Ca(r(G1))| > 4.

(2) G; consists of one connected component which represents a tree, as described above and
shown in Figure 1.

(3) G, is a clique and thus chordal.

(4) The maximum clique size w(G1) is exactly d.

(5) There holds n; =d < 2 -d=4%.(2!*1 —1).

Construction of the graph G, k > 1: Assume that the adversary can generate graphs
G;, for any j < k, satisfying invariants (1-5). The construction of Gy proceeds as follows.
First the adversary recursively generates two independent graphs of type G_1, i.e. it twice
executes the strategy for generating a graph G_1. Let G}, and G%_| be these two graphs.
They are created one after the other. We remark that G§€71 and Gj,_; need not be identical
because A’s coloring decision in one graph can affect its decisions in the other one.

In the following we focus on the root vertices of Gﬁg_l and GJ,_;. In particular, we
consider the colors used by A. Invariant (1) implies that [C4(r(G}_,))| > 4(k —1) and
ICA(r(G_1))| > 4(k—1). We distinguish two cases depending on the total number of colors
used, i.e. the cardinality of C4(r(GL_,) Ur(G%_,)). To this end we introduce some notation.
Assume that Gﬁﬁ_l consists of s connected components, which we number in an arbitrary way.
Each component/tree T} has a distinguished root containing a set 7(T}) of d/2 root vertices.
‘We abbreviate Ré = 7“(Til)7 1 <i < 's. Similarly, assume that G,_; consists of ¢ connected
components. Set r(77) is the set of root vertices in the component 77. Let Ré =r(1T7),
1 < j <t. There holds r(G},_;) = U;i_, R and r(G},_;) = U;zl R}. Figure 2 shows the
general structure of G}, and G%,_, by focusing on the roots. The left-hand side of the figure
depicts ch—l as a union of connected components rooted at R}, ..., R\, respectively. The
right-hand side shows G}, _; as a collection of components rooted at Rf,..., R.

Case 1: Assume that }CA(T(GLl) Ur(Gy_y))| > 4 - k. In this case the adversary defines

Gy as the union of G{_| and G%_,. No further vertices or edges are added. It is easy to

verify the five invariants because GY_, and G%_, satisfy them by inductive assumption.

(1) The condition of Case 1 ensures |C4(r(Gk))| = [Ca(r(GL_) Ur(G}_4))| > 4. k.

(2) The invariant is satisfied since Gy, is the union of G% and GY.

(3) Gy is chordal because G, and G7, are, and no further vertices or edges have been added.

(4) There holds w(Gy) =d, as w(G,_,) = w(G%_,) =d.

(5) Let n}_, and n}_, be the number of vertices in G},_, and G}_,, respectively. There
holds ny =nl_, +nj_, <2-(4.(2F-1)) = 4. (2k+1 —2) < 4. (2k+1 —1). The first
inequality follows because (5) holds for n},_ | and n}_,.
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A

Figure 3 The graph G with the new addition of R.

Case 2: Next assume that [Ca(r(G}_;) Ur(G}_)))| < 4. k. In this case the adversary
adds a set R of d/2 vertices that form a clique. Moreover, for every vertex of R there is
an edge to every vertex in Ré, fori =1,...,s. In other words, every vertex of R has edges
to all root vertices of r(Gé_l). The vertices of R together with their adjacent edges may
be presented by the adversary in an arbitrary order. The resulting structure is depicted in
Figure 3. Set R and the connected components of ch_l rooted at RY,..., R\ form a single
component rooted at R. There is a tree edge between R and every Rﬁ», 1 <4 <s. The newly
created component forms a tree rooted at R because the components of ch—1 represent trees
rooted at R, ..., RL. Graph Gj, is the union of the new component and the components of
G._1- The set of root vertices of G, consists of R and the root vertices of G},_;. Formally,
r(Gr) = RURJ U...,UR]. Tt remains to verify the five invariants.

(1) We analyze the number of colors that A uses for the root vertices in Gj. In a first
step, among the colors C4(r(GY_,)) U Ca(r(G%_,)) for the roots of G%_, and Gf_,,
we upper bound the number q of colors occurring in C4(r(G}_,)) only. By assump-

tion |CA (GL_))UCA(r(Gr_y))| = [Calr(Gh_1)Ur(Gy_)))| < 4 - k. There holds
Calr (G )) §(k—1). We Obtaln q=[Calr( Gk D\ Calr(Gl_1))| = [Calr (G
Ca(r(GL_, ’—‘CA (GL_ 1))| < %. Next consider the vertices in R. We upper bound the

number of colors from C 4(r (GZ—l)) that A can use for R. Observe that C4(r(Gj,_,)) is the
disjoint union of Ca(r(G%_,))NCa(r(Gs_,)) and CA(r(G%_,))\Ca(r(G'_,)). Every ver-
tex of R is adjacent to every vertex in r(G%_,). Hence, A cannot apply a color occurring in
Ca(r(Gr_1))NCA(r(GL_,)) to a vertex in R. Only a color of C4(r(G5_,))\Ca(r(GL_))
is feasible, and the latter set has cardinality ¢ < d/4. Since R is a clique of size d/2 al-
gorithm .4 must use at least d/2—¢q > d/4 colors not contained in C(r(G%_;)) to color the
vertices of R As r(Gr) = RUT(G},_,), we conclude |[C4(r(Gy))| = [CA(RUT(G}_)))| =
CA(r(GE_D))| + [Ca(B)\ Ca(r(GE_ )| = §(k = 1) + § = k.

(2) By construction Gy, is a collection of connected components, forming trees rooted at R
and RY,..., R}, respectively.

(3) In Gy, consider a simple cycle C' with at least four vertices and assume that at least one
vertex is in R. If three or more vertices of C are in R, then there is a chord because R
is a clique. If C' contains one or two vertices of R, then C' can visit only one connected
component of chil. Suppose that it visits the one rooted at R.. Cycle C must contain
two vertices of R.. Each of these two vertices has an edge to every vertex of R in C. Hence
C has a chord. Since G§%1 and Gj,_,, and thus the components rooted at Ri,... R
and RY,..., R}, are chordal, so is G.

(4) Set R and each Rl 1 <i < s, form a clique of size d. The vertices of R are not connected
to any vertices outside Rﬁ, 1 < i < s. Hence no other cliques are formed by the addition
of R. Since w(GY_,|) = w(G5_,) = d it follows w(Gy) = d.

(5) Again, let “56—1 and nj_, be the number of vertices in Gﬁc_l and Gﬁg_l. We have
ng=nl_ +nj_+4<2- (- 2F-1)+4=4. 2k _2)+d=d. 2kl _1)

The construction and analysis of G, is complete.
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Graph Gy, consists of several connected components if k£ > 1. The adversary can create a
connected graph by adding a final vertex vy that has an edge to exactly one root vertex in
each of the components. The resulting graph remains chordal because there is no simple cycle
containing vy. By the addition of v; the maximum clique size does not change. Including vy
the total number of vertices is upper bounded by %(2’”‘1 -1)+1< d2* because d > 2. The
lemma follows from invariants (1) and (3-5) because x(Gy) = w(Gy) = d.

We finally address the case that d is odd. In this case the adversary executes the graph
construction described above for parameter d — 1, which is even. In the end when Gy, is
generated for the desired k, the adversary adds a final vertex to each base graph G;. This
vertex has edges to every other vertex of the corresponding G;. This increases the maximum
clique size from d — 1 to d. The new graph remains chordal. The number of colors used
by algorithm A is at at least %k. We observe that the number of base graphs G in Gy
is 28=1. Hence, in the extended graph the total number of vertices is upper bounded by
doL 2kl — 1) 4 2k=1 < (21 — 1) If k > 1, the adversary can add a final vertex to link
the various components. Again the lemma follows. |

Proof of Theorem 1. Given d and n, let & = |log(n/d)|. There holds k € N because
n > 2d? > 2d. For every deterministic online algorithm, by Lemma 2, there exists a chordal
graph G}, with chromatic number x(Gj) = d such that A uses at least ¢ > (d — 1)k/4
colors. Graph G}, has ny < d2F vertices. By the choice of k = |log(n/d)|, we have
nk < n. To Gy we add n — ny, vertices, all of which have one edge to an arbitrary vertex
of G. The resulting n-vertex graph remains chordal and x(G) = d. Since d > 2, there
holds ¢; > dk/8. We have k > logn — logd — 1. Inequality n > 2d? is equivalent to
d < +/n/2. Thus, k > log(n/2) —1/2-log(n/2) = 1/2-log(n/2). As n > 2d? > 4, there holds
log(n/2) > 1/2-logn. Hence, the number of colors used by A is at least ¢, > dlogn/32. <«

In Theorem 1 the lower bound on n can be reduced from 2d? to 2d'*¢, for any 0 < € < 1.
Then the number of colors used by A is Q(e - d-logn).

3 Randomized online algorithms for chordal graphs

We extend the result of Theorem 1 to randomized algorithms against oblivious adversaries.

» Theorem 3. Let d € N with d > 2 be arbitrary. For every randomized online algorithm
A and every n € N with n > 12d?, there exists a n-vertex chordal graph G with chromatic
number x(G) = d, presented by an oblivious adversary, such that the expected number of
colors used by A to color G is Q(d - logn).

In order to prove Theorem 3 we resort to Yao’s principle [28] and show the following Lemma 4.

» Lemma 4. Let d € N with d > 2 be arbitrary. For every k € N, there exists a probability
distribution on a set Gy, of chordal graphs with the following properties. For every Gy € Gy,
X(Gr) = d and the number of vertices is at most d - 12¥. The expected number of colors used
by any deterministic online algorithm to color a graph drawn according to the distribution is
at least (d — 1)k/8.

Proof. For every k € N we define a set G;, of chordal graphs Gy, each having a chromatic
number of d. Moreover, we specify the order in which the vertices of any G € Gy are
presented to a deterministic online algorithm A. The distribution on Gy, is the uniform one,
i.e. each Gy € Gi is chosen with the same probability. We assume that d is even. The
definition of Gy can be adapted easily if d is odd; details are given at the end of the proof.
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The set Gy, is built recursively based on Gi_1. The construction of graphs Gy € G is a
generalization of the one presented in the proof of Lemma 2. A major difference is that any
G} € Gy contains twelve graphs of G, 1, which are grouped into six pairs. For each pair a
clique of size d/2 may or may not be added. As before, every G}, € Gy, is a union of connected
components. Each such component can be represented by a tree with a distinguished root
vertex. Every tree vertex is a set of d/2 vertices forming a clique in Gj. We reuse the
notation of the proof of Lemma 2. Given Gy, € Gy, for any component/tree T' of Gy, r(T) is
the set of d/2 vertices in the root of T. Set r(Gy) is the union of all (T, taken over all T
of G. Finally C4(r(Gy)) is the set of colors used by A for the vertices of r(Gy).

During the recursive construction of Gy, for increasing k£ € N, the following invariants
are maintained. Compared to the proof of Lemma 2, (1) and (5) differ. Invariant (1) states
that, for a randomly chosen Gy, every deterministic online algorithm needs, with probability
greater than 1/2, at least dk/4 colors for the root vertices r(Gy). Invariant (5) gives an
adjusted bound on the size of any Gj.

(1) If Gy is chosen uniformly at random from G, then for any deterministic online al-
gorithm A, Pr[|Ca (r(Gk))| > dk/4] > 1/2. This holds independently of other connected
components 4 might have already colored.

(2) Every G € Gy is a union of connected components, each of which can be represented by
a tree T. Each tree node is a clique of size d/2. Every tree T has a distinguished root
containing a set 7(T) of d/2 root vertices in Gj.

(3) Every Gj, € Gy is chordal.

(4) For every Gy € Gy, the maximum clique size is w(Gg) = d.

(5) For every Gy € Gi, the number ny of vertices satisfies ng, < d(12F — 1).

Graph set Gy: The set only contains G1, the base graph used in the proof of Lemma 2,
which is a clique of size d. The vertices of G; may be presented in any order to a deterministic
online algorithm. Again, the set 7(G1) of root vertices is an arbitrary subset of size d/2 of
the vertices of G;1. The remaining d/2 vertices form a second tree node. Every deterministic
online algorithm, with probability 1, needs d/2 colors for r(G1), which implies (1). Invariants
(2-4) are obvious. As for (5), there holds ny = d < d(12 — 1).

Graph set G, k > 1: Assume that the set G, satisfying (1-5) has been constructed.
First, in order to build Gy, all possible 12-tuples of graphs of G;_; are formed. In assigning
tuple entries, graphs of Gi_1 are selected with replacement. Hence, a total of \Qk,1|12 tuples
are built. For each tuple, 26 graphs are added to G, in the following way. Let 7 be any
fixed tuple. Six graph pairs are formed. For i =1,...,6, let ch’l_l and Gz’il be the graphs
in tuple entries 2¢ — 1 and 2i, respectively. To the i-th pair a clique R; of size d/2 may or
may not be added. The possible additions, over the six pairs, can be represented by a bit
vector b = (b1,...,bs). More specifically, given 7 and any such bit vector g, a graph Gy is
constructed as follows. For i = 1,...,6, a subgraph G is generated. If b; = 0, then G% is the
union of Gi* | and G¥7 . The set r(G%) of root vertices is the union of #(G%L') and (GL").
If b, = 1, then a clique R; of size d/2 is added to Gf{’l_l and ch’il. Every vertex of R; has
an edge to every vertex of r(G;;l_ ). Subgraph G;C consists of the newly created component
rooted at R; and 7(G}",), i.e. 7(G%_,) = R; Ur(GL",). Graph G}, is the union of the Gi
and the set 7(Gy,) is the union of the r(G%), 1 < i < 6. When Gy is presented to A, the
subgraphs Gi are revealed one by one, 1 <1i < 6. For each G% the graphs GZ{I and GZ{I
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are presented recursively. Finally, the vertices of R;, if they exist, are shown. It remains to
verify the invariants.

(1) Let G be a graph drawn uniformly at random from Gj. Consider any subgraph
Gi, 1 < i < 6, containing G and Gi". By the construction of Gi, both G and G}"
represent graphs drawn uniformly at random from Gi_;. Let A be any deterministic online
algorithm. Invariant (1) for k£ — 1 implies Pr[|CA(r(GZ’l_1))\ > d(k—1)/4] > 1/2 and
Prl|Ca(r(GL7 )| > d(k — 1)/4] > 1/2. Moreover it implies Pr[|Ca(r(GE',))| > d(k —
1)/4 and |C4(r(Gy" )| > d(k—1)/4] > 1/4. Let € be the latter event that |CA(T(GZJ_1))| >
d(k —1)/4 and [CA(r(G}",))| > d(k — 1)/4 hold.

Assume that £¢ holds. There are two cases, which correspond to those analyzed in the
proof of Lemma 2. If |C4(r(G2 ) Ur(GEL )| > dk/4, then |Ca(r(GL))| > dk/4 if R; is
not added to G?l and Gz’r, which happens with probability 1/2. On the other hand, if
‘CA(T(G;;l_l) Ur(Gi",))| < dk/4, then the addition of R; ensures that [Ca(r(G%))| > dk/4.
Again, R; is added with probability 1/2. In either case, given &%, Pr[|Ca(r(G}))| > dk/4] >
1/2. We obtain Pr[|Ca(r(G}))| > dk/4] > Pr[|Ca(r(GY))| > dk/4 | ] -Pr[€] > - 1 = 1.
Equivalently, Pr[|Ca(r(G%))| < dk/4] < 7/8. If [Ca(r(Gy))| < dk/4, then [Ca(r(GL))| < dk/4
must hold true for i = 1,...,6. The latter event occurs with probability at most (7/8)°.
We conclude Pr[|C4(7(Gy))| > dk/4] > 1 — (7/8)% > 1/2. This holds independently of A’s
coloring decisions made in other components.

Invariants (2-4) are immediate, based on the arguments given in the proof of Lemma 2.
As for the number of vertices of any Gy € Gy, we observe that it is upper bounded by
12-d-(12F"1 —1)+6-d/2 < d-(12F - 1).

If d is odd, the above construction of sets Gi, k > 1, is performed for parameter d — 1.
In Gy, graph G; is extended by a single vertex having edges to all other vertices in Gj.
Invariant (5) holds because any graph G}, € Gy contains 12¥~! copies of G.

The lemma follows from (1) and (3-5). In particular, (1) implies that the expected number
of colors used by any deterministic online algorithm is at least 1/2-(d—1)k/4 = (d—1)k/8. <

Proof of Theorem 3. For the given d and n, choose k = |log(n/d)|. In this proof, logarithms
are base 12. There holds k € N, because n > 12d?> > 12d. By Lemma 4, there exists a
probability distribution on a set Gy, of chordal graphs with chromatic number d such that
the expected number of colors used by every deterministic online algorithm is at least
(d — 1)k/8. The number of vertices of any graph in Gy is at most d12*. Hence, by the
choice of k, it is upper bounded by n. For every Gy € Gk, we add a suitable number
of vertices so that the total number of vertices is equal to n. Every new vertex has one
edge to an arbitrary vertex in the original graph Gy. Hence, there exists a probability
distribution on a set of n-vertex graphs with chromatic number d such that the expected
number of colors used by any deterministic online algorithm is at least (d — 1)k/8. By Yao’s
principle [28], for every randomized online algorithm, there exists an n-vertex chordal graph
G with x(G) = d such that the expected number of color is ¢, > (d — 1)k/8 > dk/16. We
have k > logn —logd — 1 = log(n/12) —logd > 1/2-log(n/12), because 12d? < n, and hence
d < \/n/12. Since 12d? < n, we have log(n/12) > 1/3 - logn and thus ¢, € Q(d -logn). =

Again, in Theorem 3 we can reduce the lower bound on n from 12d? to 12d'*¢, for any
0 < € < 1. The expected number of colors used by A is Q(e - d - logn).
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4  Further graph classes

Given Theorem 3, we can derive lower bounds on the performance of randomized online
coloring algorithms for other important graph classes.

4.1 Trees, planar, bipartite, d-inductive and bounded-treewidth graphs

» Corollary 5. For every randomized online algorithm A and every n € N with n > 48, there
exists a n-verter tree T, presented by an oblivious adversary, such that the expected number
of colors used by A to color T is Q(logn).

The proof is given in the full version of the paper. Since trees are planar and bipartite graphs,
we obtain the following two corollaries.

» Corollary 6. For every randomized online algorithm A and every n € N with n > 48, there
exists a n-vertex planar graph G, presented by an oblivious adversary, such that the expected
number of colors used by A to color G is Q(logn).

» Corollary 7. For every randomized online algorithm A and every n € N with n > 48,
there exists a n-vertex bipartite graph G, presented by an oblivious adversary, such that the
expected number of colors used by A to color G is Q(logn).

Every chordal graph G is (x(G) — 1)-inductive and has treewidth w(G) — 1 = x(G) — 1 [7].

Hence, Theorem 3 gives the following two results.

» Corollary 8. Let d € N be an arbitrary positive integer. For every randomized online
algorithm A and every n € N with n > 12d?, there exists a n-vertex d-inductive graph G,
presented by an oblivious adversary, such that the expected number of colors used by A to
color G is Q(d - logn).

» Corollary 9. Let d € N be an arbitrary positive integer. For every randomized online
algorithm A and every n € N with n > 12d?, there exists a n-vertex graph G of treewidth d,
presented by an oblivious adversary, such that the expected number of colors used by A to
color G is Q(d - logn).

The graphs used in the proof of Theorem 3 are strongly chordal, which yields the following
corollary. The proof can be found in the full version of the paper.

» Corollary 10. Let d € N be an arbitrary positive integer. For every randomized online
algorithm A and every n € N with n > 12d?, there exists a n-vertex strongly chordal graph G
with chromatic number x(G) = d, presented by an oblivious adversary, such that the expected
number of colors used by A to color G is Q(d -logn).

4.2 Disk graphs

A disk graph is the intersection graph of disks in the Euclidean plane. Every vertex corresponds
to a disk; two vertices are connected by an edge if the respective disks intersect. The following
theorem implies that it is not possible to improve on the performance of deterministic online
coloring algorithms by using randomization. We use the common assumption that when an

online algorithm makes coloring decisions, it does not use the disk representation [9, 12, 13].

The proof of Theorem 11 is presented in the full version of the paper.

» Theorem 11. Let A be an arbitrary randomized online algorithm. For every n € N and
p € R with min{n, p} > 25, there exists a n-vertex disk graph G with chromatic number
X(G) = 2, presented by an oblivious adversary, in which the ratio of the largest to smallest
disk radius is p, such that the expected number of colors used by A is Q(min{logn,log p}).
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5 Lookahead and buffer reordering

Lookahead: We first assume that a randomized online coloring algorithm A has lookahead I.
Theorem 12 below shows that, for chordal graphs, a lookahead of size O(n/logn) leads to
no improvement. The proof is given in the full version of the paper.

» Theorem 12. Let d € N and ¢ € R be arbitrary numbers with d > 2 and ¢ > 1. For every
randomized online algorithm A with lookahead | and every n € N with n > max{12d?,d-122¢}
andl < en/log(n/d), there exists a n-vertex chordal graph G with chromatic number x(G) = d,
presented by an oblivious adversary, such that the expected number of colors used by A to
color G is Q(L - d - logn).

Based on Theorem 12 we can derive analogous results for all the other graph classes
considered in Section 4. Loosely speaking, a lookahead of size O(n/logn) is of no help. The
next Corollary 13 addresses trees. Exactly the same statement holds for planar and bipartite
graphs, respectively. For brevity, we omit the corresponding corollaries.

» Corollary 13. Let ¢ > 1 be an arbitrary real number. For every randomized online algorithm
A with lookahead | and every n € N with n > max{48,2 - 12%¢} and | < cn/log(n/2), there
exists a n-vertex tree G, presented by an oblivious adversary, such that the expected number
of colors used by A to color G is Q(% -logn).

For d-inductive graphs, graphs of treewidth d and strongly chordal graphs with chromatic
number d, the formulation of Theorem 12 directly carries over. In fact, the result holds for
all integers d > 1. For disk graphs, Theorems 11 and 12 give the following corollary.

» Corollary 14. Let ¢ € R with ¢ > 1 be arbitrary. For every randomized online algorithm A
with lookahead 1, every n € N and p € R with min{n, p} > 2-12%¢ and | < cn/log(n/2), there
exists a n-vertex disk graph G with chromatic number x(G) = 2, presented by an oblivious
adversary, in which the ratio of the largest to smallest disk radius is p, such that the expected
number of colors used by A to color G is Q(% -logn).

Buffer reordering: Next we examine the setting in which a deterministic online coloring
algorithm .4 has a reordering buffer. We prove that a buffer of size n'=¢, for any 0 < € < 1,
does not improve the asymptotic performance of the algorithms.

» Theorem 15. Let d € N and ¢ € R be arbitrary numbers with d > 2 and 0 < € < 1.
For every deterministic online algorithm A having a buffer of size b and every n € N with
b<nl=¢andn > max{2d2, 27/6}, there exists a n-vertex chordal graph G with chromatic
number x(G) = d such that the number of colors used by A is Q(e - d -logn).

The proof of Theorem 15 is presented in the full version of the paper. Given Theorem 15, we
derive analogous results for the other graph classes. Corollary 16 shows a result for trees.
Identical statements hold for planar and bipartite graphs. Again, for brevity, we omit the
corresponding corollaries.

» Corollary 16. Let ¢ € R with 0 < ¢ < 1 be arbitrary. For every deterministic online
algorithm A having a buffer of size b and every n € N with b < n'~¢ and n > 27/¢, there
exists a n-vertex tree G such that the number of colors used by A is Q(e - logn).

For d-inductive graphs, graphs of treewidth d and strongly chordal graphs with chromatic
number d, the statement of Theorem 15 directly carries over. In this case it holds for any
d > 1. The corollaries are omitted here. Finally, we give a result for disk graphs.
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» Corollary 17. Let A be an arbitrary deterministic online algorithm having a buffer of size
b and let ¢ € R be an arbitrary real number with 0 < ¢ < 1. For everyn € N and p € R
with b < min{n'=¢, p'=¢} and min{n, p} > 27/¢, there exists a n-vertex disk graph G with
chromatic number x(G) = 2, in which the ratio of the largest to smallest disk radius is p,
such that the number of colors used by A is (e - min{logn,log p}).
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—— Abstract

Local search for combinatorial optimization problems is becoming a dominant algorithmic paradigm,
with several papers using it to resolve long-standing open problems. In this paper, we prove the
following ‘4-local’ version of Hall’s theorem for planar graphs: given a bipartite planar graph
G = (B,R,E) such that [N(B’)] > |B’| for all |B’| < 4, there exists a matching of size at
least % in G; furthermore this bound is tight. Besides immediately implying improved bounds

for several problems studied in previous papers, we find this variant of Hall’s theorem to be of
independent interest in graph theory.
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1 Introduction

One of the exciting developments in the field of geometric algorithms in recent years has
been the use of local search techniques to resolve several open problems in combinatorial
optimization. Remarkably, all these following NP-hard problems are approximately solved
by the same meta-algorithm:

1. Minimum hitting set problem for pseudo-disks' [16]. Given a set X of points and a
set D of pseudo-disks in the plane, compute a minimum size subset of X that hits all
pseudo-disks in D.

2. Mazimum independent set in the intersection graph of pseudo-disks [1, 8. Given a set D
of pseudo-disks in the plane, compute a maximum size pairwise disjoint subset of D.

3. Terrain guarding problem [10]. Given a 1.5D terrain? T' and two subsets X,G C T,
compute a minimum size subset of G such that every point of X is visible from some
point of G.

* This work was supported by the grant ANR SAGA (JCJC-14-CE25-0016-01).

LA set of geometric objects in the plane are called pseudo-disks if the boundary of every pair of objects
intersect at most twice.

2 A 1.5D terrain T is an z-monotone chain of line segments in RZ.
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4. Minimum dominating set in disk intersection graphs [11]. Given a set D of disks in the
plane, compute a minimum size subset D’ C D such that each D € D is either in D’ or
intersects some disk in D’.

5. Minimum dominating set in pseudo-disk intersection graphs [12]. Given a set D of
pseudo-disks in the plane, compute a minimum size subset D’ of D such that each D € D
is either in D’ or intersects some pseudo-disk in D’.

6. Minimum set-cover problem for disks in the plane [7, 15]. Given a set of points X and a
set of disks D in the plane, compute the minimum sized subset of D that covers all the
points of X. This problem can be reduced to the minimum hitting set problem for disks.

The Meta-Algorithm: Local Search

The meta-algorithm can be parameterized by an integer k representing the search radius.
Abstractly, let X be a set of given base elements, and II : 2%X — {0, 1} be a function that
assigns feasibility to each subset of X with respect to the specific problem. Then the goal is
to find a minimum/maximum sized subset of X for which II(-) is feasible. The local-search
algorithm proceeds as follows: start with any feasible solution & C X, and iteratively improve
S by changing® subsets of S of size at most k, as long as the new solution is also feasible.
We restrict the discussion below to instances of minimization problems; the maximization
case is similar.

Local-Search Method With Search Radius k (minimization instance).

Let S C X be any feasible solution.
while there exists S’ with w(S’) feasible and where |S"\ S| < |S\ S| <k do
L setS=8".
return §

The analysis of the approximation factor of a local search algorithm, assuming the problem
has some planar features, usually proceeds as follows.

Recall that for a graph G = (V, E) and a subset V' of V, Ng(V') = {v € V : Ju €
V', {u,v} € E} denotes the set of neighbors of V' in G.

» Definition 1. Let & > 1 be given. A bipartite graph G = (B, R, F) satisfies a local expansion
property if, for every subset B’ of B of cardinality at most k, we have |[Ng(B’)| > |B’|. Then
G is called a k-expanding graph. If k£ = |B| then G is called an expanding graph.

» Lemma 2 ([8, 16]). There is an absolute constant cy such that any planar bipartite
k-expanding graph G = (B, R, E) satisfies |R| > (1 — %)|B\

The analysis of local-search algorithm with search radius k& proceeds by first constructing
a certain bipartite planar graph G = (§,0, E) on § and O, where S is the local-search
solution with radius k& and O is an (unknown) optimal solution, such that G is k-expanding.

Now setting k = @(E%) and applying Lemma 2 to G implies that the local optimum S
has size (1 + O(e)) times the optimal size |O|, hence near-optimality. A straightforward
implementation of the local-search algorithm gives a running time of no(e%), so this is a PTAS
(polynomial-time approximation scheme). Note that as most of the problems listed earlier
are W[1]-hard [13, 14], it is unlikely that algorithms exist that do not have a dependency on
1/e in the exponent of n.

3 In case of a minimization problem, replace some k elements of S with some k — 1 elements of X; for a
maximization problem replace some k elements of S with some k + 1 elements of X.
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The reader will notice the resemblance between the Local Expansion Property and pre-
conditions of Hall’s theorem — Local Expansion Property is simply the pre-condition of Hall’s
theorem restricted to subsets of size at most k. And indeed, the statement of Lemma 2 can
be re-cast as a ‘local’ version of Hall’s theorem for planar graphs, as follows. One of the
cornerstones of graph theory, Hall’s theorem, can be rephrased as:

» Theorem 3 (Hall's Theorem). Let G = (B, R, E) be a | B|-expanding bipartite graph. Then
there exists a matching in G of size |B.

Note that if we restrict the expanding subsets to be of size at most k for some integer k,
then the theorem fails, as one cannot guarantee a matching of size more than k — e.g., take
G to be the complete bipartite graph K)p| . Interestingly, Lemma 2 implies that unlike the
general graph case, a ‘local’ version of Hall’s theorem is indeed true for planar graphs. We
first observe that Lemma 2 can be used to get a local variant of Hall’s theorem for planar
graphs:

» Theorem 4 (k-local Hall's Theorem for Planar Graphs). Let G = (B, R, E) be a k-expanding
bipartite planar graph. Then there exists a matching in G of size at least ( — %)|B|

Proof. Let B’ C B for any subset of B. Observing that the subgraph of G induced by

B’ U Ng(B') is planar, bipartite and k-expanding, we have |[Ng(B')| > (1 — %)|B’| by

Lemma 2. Let S be a new set of ﬁfl dummy vertices. Construct a bipartite graph

G' = (B,RUS,EUE’), where E’ is the set of all |B|-|S| edges between B and S. Then G’
satisfies the conditions of Hall’s theorem, as for any B’ C B, we have

INo:(B)] = INa(B)| + 181> (1~ ) 3] + U2

- Vi Vi

Thus there is a matching of size |B| in G’ by Hall’s theorem. Removing the vertices of S

from this matching still leaves a matching of size at least (1 — %) |B|. <

> |B|.

Note that Theorem 4 is more general than Lemma 2, so it can be interpreted as a
strengthening of Lemma 2. Summarizing this discussion, the above local version of Hall’s
theorem for planar graphs is the key combinatorial reason why local-search works for a wide
variety of geometric optimization problems. The proof of Lemma 2 relies on separators in
planar graphs, and there has been work in generalizing these ideas to classes of non-planar
graphs which still have small separators (see [6, 2, 5]).

Our Results

While local-search with search radius k = @(}2) theoretically gives the best possible result

in terms of approximation factors, these problems are far from being solved satisfactorily:
As stated earlier, most of these problems are Wl]-hard [13, 14]: therefore unless W([1] =
FTP, there is no efficient polynomial-time approximation scheme for most of the listed
problems; i.e., algorithms with running time O(n¢), where ¢ is a constant independent of
%. This effectively restricts local search to small constant values of k.
Furthermore, local-search is often the only approach known for these problems that yields
good approximations. For example, the best approximation ratio for the hitting set
problem for disks without using local-search is 13.4 [4] via the theory of e-nets (see the
chapter [17] for details); or O(log n)-approximation for dominating sets in disk intersection
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graphs [11]. Any effective solution to these problems entails examining closely the limits
of efficiency and quality of local search for small values of k.

While the construction of the graph is specific to the problem at hand, all these algorithms
rely on the same Local Expansion Property of planar graphs, and thus the quantitative
approximation bounds are the same across all the problems. The constants involved in
Theorem 4 unfortunately make this result inefficient even for small values of k; e.g., the
current best work shows that setting k£ to get a 3-approximation implies a running time
of Q(n%9) for the hitting set problem for disks [9].

Thus the natural way forward is to explore the limits of local search for small values
of k. In this paper, we will consider the combinatorial aspect, and evaluate the quality of
local-search — alternatively, the precise statement of local Hall’s theorem for planar graphs:

k =1,2. The local Hall’s theorem fails (and so does local search) for the same reason as

for general graphs — K| 2 is a 2-expanding planar graph, but with a matching of size

only 2.

k = 3. An optimal local Hall’s theorem was shown in [3] by a short argument: any planar

bipartite 3-expanding graph has a matching of size % and this is tight.

The next fundamental case of local search that is open is for k = 4; the previous-best

bound was % and the resolution of the optimal bound was the main problem left open in [3].
In this paper we settle this question by presenting an optimal bound for local Hall’s theorem

for 4-expanding planar graphs.

» Theorem 5 (Main Theorem). Let G = (B, R, E) be a bipartite planar graph on vertex sets
R and B, such that G is 4-expanding; i.e., for all B' C B with |B’| < 4, |[Ng(B")| > |B’|.
Then there ezists a matching in G of size at least %. Furthermore, this bound is tight up to

lower-order terms.

» Corollary 6. The local search algorithm with parameter k = 4 gives a 4-approximation to
these problems in geometric combinatorial optimization:

1. Minimum hitting set problem for pseudo-disks in the plane.

Mazimum independent set problem in the intersection graph of pseudo-disks.

Terrain guarding problem.

Minimum dominating set in the pseudo-disk intersection graphs.

G wn

Minimum set-cover problem for disks in the plane.

Tightness

The optimality of the bound follows from the example shown in Figure 1, where R consists
of n vertices of a /n x v/n grid, and each ‘grid cell’ contains 4 vertices of B connected to the
four red vertices of that cell. It is easy to verify that there is no matching of size greater than
% + O(+/|B]) (this is trivial, as |B| = 4n — O(y/n)), and the graph is planar and bipartite.

Finally, the fact that it is 4-expanding follows from the observation that, except at the
grid boundary, any set of two vertices of B of degree 3 or any set of three vertices of B of
degree 2 has at least 4 neighbors in R.

The proof of the upper-bound relies on the following key lemma, presented in Section 2:

» Lemma 7. Let G = (B, R, E) be a bipartite planar graph on vertex sets R and B, such
that G is 4-expanding. Then |R| > %.

Lemma 7 can be seen as a version of Lemma 2 for k =4 and ¢y = %, leading to the Main
Theorem via an argument identical to the proof of Theorem 4.
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Figure 1 A lower-bound construction for 4-expanding bipartite planar graphs.

G H
r by N
by b3
T2 bybs "3

Figure 2 A bipartite planar graph G(B, R, E') and its corresponding graph H(R, E).

2 Proof of Lemma 7

The proof, at its core, uses the discharging method [18] of combinatorial geometry. Henceforth,
a graph satisfying 4-expanding property is said to satisfy 4L.

First note that no vertex in B can have degree zero, as otherwise the neighborhood of
such a vertex would violate 4L.. Moreover, it can be assumed that every vertex in B has
degree at least two, since it is always possible to add edges to all vertices of B which have
degree one in G while maintaining the planarity and bipartiteness of the graph (as any such
vertex v must lie in a face which has at least two vertices of R, at least one of which is not
adjacent to v).

Let B—; C B be the subset of vertices of B of degree exactly i, and B>; C B the set of
vertices of degree at least 1.

For the remainder of the proof, we fix a planar embedding of G.

Let H(R, E) be a planar graph on R constructed from G as follows: two vertices r; € R
and 7o € R are adjacent in H iff there is at least one vertex b € B_y which is adjacent to
both 71 and r3 in G. Note that H is planar since G is planar, and the edges between r; and
r9 can be routed via one such vertex b. Note also that vertices in B_3 lie in the interior of
faces of H. Vertices of R will be called the red vertices, and vertices of B the blue vertices.

Note that for a fixed pair {r1,r2} C R, there cannot be three distinct vertices by, ba,
bs € B_s adjacent to both r1 and ro, since in this case the neighborhood of set {by, ba, b3} is
of size two and the graph G would violate 4L. Therefore, each edge of H corresponds to one
or two vertices in B_y. Edges corresponding to a single vertex in B_o are called single edges
and the set of all such edges is denoted by FE7, while edges mapped to two vertices in B_q
are called double edges and its set is denoted by Fs. In Figure 2, {r1,r2} is a single edge
and {rq,rs} is a double edge. In later figures, the numbers 1 and 2 will be used to indicate
whether an edge is single or double. When referring to a particular face f, df will denote its

set of edges while E{ and E{ will denote the set of single and double edges of f, respectively.
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For the rest of the proof, fix an embedding of H as well as the counter-clockwise ordering
on Oy f for each f € F, where dy f denotes the vertices of f. Let F; be the set of faces of H
with exactly i edges on its boundary, and let F' be the set of all faces of H. A face in Fj3
will be called a triangular face and a face in Fy a rectangular face. If 9f is a cycle then f is
called a face cycle. An edge e on the boundary of two different faces is called a boundary
edge; it is called a cut edge otherwise.

In proceeding with the proof, we now encounter a technical difficulty: H need not be
2-connected, and so the structure of the faces can be arbitrarily complex. We first prove, in
the next subsection, Lemma, 7 for the case when H is 2-connected. Then we show how to
handle the general case by reducing it to the 2-connected case.

2.1 Case: H(R, E) is 2-connected

If H is 2-connected then all its faces are face cycles; in particular, each edge of H is a
boundary edge, and there are no cut edges.

2.1.1 Structural properties of H

» Claim 8. Fori>4, let f € F;. Then |E}| < L%J A triangular face has no double edges.

Proof. Let f be a triangular face with vertices {ri,r2,r3}, and with, say, {ri,r2} € Eg
Recall that edges of H are associated with vertices of B_s. Thus the two single edges and
one double edge of f correspond to a set B’ C B of four vertices, with N(B') = {r1,ra,rs},

violating 4L. For i > 4, if a face f € F; has |EJ| > L%J, then there must exist two double

edges incident to the same vertex of f and 4L is again violated. |

For a face f € F;, f is called a full face if |Eg| = L%J Let BiS denote the set of B_3

vertices lying in the interior of f. Note that due to planarity, for a fixed face f in the
embedding of H, each vertex v € Bi3 can be written uniquely (up to rotation) as an ordered
triple v = (11, r2,73), where r1,7r2,73 € R are vertices of f in counter-clockwise order with
{v,r;} € E(G) for i =1,2,3.

» Claim 9. Fori >4, let f € F;. Then |BLy| < (i —2).

Proof. Note that we can assume that |Eg | =0, as a double edge can only make it harder to
pack’ more vertices of B_3 into f. Define a chain 7 of f to be a consecutive set of vertices
of dv f. The size |7| of a chain is equal to its number of vertices, and define BZ, in the
natural way, as the set of vertices of Big with edges only to vertices of 7. We show that for a
chain 7 of size n, |BZ| < n — 2. The proof will be by induction on the size of 7. For || = 2,
|BZ4| = 0, trivially. For |7| = j, any fixed v € BL; divides 7 into three distinct sub-chains,
T1, T2, T3, With |71| 4 |72| 4+ |73] = 7 + 3. Applying the induction hypothesis on each sub-chain,

¢

1BZs| < (I =2) + (Im2| =2) + (I73| =2) +1=j+3-6+1=j—2. <
For the next steps, we will need the list of ‘forbidden’ substructures in graphs satisfying 4L.
» Claim 10. H satisfies 4L if and only if it does not contain the structures shown in Figure 3.

For the next claim, we will need the following independent property for planar graphs.
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AALSS

T3 T2
Ty I's

Figure 3 Forbidden structures for a graph H satisfying 4L.

Figure 4 The vertex vg divides the graph in Figure 5 An odd full face. There exist two
two regions. consecutive single edges.

» Claim 11. Let G be a planar graph consisting of one (external) cycle C = (ry,...,7;)
of i vertices and a set V of internal vertices, such that each vertex of V has exactly three

neighbors, all in C, with these three neighbors not being consecutive vertices of C'. Then
V| <i—4

Proof. The proof is inductive. For i = 4, we have |V| = 0 = ¢ — 4, as there cannot exist

a vertex not adjacent to three consecutive vertices of C'. Consider the case where ¢ > 5.

By an extremal argument, there must exist a vertex vy € V, say connected to {r;,,7:,, 7, }
where we can assume without loss of generality that 1 = i; < i3 < i3, such that the two
regions — one with boundary vertices (vg,7;,, 73, +1,---,7i,) and the other with boundary
vertices (Vo,Tiy, Tig+1,-- -5 Tiz) — are both empty of vertices of V' (see Figure 4). Furthermore,
by the assumption that v does not have edges to three consecutive vertices of C, we have
(i3 — 1) > 3. If there exists a vertex, other than v, in V' with edges to both r;, and r;,, call
it v1 (note that due to planarity, there can exist only one such vertex). Consider a new cycle
C' = (r1,Tig, Tig41,---,7i) Of size i — (i3 — 1) + 1 < (i — 2), and set V' =V \ {vg,v1} to be
a subset of vertices lying inside C’. It is easy to see that no vertex of V'’ can have edges to
three consecutive vertices of C’, and thus by induction, we have |V'| < |C'| —4 < (i —2) — 4,
and thus |[V| < |[V/|+2 < (i —4). <

» Claim 12. Fori > 4, let f € F; be a full face. If i is even then |Bi3\ < (i—4). Ifiis
odd then |BL 3] < (i —3).
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Proof. Let f € F; and |EL,| = L%J Label the vertices of Oy f as (r1,...,7;) in the assumed

counter-clockwise ordering.

i is even: Note that as f is full, the edges around f alternate between single and double
edges. Therefore 4L implies that there does not exist a v € Bi3 with edges to three
consecutive vertices of 9y f. Claim 11 applied to f shows that \BiS\ <i-—4.

©is odd: For ¢ > 5, as f is a full face, the edges around f alternate between single and
double edges — with one exception where two adjacent edges are both single. Say these
adjacent single edges are {ry, 2} and {rq,r3} (see Figure 5). 4L implies that there does not
exist a v € Bi3 with edges to three consecutive vertices of Oy f, except possibly there could
exist a single vertex vio3 € Bi?, with edges to {rq,r2,73}. Claim 11 applied to f shows that
|BL,\ {v123}] < i —4, and thus |BL,| <i—3. <

2.1.2 Bounding |B|

We first observe that to bound the size of B, it suffices to bound the number of vertices of
degree 2 and 3 in B. We will need the following fact on planar graphs.

» Fact 13. Let G = (V, E) be a simple, connected, planar bipartite graph. Then |E| < 2|V|—4.
| B=s|
2

» Claim 14. |B| < |B_s| + + |R|.

Proof. We count the number of edges in G in two ways — first by summing up the degrees of
the vertices in B (recall that G is a bipartite graph), and secondly by using the upper-bound
on the number of edges of planar bipartite graphs from Fact 13:

2. |Boo| +3-[Bs|+ Y i-|B=il= |B(G)| <2(|R|+|B|) -4
=4
Simplifying,
2-|B_g| +3-|Bs|+ Y i |Bo| <2 ( |R| + |B_a| + [Bos| + Y Bl )
=4 =4
Re-arranging the terms,
D (i=2)-|B=| <2|R| - |B=s| =2 |B=i| <2|R| — |B=s|
=4 i=4

| B3|

B>4| < |R| —
|B2a| < |R| = —5
Now one can get an upper-bound on |B| from inequality (1):

| B=s|
2

| B=s|
2

|B| = |B=2| + |B=3| 4+ |B>4| < |B=2| + |B=3| + |R| — = |B=a| + +I|R|. <«

Thus it remains to bound |B_z| + @. Towards this, a charging intuition leads one to

s
classify the contribution of a face f € F as 2- \Eg | + |E1f |+ %. It turns out that the right
discharging function is slightly different; define the weight of a face f € F to be

|EB{|  |BLy|

w(f) = Bf |+ == + =52,
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and the weight of the graph H to be

| B=s|

w(H) = |B| + =5

Note that as each edge is part of the boundary of precisely two faces and each vertex of B_3

lies in precisely one face, we have

Ef| |BL B B
S () = 3 (1B B ) g B2l g Bl g,
feF feF

. 1 , 1 1 1
» Claim 15. w(H) < ZZ (5i — 6)|Fi| — i > IR - 51 Fal = 51 F3.

>3 i is odd

(2)

Proof. Let I; € {0,1} be an indicator variable such that Iy = 1 if and only if f is a full face.
For f € F; and 7 an even number, by applying the upper bounds in Claims 8, 9 and 12,

Bl B j i_(i_1+1f) | —2) — 21
| E] | |—3|_(3—1+If)+ 2 L =2 =2l
2 2 2 2 2
5 —6—2I; _5i—6
< .
4 !

w(f) = |Bj|+=E

A

For i = 4, a better bound is possible. For a face f € Fy, let af = |EJ|. Then

4—af (4-2-af 44-4 5.4-6 1 _ 5i—6 1
< f = = - < = a
wif)sal 45—+ 1 1 27 4 2

For i an odd number,

w(f)g(i211+[f)+i(i_212l+jf) +(i*22)*1f:5i477.

(3)

(4)

For i = 3, note that for a face f € Fj, \Eg\ =0, |E{| = 3 and \B£3| = 0, since f
cannot have neither a B_3 vertex in its interior nor a double edge, as otherwise the forbidden

structures I's or I'y would be present. Then,

By 3 5i-7 1

2 27 4 2

1
w(f) = [B]| + 5| B | +

By Equations (2)—(5),

wH) =Y w(f)=> wH)+ > wHh+ Y Y whH+ Y Y wf)

feF fEF3 fEFy i>5 feF; i>6 feF;
i is odd i is even
5-3—-7 1 5-4—-6 1 51 — 51 — 6
< — — )| F: — — || F. F;
—( 4 2>|3|+( 4 2>|4|+Z( )' I+ 2 ( 4
i>5 i>6
i is odd i is even
1 . 1 . 1 1
=1 > (si-7)IRl+ g Y (5i-6)IRI- IRl - 1R
i>3 i>4
i is odd i is even
= (5i — IFl—* > IR - |F4—*|F3\
>3 i is odd

Finally we can bound the number of vertices of B of degree 2 and 3.

()

)I7
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| B=s]
2

» Lemma 16. w(H) = |B=3| + <3|R).

Proof. Let F°dd be the set of faces of H with an odd number of edges. By Claim 15,

1 1
w(H)S*Z (51 — 6)|Fy| — yi Z B3| = 5 Faf = 5| E5
i>3 4 is odd
5 . 3 1 1 1
:ZZZ|Fi|_§Z|Fi|_Z > \Fi\—§\F4|—§|F3|
>3 >3 i is odd
_ 5 3 1 odd 1 1 .

Now note that the last quantity — w(H) as defined in Equation (6) — is maximized when H
is a triangulation. To see this, consider an index 7 and a face f € F; of H. Then decompose
f into a face f’ € F;_; and a triangular face, resulting in a graph H’. Then comparing the
bounds of Equation (6) for H and H":
Casei=4: W(H') > w(H)+1-2
Case i > 5 and ¢ is odd: w(H') > w(H) + .
Case i > 6 and i is even: W(H') > w(H)+1— 2 — 1 = w(H).

_|_
N
I

3 1 1 5 9
7E/77F/77F/77F,:7E/77F,
o(H') = |H| Fw| = 31 Fw] = 51Fu| = 5Bl — 5 |Fa]
9 2 3
——|Eyg/| = =|Eyg/|— =|Eg|=|Egy|.
1 31Eml= |H| 5| Enr| = Bl
By using Euler’s formula for planar graphs,

2 1

Therefore,

w(H) _ |Ew|
— 1 pa— )
B~ 2+ LB

implying that w(H) < 3|R| and we’re done. <

Now, Claim 14 and Lemma 16 imply the proof of the required Lemma 7.

2.2 Case: H(R, E) is not 2-connected

Now we deal with the case when H is not 2-connected. The general idea will be to transform
each such planar graph H to a 2-connected planar graph H’ while respecting the 4L property
as well as planarity. Consider a straight-line embedding of H in the plane. If H is not
2-connected, there exists a cut edge e, say e = {r;,,r}. Let I = {r; ,7i,,...} be the vertices
in the connected component of r;, once e is removed. These vertices are called the inner
vertices. Let O = {r,74,,70y,.-.,70,, } be the vertices in the connected component of r.
These vertices are called the outer vertices. Further assume that r,, € O is the first vertex
after r;,, in the clockwise order, that is adjacent to r (see Figure 6).

Our goal is to connect an inner vertex in I to an outer vertex in O iteratively until H
becomes 2-connected. In order to achieve that, we will apply the following transformation:
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P2
P1

Figure 6 Inner vertices component and outer Figure 7 Gadget used for the clustering op-
vertices component connected by cut edge e. eration.

Clustering operation on {pi1, p2}, where p; is an inner vertex and p is an outer vertex:
Add a set @ of two new red vertices to H. Furthermore, add sets BY of 5 new degree-2 and
BY of 2 new degree-3 blue vertices. Connect these vertices as shown in Figure 7. Note that
p1 and po are not adjacent in H.

We are going to argue that it is always possible to execute this while respecting planarity
and 4L.

First we show that upper-bounding w(-) after a clustering operation gives an upper-bound
for the original problem.

» Claim 17. Let H'(B’, R', E’) be the graph resulting from an application of the clustering
operation on a graph H(B, R, E). If w(H') < 3|R’| then w(H) < 3|R].

Proof. More generally, assume we add by new degree-two vertices to H’, by degree-three
vertices and 7 red vertices. Then from assumption, we have
|B=s| , bs

3 <
5 + > < 3(|R| + ),

w(H') = |B=a| + by +

which implies that

B b
w(H) =Bl + B2 < 3R 30—y - 2 <31

assuming 3r < by + %3. This condition is satisfied for the clustering operation, where r = 2,
b2:5andb3:2. <

Next we show that a clustering operation does not violate the 4L condition.

» Claim 18. The clustering operation preserves the 4L property.

Proof. Let p; be any inner and po be any outer vertex. Then add a set Q of two red vertices,

a set BY of 5 blue degree-2 vertices and a set Bj of 2 blue degree-3 vertices (see Figure 8).

Let B’ U B” be any subset of size at most 4, where B’ C B and B” C BY U BY. We need to

show that then |N(B’UB")| > |B’U B"|.

1. |B"| =0. Then |N(B'UB")| = |N(B’)| > |B’|, as H satisfies 4L.

2. |B”| = 1. As any vertex of B” has at least one neighbor in @), we have |N(B" U B")| >
IN(B)|+1>|B'|+1=|B"UB"|.

3. |B"”] =2,3. As any two vertices of B” have at least three neighbors in Q U {p1,p2}, and
any vertex of B’ must have at least one neighbor not in @ U {p1, p2} (recall that p; and
pe are not adjacent in H!), we get that |[N(B'U B")| > |[N(B")|+ 1 > 4.

4. |B”| = 4. It can be verified that any set of 4 vertices of B” have the set Q U {p1,pa} of
size 4 as its neighbor. <
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Figure 8 Clustering operation on p; and pa. Figure 9 A planar path between r;* to 7ox.

Finally, we show that there exists an inner and an outer vertex which can be connected
via a clustering operation while maintaining planarity.

» Claim 19. [t is always possible to find an inner vertex ri= and an outer vertex ro~ such
that there exists a path that connects them without violating planarity.

Proof. Denote by BL; the set of degree-3 vertices adjacent to vertex r. If BL; is empty,
then clearly there exists a path from the inner vertex r;, to the outer vertex r,,. Similarly, if
there exists a vertex w € BL; with one edge to an inner vertex and one to an outer vertex
(other than the edge to r), then there exists a planar path between these inner and outer
vertices by following the path along the edges of w.

Otherwise, sort the vertices in B4 clockwise by the order of their edges around r, say
labeled wq, ..., ws. If wy has both edges (other than to r) to outer vertices, then clearly
there is a planar path from r;, to one of these outer vertices (see Figure 9). Similarly, if w;
has both edges (other than to r) to inner vertices, then there is a planar path from r,, to
one of these inner vertices. Now by a parity argument, there must exist two vertices, say wy
and w41, such that wy has both neighbors to inner vertices, and wg1 has both neighbors
to outer vertices. Then there exists a path from one of inner vertices adjacent to wy to one
of the outer vertices adjacent to wi41. <

» Lemma 20. Let H be a 1-connected planar graph. Then w(H) < 3|R).

Proof. Claim 19 implies that — as long as the current graph H is not 2-connected — it is
always possible to do a clustering operation between an inner vertex and an outer vertex
while maintaining planarity. By Claim 18, the resulting graph H'’ still satisfies the condition
4L. Crucially, note that each new edge introduced by the clustering operation is not a cut
edge in the derived graph H’, and further, the edge e which was a cut edge in H is no longer
a cut edge in H’. Thus the clustering operation reduces the total number of cut edges, and
so the process terminates after a finite number of steps. Apply this iteratively to get a
2-connected graph H', which, by Lemma 16, satisfies w(H') < 3|R/|. Then w(H) < 3|R|
follows by Claim 17. |
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—— Abstract

We present a sorting algorithm that works in-place, executes in parallel, is cache-efficient, avoids
branch-mispredictions, and performs work O(nlogn) for arbitrary inputs with high probabil-
ity. The main algorithmic contributions are new ways to make distribution-based algorithms
in-place: On the practical side, by using coarse-grained block-based permutations, and on the
theoretical side, we show how to eliminate the recursion stack. Extensive experiments show that
our algorithm IPS%o scales well on a variety of multi-core machines. We outperform our closest
in-place competitor by a factor of up to 3. Even as a sequential algorithm, we are up to 1.5 times
faster than the closest sequential competitor, BlockQuicksort.

1998 ACM Subject Classification F.2.2 Nonnumerical Algorithms and Problems

Keywords and phrases shared memory, parallel sorting, in-place algorithm, comparison-based
sorting, branch prediction

Digital Object Identifier 10.4230/LIPIcs.ESA.2017.9

1 Introduction

Sorting an array A[l..n] of n elements according to a total ordering of their keys is a
fundamental subroutine used in many applications. Sorting is used for index construction,
for bringing similar elements together, or for processing data in a “clever” order. Indeed,
often sorting is the most expensive part of a program. Consequently, a huge amount
of research on sorting has been done. In particular, algorithm engineering has studied
how to make sorting practically fast in presence of complex features of modern hardware
like multi-core (e.g., [30, 29, 5, 28]), instruction parallelism (e.g., [27]), branch prediction
(e.g., [27, 19, 18, 10]), caches (e.g., [27, 7, 11, 5]), or virtual memory (e.g., [24, 17]). In
contrast, the sorting algorithms used in the standard libraries of programming languages like
Java or C++ still use variants of quicksort — an algorithm that is more than 50 years old. A
reason seems to be that you have to outperform quicksort in every respect in order to replace
it. This is less easy than it sounds since quicksort is a pretty good algorithm — it needs
O(nlogn) expected work, it can be parallelized [30, 29], it can be implemented to avoid
branch mispredictions [10], and it is reasonably cache-efficient. Perhaps most importantly,

* A full version of the paper is available at https://arxiv.org/abs/1705.02257.

© Michael Axtmann, Sascha Witt, Daniel Ferizovic, and Peter Sanders;
37 licensed under Creative Commons License CC-BY

25th Annual European Symposium on Algorithms (ESA 2017).

Editors: Kirk Pruhs and Christian Sohler; Article No.9; pp.9:1-9:14

\\v Leibniz International Proceedings in Informatics
LIPICS Schloss Dagstuhl — Leibniz-Zentrum fiir Informatik, Dagstuhl Publishing, Germany


http://dx.doi.org/10.4230/LIPIcs.ESA.2017.9
https://arxiv.org/abs/1705.02257
http://creativecommons.org/licenses/by/3.0/
http://www.dagstuhl.de/lipics/
http://www.dagstuhl.de

9:2

In-Place Parallel Super Scalar Samplesort (IPS%o)

quicksort works (almost) in-place! which is of crucial importance for very large inputs. This
feature rules out many contenders. Further algorithms are eliminated by the requirement to
work for arbitrary data types and input distributions. This makes integer sorting algorithms
like radix sort (e.g., [21]) or using specialized hardware (e.g., GPUs or SIMD instructions)
less attractive, since these algorithms cannot be used in a reusable library where they have to
work for arbitrary data types. Another portability issue is that the algorithm should use no
code specific to the processor architecture or the operating system like non-temporal writes
or overallocation of virtual memory (e.g. [26]). One aspect of making an algorithm in-place
is that such “tricks” are not needed. Hence, this paper focuses on portable comparison-based
algorithms and also considers how the algorithms can be made robust for arbitrary inputs,
e.g., with a large number of repeated keys.

The main contribution of this paper is to propose a new algorithm — In-place Parallel
Super Scalar Samplesort (IPS*0)? — that combines enough advantages to become an attractive
replacement of quicksort. Our starting point is super scalar samplesort (s3-sort) [27] which
already provides a very good sequential non-in-place algorithm that is cache-efficient, allows
considerable instruction parallelism, and avoids branch mispredictions. s3-sort is a variant
of samplesort, which in turn is a generalization of quicksort to multiple pivots. The main
operation is distributing elements of an input sequence to k output buckets of about equal
size. We parallelize this algorithm using ¢ threads and make it more robust by taking
advantage of inputs with many identical keys. Our main innovation is to make the algorithm
in-place. The first phase of IPS%o distributes the elements to k buffer blocks. When a
buffer becomes full, it is emptied into a block of the input array that has already been
distributed. Subsequently, the memory blocks are permuted into the globally correct order.
A cleanup step handles empty blocks and half-filled buffer blocks. The distribution phase is
parallelized by assigning disjoint pieces of the input array to different threads. The block
permutation phase is parallelized using atomic fetch-and-add operations for each block move.
Once subproblems are small enough, they can be solved independently in parallel.

After discussing related work in Section 2 and introducing basic tools in Section 3, we
describe our new algorithm IPS%o in Section 4. Section 5 makes an experimental evaluation.
An overall discussion and possible future work is given in Section 6. The full paper [3] gives
further experimental data and proofs.

2 Related Work

Variants of Hoare’s quicksort [15, 23] are generally considered some of the most efficient
general purpose sorting algorithms. Quicksort works by selecting a pivot element and
partitioning the array such that all elements smaller than the pivot are in the left part and all
elements larger than the pivot are in the right part. The subproblems are solved recursively.
A variant of quicksort (with a fallback to heapsort to avoid worst case scenarios) is currently
used in the C++ standard library of GCC [23]. Some variants of quicksort use two or three
pivots [31, 22] and achieve improvements of around 20% in running time over the single-pivot
case. Dual-pivot quicksort [31] is the default sorting routine in Oracle Java 7 and 8. The basic
principle of quicksort remains, but elements are partitioned into three or four subproblems

! In algorithm theory, an algorithm works in-place if it uses only constant space in addition to its input.
We use the term strictly in-place for this case. In algorithm engineering, one is sometimes satisfied if
the additional space is sublinear in the input size. We adopt this convention but use the term almost
in-place when we want to make clear what we mean. Quicksort needs logarithmic additional space.

2 The Latin word “ipso” means “by itself”, referring to the in-place feature of IPS%o.
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instead of two. Increasing the number of subproblems (from now on called buckets) even
further leads to samplesort [6, 5]. Unlike single- and dual-pivot quicksort, samplesort is
usually not in-place, but it is well-suited for parallelization and more cache-efficient.

Super scalar samplesort [27] (s®-sort) improves on samplesort by avoiding inherently hard-
to-predict conditional branches linked to element comparisons. Branch mispredictions are very
expensive because they disrupt the pipelined and instruction-parallel operation of modern
processors. Traditional quicksort variants suffer massively from branch mispredictions [19].
By replacing conditional branches with conditionally executed machine instructions, branch
mispredictions can be largely avoided. This is done automatically by modern compilers if only
a few instructions depend on a condition. As a result, s3-sort is up to two times faster than
quicksort (std::sort), at the cost of O(n) additional space. BlockQuicksort [10] applies
similar ideas to single-pivot quicksort, resulting in a very fast in-place sorting algorithm.

Super scalar samplesort has also been adapted for efficient parallel string sorting [4]. Our
implementation is influenced by that work with respect to parallelization and handling equal
keys. Moreover, we were also influenced by an implementation of s3-sort written by Lorenz
Hiibschle-Schneider. A prototypical implementation of sequential non-blocked in-place s3-sort
in a student project by our student Florian Weber motivated us to develop IPS%o.

The best practical comparison-based multi-core sorting algorithms we have found are
based on multi-way mergesort [29] and samplesort [28], respectively. The former algorithm is
used in the parallel mode of the C++ standard library of GCC. Parallel in-place algorithms
are based on quicksort so far. Intel’s Thread Building Blocks library [25] contains a variant
that uses only sequential partitioning. The MCSTL library [29] contains two implementations
of the more scalable parallel quicksort by Tsigas and Zhang [30].

There is a considerable amount of work by the theory community on (strictly) in-place
sorting (e.g., [11, 12]). However, there are few — mostly negative — results on transferring
these results into practice. Katajainen and Teuhola [20] report that in-place mergesort is
slower than heapsort, which is quite slow for big inputs due to its cache-inefficiency. Chen [8]
reports that in-place merging takes about six times longer than non-in-place merging. There
is previous work on (almost) in-place multi-way merging or data distribution. However, few
of these papers seem to address parallelism. There are also other problems. For example, the
multi-way merger in [14] needs to allocate very large blocks to become efficient. In contrast,
the block size of IPS*0 does not depend on the input size. In-place data distribution, e.g.,
for radix sort [9], is often done element by element. Using this for samplesort would require
doing the expensive element classification twice and would also make parallelization difficult.

3 Preliminaries

(Super Scalar) Samplesort. Samplesort [13] can be viewed as a generalization of quicksort
which uses multiple pivots to split the input into k buckets of about equal size. A robust
way for determining the pivots is to sort ak — 1 randomly sampled input elements. The
pivots s1,...Sk—1 are then picked equidistantly from the sorted sample. Element e goes to
bucket b; if s;_1 < e < s; (with sg = —o0 and s; = 00). The main contribution of s*-sort [27]
is to eliminate branch mispredictions for element classification. Assuming k is a power of two,
the pivots are stored in an array a representing a complete binary search tree: a; = sy /2,
a2 = Sk/4, A3 = S3/4, - - - More generally, the left successor of a; is ag; and its right successor
is ag;4+1. Thus, navigating this tree is possible by performing a conditional instruction for
incrementing an array index. We adopt (and refine) this approach to element classification
but change the organization of buckets in order to make the algorithm in-place.
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1)
bD D -1
1

Figure 1 Local classification. Blue elements have already been classified, with different shades
indicating different buckets. Unprocessed elements are green. Here, the next element (in dark green)
has been determined to belong to bucket bs. As that buffer block is already full, we first write it
into the array A, then write the new element into the now empty buffer.

Thread ¢t — 1 Thread ¢
- Buffers I:II:I.:I | || |I |I |
bl b2 b3 b1 b2 b3 b4

Figure 2 Input array and block buffers of the last two threads after local classification.

4 In-Place Parallel Super Scalar Samplesort (IPS*0)

IPS*0 is based on the ideas of s3-sort. It is a recursive algorithm, where each step divides the
input into k buckets, such that each element of bucket b; is smaller than all elements of b; 1.
As long as problems with at least 3% elements exist, we partition those problems one after
another with ¢ threads in parallel. Here, 3 is a tuning parameter. Then we assign remaining
problems in a balanced way to threads, which sort them sequentially.

The partitioning consists of four phases. Sampling determines the bucket boundaries.
Local classification groups the input into blocks such that all elements in each block belong
to the same bucket. Block permutation brings the blocks into the globally correct order.
Finally, we perform some cleanup around the bucket boundaries. The following sections
will explain each of these phases in more detail.

Sampling. The sampling phase is similar to the sampling in s3-sort. The main difference is
that we swap the sample to the front of the input array to keep the in-place property even if
the oversampling factor o depends on n.

4.1 Local Classification

The input array A is viewed as an array of blocks each containing b elements (except possibly
for the last one). For parallel processing, we divide the blocks of A into ¢ stripes of equal
size — one for each thread. Each thread works with a local array of k buffer blocks — one for
each bucket. A thread then scans its stripe. Using the search tree created in the previous
phase, each element in the stripe is classified into one of the k buckets, then moved into the
corresponding local buffer block. If this buffer is already full, it is first written back into the
local stripe, starting at the front. It is clear that there is enough space to write b elements
into the local stripe, since at least b more elements have been scanned from the stripe than
have been written back — otherwise no full buffer could exist.

In this way, each thread creates blocks of b elements belonging to the same bucket.
Figure 1 shows a typical situation during this phase. To achieve the in-place property, we
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Figure 3 Invariant during block permutation. In each bucket b;, blocks in [d;, w;) are already
correct (blue), blocks in [w;, 7] are unprocessed (green), and blocks in [max(w;, r; + 1), dit1) are
empty (white).

do not track which bucket each block belongs to. However, we do keep count of how many
elements are classified into each bucket, since we need this information in the following
phases. This information can be obtained almost for free as a side effect of maintaining the
buffer blocks. Figure 2 depicts the input array after local classification. Each stripe contains
a number of full blocks, followed by a number of empty blocks. The remaining elements are
still contained in the buffer blocks.

4.2 Block Permutation

In this phase, the blocks in the input array will be rearranged such that they appear in the
correct order. From the previous phase we know, for each stripe, how many elements belong
to each bucket. We perform a prefix sum operation to compute the exact boundaries of the
buckets in the input array. In general, these will not coincide with the block boundaries. For
the purposes of this phase, we will ignore this: We mark the beginning of each bucket b;
with a delimiter pointer d;, rounded up to the next block. We similarly mark the end of the
last bucket b, with a delimiter pointer d41. Adjusting the boundaries may cause a bucket
to “lose” up to b — 1 elements; this doesn’t affect us, since this phase only deals with full
blocks, and any elements not constituting a full block remain in the buffers. Additionally, if
the input size is not a multiple of b, some of the d;s may end up outside the bounds of A.
To avoid overflows, we allocate a single empty overflow block which the algorithm will use
instead of writing to the final (partial) block.

For each b;, a write pointer w; and a read pointer r; is introduced; these will be set such
that all unprocessed blocks, i.e., blocks that still need to be moved into the correct bucket,
are found between w; and r;. During the block permutation, we maintain the following
invariant for each bucket b;, visualized in Figure 3:

Blocks to the left of w; (exclusive) are correctly placed, i.e., contain only elements

belonging to b;.

Blocks between w; and r; (inclusive) are unprocessed, i.e., may need to be moved.

Blocks to the right of max(w;,r; + 1) (inclusive) are empty.

In other words, each bucket follows the pattern of correct blocks followed by unprocessed
blocks followed by empty blocks, with w; and r; determining the boundaries. In the parallel
case, we may need to establish this invariant by moving some empty blocks to the end of
a bucket (see the full paper [3] for details); in the sequential algorithm, the result of the
classification phase already has this pattern. The read pointers r; are then set to the first
non-empty block in each bucket, or d; — 1 if there are none.

We are now ready to start the block permutation. Fach thread maintains two local swap
buffers. We define a primary bucket b, for each thread; whenever both its buffers are empty,
a thread tries to read an unprocessed block from its primary bucket. To do so, it decrements
the read pointer r,, (atomically) and reads the block it pointed to into one of its swap buffers.
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(a) Swapping a block into its correct position.  (b) Moving a block into an empty position, fol-
lowed by refilling the swap buffer.

N

Figure 4 Block permutation examples.

If b, contains no more unprocessed blocks (i.e., r, < wy), it switches its primary bucket
to the next bucket (cyclically). If it completes a whole cycle and arrives back at its initial
primary bucket, there are no more unprocessed blocks and this phase ends. The starting
points for the threads are distributed across that cycle to reduce contention.
Once it has a block, each thread classifies the first element of that block to find its
destination bucket bgest. There are now two possible cases, visualized in Figure 4:
As long as Wyest < T'dest, Write pointer wyegy still points to an unprocessed block in bucket
baest- In this case, the thread increases wgqest, reads the unprocessed block into its empty
swap buffer, and writes the other one into its place.
If Waest > Tdest, NO unprocessed block remains in bucket bges; but wqesy NOW points to an
empty block. In this case, the thread increases wqest, writes its swap buffer to the empty
block and then reads a new unprocessed block from its primary bucket.

We repeat these steps until all blocks are processed. We can skip unprocessed blocks
which are already correctly placed: We simply classify blocks before reading them into a
swap buffer, and skip as needed. We omitted this from the above description for the sake of
clarity. In some cases, this reduces the number of block moves significantly.

It is possible that one thread wants to write to a block that another thread is currently
reading from (when the reading thread has just decremented the read pointer, but has not
yet finished reading the block into its swap buffer). To avoid data races, we keep track of
how many threads are reading from each bucket. Threads are only allowed to write to empty
blocks if no other threads are currently reading from the bucket in question, otherwise they
wait. Note that this situation occurs at most once for each bucket, namely when wgqesy and
Tdest Cross each other. In addition, we store each w; and r; in a single 128-bit word which we
read and modify atomically. This ensures a consistent view of both pointers for all threads.

4.3 Cleanup

After the block permutation, some elements may still be in incorrect positions. This is due to
the fact that we only moved blocks, which may span bucket boundaries. We call the partial
block at the beginning of a bucket its head and the partial block at its end its tail.

We assign consecutive buckets evenly to threads; if t > k, some threads will not receive
any buckets, but those that do only need to process a single bucket each. Each thread reads
the head of the first bucket of the next thread into one of its swap buffers. Then, each
thread processes its buckets from left to right, moving incorrectly placed elements into empty
array entries. The incorrectly placed elements of bucket b; consist of the elements in the
head of b;y1 (or the swap buffer, for the last bucket), the partially filled buffers from the
local classification phase (of all threads), and, for the corresponding bucket, the overflow
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Figure 5 An example of the steps performed during cleanup.

buffer. Empty array entries consist of the head of b; and any (empty) blocks to the right
of w; (inclusive). Although the concept is relatively straightforward, the implementation is
somewhat involved, due to the many parts that have to be brought together. Figure 5 shows
an example of the steps performed during this phase. Afterwards, all elements are back in
the input array and correctly partitioned, ready for recursion.

4.4 The Case of Many ldentical Keys

Having inputs with many identical keys can be a problem for samplesort, since this might
move large fractions of the keys through many levels of recursion. We turn such inputs into
easy instances by introducing separate buckets for elements identical to pivots (keys occurring
more then 7 times are likely to become pivots). Finding out whether an element has to
go into an equality bucket (and which one) can be implemented using a single additional
comparison [4] and, once more, without a conditional branch. Equality buckets can be
skipped during recursion and thus are not a load balancing problem.

4.5 Analysis

Algorithm IPS*0 inherits from s3-sort that it has virtually no branch mispredictions (this

includes the comparisons for placing elements into equality buckets discussed in subsection 4.4).

More interesting is the parallel complexity. Here, the main issue is the number of accesses to
main memory. We analyze this aspect in the parallel external memory (PEM) model [1],
where each of the t threads has a private cache of size M and access to main memory happens
in blocks of size B. In the full paper [3], we prove:

» Theorem 1. Assuming b = O(tB) (buffer block size), M = Q(ktB), ng = O(M) (base
case size), a € Qlogt) N O(t) (oversampling factor), and n = Q(max(k,t)t*B), IPS*o has
an I/O-complezity of (9(% log,, nio) block transfers with high probability.

Basically, Theorem 1 tells us that IPS%o is asymptotically I/O efficient if certain rather steep
assumptions on cache size and input size hold. In particular, the blocks need to have size
b = O(¢tB) in order to amortize contention on shared block pointers. Lifting those could
be an interesting theoretical question and we would have to see how absence of branch

mispredictions and the in-place property can be combined with previous techniques [1, 5].

However, it is likely that the constant factors involved are much larger than for our simple
implementation. Thus, the constant factors will be the main issue in bringing theory and
practice further together. To throw some light on this aspect, let us compare the constant
factors in I/O-volume (i.e., data flow between cache and main memory) for the sequential
algorithms IS*o (IPS*o with ¢ = 1) and s*-sort. To simplify the discussion, we assume a single
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level of recursion, k = 256 and 8-byte elements. In the full paper [3], we show that 1S*o needs
about 48n bytes of 1/O volume, whereas s3-sort needs (more than) 86n — almost twice that
of 1S*0. This is surprising since on first glance, the partitioning algorithm of 1S*o writes the
data twice, whereas s3-sort does this only once. However, this is more than offset by “hidden”
overheads of s3-sort like memory management, allocation misses, and associativity misses.
Finally, we consider the memory overhead of IPS*o. In the full paper [3], we show:

» Theorem 2. IPS*0 requires additional space O(kbt + log;, %)

In practice, the term O(kbt) (mostly for the distribution buffers) will dominate. However,
for a strictly in-place algorithm in the sense of algorithm theory, we need to get rid of the
O(logn) term which depends on the input size. We discuss this separately in subsection 4.6.

4.6 From Almost In-Place to Strictly In-Place

We now explain how the space consumption of IPS%o can be made independent of n in a
rather simple way. We can restrict ourselves to the sequential case, since only O(log t) levels
of parallel recursion are needed to arrive at subproblems that are solved sequentially. We
require the partitioning operation to mark the beginning of each bucket by storing the largest
element of a bucket in its first entry. By searching the next larger element, we can then find
the end of the bucket. Note that this is possible in time logarithmic in the bucket size using
exponential /binary search. We assume that the corresponding function searchNextLargest
returns n 4 1 if no larger elements exists — this happens for the last bucket. The following
pseudocode uses this approach to emulate recursion in constant space for sequential 1S%o.

i:=1 —— first element of current bucket
ji=n+1 —— first element of next bucket
while i < n do
if j —i < ng then smallSort(a,i,j —1); i:=j —— base case
else partition(a,i,j — 1) —— partition first unsorted bucket
j = searchNextLargest(A[i], A,i + 1,n) —— find beginning of next bucket

4.7 Implementation Details

The strategy for handling identical keys described in subsection 4.4 is enabled conditionally:
After the splitters have been selected from the initial sample, we check for and remove
duplicates. Equality buckets are only used if there were duplicate splitters.

For buckets under a certain base case size ng, we stop the recursion and fall back on
insertion sort. Additionally, we use an adaptive number of buckets on the last two levels
of the recursion, such that the expected size of the final buckets remains reasonable. For
example, instead of performing two 256-way partitioning steps to get 2'6 buckets of 2 elements,
we might perform two 64-way partitioning steps to get 2'2 buckets of about 32 elements.
Furthermore, on the last level, we perform the base case sorting immediately after the bucket
has been completely filled in the cleanup phase, before processing the other buckets. This is
more cache-friendly, as it eliminates the need for another pass over the data.

IPS%0 has several parameters that can be used for tuning and adaptation. We performed
our experiments using (up to) k = 256 buckets, an oversampling factor of a = 0.2logn, an
overpartitioning factor of 3 = 1, a base case size of ng = 16 elements, and a block size of
about 2 KiB, or b = max (1,2111719825)) elements, where s is the size of an element in bytes.
In the sequential case, we avoid the use of atomic operations on pointers. All algorithms
are written in C4++ and compiled with version 6.2.0 of the GNU compiler collection, using
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the optimization flags “~march=native -03”. For parallelization, we employ OpenMP. Our
implementation can be found at https://github.com/SaschaWitt/ips4do.

5 Experimental Results

We present the results of our in-place parallel sorting algorithm IPS%*0. We compare
the results of IPS%*o with its in-place competitors, parallel sort from the Intel® TBB lib-
rary [25] (TBB), parallel unbalanced quicksort from the GCC STL library (MCSTLubq),
and parallel balanced quicksort from the GCC STL library (MCSTLbq). We also give
results on the parallel non-in-place sorting algorithms, parallel samplesort from the prob-
lem based benchmark suite [28] (PBBS) and parallel multiway mergesort from the GCC
STL library [29] (MCSTLmwm). We also ran sequential experiments and present the results
of 1S%0, the sequential implementation of IPS*o. We compare the results of 1S%*o with its
sequential competitors, a recent implementation [16] of non-in-place Super Scalar Sample-
sort [27] (s3-sort) optimized for modern hardware, BlockQuicksort [10] (BlockQ), Dual-Pivot
Quicksort [31] (DualPivot), and introsort from the GCC STL library (std-sort).

We ran benchmarks with nine input distributions: Uniformly distributed (Uniform),
exponentially distributed (Ezponential), and almost sorted (AlmostSorted), proposed by
Shun et. al. [28]; RootDup, TwoDup, and EightDup from Edelkamp et. al. [10]; and Sorted
(sorted Uniform input), ReverseSorted, and Ones (just ones). The input distribution RootDup
sets A[i] =i mod |/n], TwoDup sets Ali] = i*+% mod n, and EightDup sets A[i] = i®+ %
mod n. We ran benchmarks with 64-bit floating point elements and Pair, Quartet, and
100Bytes data types. Pair (Quartet) consists of one (three) 64-bit floating point elements as
key and one 64-bit floating point element of associated information. 100Bytes consists of
10 bytes as key and 90 bytes of associated information. Quartet and 100Bytes are compared
lexicographically. For n < 239, we perform each measurement 15 times and for n > 230, we
perform each measurement twice. Unless stated otherwise, we report the average over all
runs and use 64-bit floating point elements.

We ran our experiments on machines with one AMD Ryzen +1800 8-core processor
(AMD15S), two Intel Xeon E5-2683 v4 16-core processors (Intel2S), and four Intel Xeon
E5-4640 8-core processors (Intel4S). Intel2S and InteldS are equipped with 512 GiB of
memory, AMDIS is equipped with 32 GiB of memory. We use the taskset tool to set the
CPU affinity for speedup benchmarks. We tested all parallel algorithms on Uniform input
with and without hyper-threading. Hyper-threading did not slow down any algorithm. Thus,
we give results of all algorithms with hyper-threading. Overall, we executed more than 12 000
combinations of different algorithms, input distributions and sizes, data types and machines.
We now present a selection of our measurements and discuss our results. For the remaining
(detailed) running time and hardware counter measurements, we refer to the full paper [3].

Sequential Algorithms. Figure 6 shows the running times of sequential algorithms on
Uniform input executed on machine Intel2S. We see that IS%o is faster than its closest
competitor, BlockQ, by a factor of 1.14 for n = 232, On machine Intel4dS (AMD1S), IS%o
outperforms BlockQ even by a factor of 1.22 (1.57). DualPivot and std-sort, which do not
avoid branch mispredictions, are at least a factor of 1.86 slower than IS%o for n = 232. The
number of branch mispredictions of these algorithms for this input size is about 10 times
larger than that of 1S%o. s3-sort is the slowest sequential sorting algorithm avoiding branch
mispredictions and has fluctuations in running time for varying input sizes. Due to the initial
overhead, 1S%o is slower than BlockQ for n < 2'°.
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Figure 6 Running times of sequential al- Figure 7 Speedup of parallel algorithms with
gorithms on input distribution Uniform executed different number of cores relative to our sequen-
on machine Intel2S. tial implementation 1S*o on Intel2S, sorting 23°

elements of input distribution Uniform.

As expected, the running times for inputs with a moderate number of different keys
(TwoDup) are similar to the running times for Uniform. When the number of different keys
decreases (Exponential, EightDup, and RootDup in decreasing order), IS*o becomes even
faster by a factor of up to two on all machines. The running times of the competitors also
decrease. However, only DualPivot on Intel2S with RootDup distributed input comes close
for n > 228, Only input Ones and (almost) sorted input are hard for 1S*o; for example,
DualPivot outperforms 1S*o on AlmostSorted input by a factor of 1.70 for n = 232 (Intel2S).

Parallel Algorithms. Figure 8 (a—c) presents experiments of parallel algorithms on different
machines for Uniform input. We see that IPS%o outperforms its closest competitors, e.g., for
n = 232 on Intel2S (AMDI1S) by a factor of 2.13 (1.75), and all but TBB and IPS%o fail to
sort this input size on AMD1S due to memory limitations. For n > 226, IPS%o outperforms
its closest non-in-place competitors on Intel2S (AMD1S) on average by a factor of 2.26 (1.69)
and its closest in-place competitors by a factor of 2.78 (1.98). For the same input sizes, IPS%o
outperforms its closest competitors on InteldS in average just by a factor of 1.41. We believe
that the small difference in running time between IPS*o and its competitors on Intel4S is
caused by two factors: The slower memory modules (DDR4 vs. DDR3), and the long load
delays due to a ring interconnect between four sockets.

In Figure 8 (d—e), we present running times of parallel algorithms on input distributions
with duplicates (TwoDup and RootDup) on machine Intel2S. For n > 226 and a moderate
number of different keys (TwoDup), IPS%o still outperforms its in-place competitors on average
by a factor of at least 2.88 and its non-in-place competitors on average by a factor of at least
1.91. Experiments have shown that the running times on EightDup and Exponential are
similar to the running times on TwoDup. We also see that the non-in-place algorithms become
almost as fast as IPS%0 if we sort inputs which contain few different keys (RootDup). However,
IPS*o still outperforms its in-place competitors by a factor of at least 3.43 on this input
for n > 229, Figure 8 (f) depicts the running times of parallel algorithms on AlmostSorted
distributions on Intel2S. On AlmostSorted and ReverseSorted, the fastest non-in-place
algorithm, PBBS, performs similarly to IPS*o for large input sizes. Only on Sorted and Ones,
IPS%0 is outperformed by TBB, an in-place competitor. This is because TBB detects these
pre-sorted input distributions and terminates immediately. Further benchmarks on machines
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Intel4S and AMDI1S show that IPS%o also outperforms its non-in-place competitors on any
machine and that IPS%o is much faster than its in-place competitors except in the case of
Sorted and Ones inputs.

In Figure 8 (g-h), we give running times of Pair and 100Bytes data types on machine
Intel2S with uniformly distributed keys. We see that IPS*o outperforms its competitors, e.g.,
by a factor of 1.33 (non-in-place competitor) and by a factor of 2.67 (its in-place competitor)
for 229 100Bytes elements. Further benchmarks on machines Intel4S and AMD1S show
similar running times.

Figure 7 depicts the speedup of parallel algorithms executed on different numbers of cores
relative to our sequential implementation 1S*o on Intel2S, sorting Uniform input (n = 23°0).
We see that IPS*o outperforms its competitors on any number of cores. IPS*o outperforms
IS*o on 32 cores by a factor of 28.71, whereas its fastest non-in-place competitor, PBBS,
outperforms 1S%o just by a factor of 14.54. The in-place algorithms, MCSTLubq and MCSTLbq,
scale similarly to PBBS up to 16 cores but begin lagging behind for larger numbers of cores.
Further measurements show that IPS%o scales similarly on AMD1S. On Intel4S, IPS%o scales
well on the first processor. However, as the input data is stored in the memory of the first
processor, adding the second, third and fourth processors speeds up IPS*o by an additional
factor of only 1.45; again caused by the slower memory modules (DDR4 vs. DDR3) and the
long load delays due to a ring interconnect between four sockets.

6 Conclusion and Future Work

In-place super scalar samplesort (IPS%0) is among the fastest comparison-based sorting
algorithms both sequentially and on multi-core machines. The algorithm can also be used
for data distribution and local sorting in distributed memory parallel algorithms (e.g., [2]).
Somewhat surprisingly, there is even an advantage over non-in-place algorithms because
IPS*0 saves on overhead for memory allocation, associativity misses and write allocate misses.
Compared to previous parallel in-place algorithms, improvements by more than a factor of
two are possible. The main case where IPS%0 is slower than the best competitors (s3-sort
and BlockQuicksort) is for sequentially sorting large objects (Quartet and 100Bytes, see the
full paper [3]) because IPS*o moves elements twice in one distribution step. In this case, the
overhead for the oracle information of s*-sort is small and we could try an almost-in-place
variant of s3-sort with element-wise in-place permutation.

Several improvements of IPS%o can be considered. Besides careful adaptation of parameters
like k, b, o, and the choice of base case algorithm, one would like to avoid contention on the
bucket pointers in the block permutation phase when t is large. Perhaps the most important
improvement would be to make IPS%o aware of non-uniform memory access costs (NUMA)
depending on the memory module holding a particular piece of data. This can be done by
preferably assigning pieces of the input array to “close-by” cores both for local classification
and when switching to sequential sorting. In situations with little NUMA effects, we could
ensure that our data blocks correspond to pages of the virtual memory. Then, one can replace
block permutation with relabelling the virtual memory addresses of the corresponding pages.

Coming back to the original motivation for an alternative to quicksort variants in standard
libraries, we see IPS*o as an interesting candidate. The main remaining issue is the code
complexity. When code size matters (e.g., as indicated by a compiler flag like -0s), quicksort
should still be used. Formal verification of the correctness of the implementation might help
to increase trust in the remaining cases.
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—— Abstract

Cardinality constrained bin packing or bin packing with cardinality constraints is a basic bin

packing problem. In the online version with the parameter k£ > 2, items having sizes in (0, 1]
associated with them are presented one by one to be packed into unit capacity bins, such that the
capacities of bins are not exceeded, and no bin receives more than k items. We resolve the online
problem in the sense that we prove a lower bound of 2 on the overall asymptotic competitive
ratio. This closes the long standing open problem of finding the value of the best possible overall
asymptotic competitive ratio, since an algorithm of an absolute competitive ratio 2 for any fixed
value of k is known. Additionally, we significantly improve the known lower bounds on the
asymptotic competitive ratio for every specific value of k. The novelty of our constructions is
based on full adaptivity that creates large gaps between item sizes. Thus, our lower bound inputs
do not follow the common practice for online bin packing problems of having a known in advance
input consisting of batches for which the algorithm needs to be competitive on every prefix of the
input. Last, we show a lower bound strictly larger than 2 on the asymptotic competitive ratio
of the online 2-dimensional vector packing problem, and thus provide for the first time a lower
bound larger than 2 on the asymptotic competitive ratio for the vector packing problem in any
fixed dimension.
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1 Introduction

Bin packing with cardinality constraints (CCBP, also called cardinality constrained bin
packing) is a well-known variant of bin packing [18, 19, 17, 9, 10, 11, 15]. In this problem, a
parameter k is given. Items of indices 1,2, ...,n, where item ¢ has a size s; € (0, 1] are to be
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split into subsets called bins, such that the total size of items packed into each bin is at most
1, and no bin has more than k items. In the standard bin packing problem, only the first
condition is required.

CCBP is a special case of vector packing (VP) [14]. In VP with dimension d > 2, a set of
items, where every item is a non-zero d-dimensional vector whose components are rational
numbers in [0, 1], are to be split into subsets (called bins in this case as well) such that the
vector sum of every subset does not exceed 1 in any component. Given an input for CCBP,
an input for VP is created as follows. For every item, let the first component be %, the
second component is s;, and the remaining components are equal to zero (or to %)

In this paper we study online algorithms, which receive input items one by one, and pack
each new item irrevocably before the next item is presented, into an empty (new) bin or
non-empty bin. Such algorithms receive an input as a sequence, while offline algorithms
receive an input as a set. By the definition of CCBP, an item 7 can be packed into a
non-empty bin B if the packing is feasible both with respect to the total size of items already
packed into that bin and with respect to the number of packed items (i.e., the bin contains
items of total size at most 1 — s; and it contains at most k — 1 items). An optimal offline
algorithm, which uses a minimum number of bins for packing the items, is denoted by OPT'.
For an input L and algorithm A, we let A(L) denote the number of bins that A uses to pack
L. We also use OPT(L) to denote the number of bins that OPT uses for a given input L.
The absolute competitive ratio of an algorithm A is the supremum ratio over all inputs L
between the number of its bins A(L) and the number of the bins of OPT, OPT(L). The
asymptotic approximation ratio is the limit of absolute approximation ratios Rgx when K
tends to infinity and Ry takes into account only inputs for which OPT uses at least K bins,
that is the asymptotic competitive ratio of A is

li s AL)
im up —_— .
K—o0 opr(ny>kx OPT(L)

The term competitive ratio is used for online algorithms instead of approximation ratio and
it is equivalent. In this paper we mostly deal with the asymptotic competitive ratio, and
also refer to it by the term competitive ratio. When we discuss the absolute competitive
ratio, we use this last term explicitly.

In this paper, we resolve the long standing open problem of online CCBP, in the sense
that we find the best overall asymptotic competitive ratio and the best overall absolute
competitive ratio. An algorithm with an asymptotic competitive ratios of 2 has been designed
by Babel et al. [4], and a similar algorithm was shown to have an absolute competitive ratio
of 2 [6] (earlier, it was known that the competitive ratio of a suitable variant of First Fit
is below 2.7 for any k [18]). However, prior to this work, all lower bounds were strictly
smaller than the best lower bounds for standard bin packing [23, 5]. With the exception of
the case k = 2 for which simple algorithms have competitive ratios of 1.5 [18, 10], and a
more sophisticated algorithm has a competitive ratio of at most 1.44721 [4], all lower bounds
on the competitive ratio were implied by partial inputs of ones used to prove lower bounds
for standard bin packing [24, 23, 5] (such lower bounds can be used for k > % when all
items have sizes no smaller than §, for a fixed value § > 0), and modifications of such inputs
[4, 12, 6]. That is, all lower bounds had the form where a number of lists may be presented,
each list has a large number of items of a certain size (the sequence of sizes of the different
lists is increasing, and the numbers of items in the lists are not necessarily equal). The
unknown factor is the number of presented lists, that is, the input can stop after any of the
lists. See Table 1 for values of previously known lower bounds (and note that for k = 3,4,5,6
algorithms with competitive ratios strictly below 2 are known [10]).
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Table 1 Bounds for 2 < k < 10. The middle column contains the previously best known
asymptotic lower bounds on the asymptotic competitive ratio for CCBP with parameter k. The
right column contains our improved lower bounds.

Value of k | previous lower bound ‘ new lower bound

2 1.42764 [12] 10 ~ 1.42857
3 3=15 [4] 1.55642
4 3=15 [12] 1.63330
5 3=15 6] 1.69776
6 3=15 [24] 1.74093
7 2T ~ 151748 [6] 1.77223
8 22 ~1.52381 [6] 1.79634
9 189 ~ 1.524194  [6] 1.81563
10 235 ~1.52597  [6] 1.83148
200000 1.54037 [5] 1.99999
k— oo 218 ~ 1.54037 [5] 2

In this work, we take a different approach for proving lower bounds, where many of the
item sizes are based on the complete and precise action of the algorithm up to the time it is
presented. While some ingredients of our approach were used for the very limited special
case of k = 2 in the past [7, 4, 12], it was unclear how and if it could be used for k£ > 2. In a
nutshell, in these lower bound sequences for & = 2, sub-inputs were constructed such that
items packed in certain ways (for example, as the second item of a bin) had much larger sizes
than items of the same sub-input packed in other ways. Here, we generalize the approach
for larger values of k by defining careful constructions where sufficiently large multiplicative

gaps are created. This requires much more delicate procedures where item sizes are defined.

Additionally, we improve the lower bounds for all values of k, and in particular, prove
lower bounds above the best known lower bound on the competitive ratio for standard online
bin packing, 1.54037 [5] for & > 3. Already for k = 3 our lower bound is above 1.55, and
already for k = 4, our lower bound is above the competitive ratio of many algorithms for
standard online bin packing (see for example [21, 22]).

Our result for CCBP provides, in particular, a lower bound of 2 for the asymptotic
competitive ratio of VP in two dimensions. The previously known lower bounds for VP are
as follows. The best results for constant dimensions are fairly low, and tending to 2 as the
dimension d grows to infinity [13, 8, 7], while a lower bound of Q(d*~¢) was given by Azar et
al. [2] for the case where both d and the optimal cost are functions of a common parameter
n that grow to infinity when n grows to infinity, and thus this result does not give any lower
bound on the competitive ratio for constant values of d (see also [1, 3] for results on vectors
with small components). In particular, the best lower bound for d = 2 prior to this work was
1.67117 [13, 8, 7]. An upper bound of d + 0.7 on the competitive ratio is known [14]. We
conclude this work by establishing a lower bound strictly larger than 2 on the competitive
ratio of 2-dimensional VP, and thus we show here for the first time that the 2-dimensional
VP is provably harder for online algorithms than its special case of CCBP.

Note that the offline CCBP problem is NP-hard in the strong sense, and approximation
schemes are known for it [9, 11, 15]. We note that for online CCBP, it is sometimes the
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case that the competitive ratio for some specific algorithms for CCBP is larger by 1 with
comparison to that of the corresponding algorithms for standard bin packing [18, 16, 20, 10].
Interestingly, this is not the case with respect to the results shown in this paper.

1.1 Paper outline

We discuss general properties in Section 2, and we define procedures for constructing sub-
inputs in Section 3. Our main result, an overall lower bound of 2 on the competitive ratio of
any online algorithm for CCBP is proved in Section 4, and improved lower bounds for fixed
values of k are given in Section 5. Our result for VP is established in Section 6. Omitted
proofs appear in the full version of this work.

2 Preliminaries

The analysis of the lower bounds on the asymptotic competitive ratio of online algorithms
will be based on the following lemma that basically allows us to disregard a constant number
of bins in the costs of the optimal solution and the solution returned by the algorithm.

» Lemma 1. Consider an algorithm ALG, such that the asymptotic competitive ratio of the
algorithm ALG is at most R, where R > 1 is a fixed value, and let f(n) denote a positive
function such that f(n) = o(n) and for any input, ALG(I) < R-OPT(I)+ f(OPT(I)). Let
C, >0, Cp > 0 be constants. Assume that for a given integer Ny, for any integer n > Ny
there is an input I™ for which OPT(I™) = Q(n), then we have

. ALG(I™) + C,
> _—
=1 5 b1y — 6
Proof. We have
ALG(I™) + C, <R. OPT(I™) — Cy n Co+R-Cy L f(OPT(I™))

n n n n

for any n > Np.
Since ALG(I") + C, > OPT(I™) — C, and OPT(I"™) — C, = Q(n) while C, + R - Cp +
f(OPT(I™)) = o(n), letting n grow to infinity implies that
ALG(I™) + C,
R>limsup ———%—— . <
=Y oPT(IN) - G,

In what follows, we will use Lemma 1 as follows. We construct inputs whose size depends
on a parameter IV, so that the costs of optimal solutions increase with the input size. We
will compare the cost of a fixed online algorithm ALG plus a suitable non-negative constant
to the optimal cost minus a suitable non-negative constant by considering their ratio.

3 Constructions of sub-inputs

In this section we introduce the core of our lower bound constructions. In such constructions,
we adaptively present inputs that are based on the behavior of the algorithm. More specifically,
we define several procedures that construct sub-inputs according to certain conditions.
Similarly to [4, 12, 7] (and other work on online problems), a new input item is presented
at each time, where its size is based on the action of the algorithm on previous items. For
example, if the previous item was packed into an empty bin, the size of the next item is
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different from the size that would be used if the previous item is added to a non-empty bin.

In order to ensure that the properties are satisfied, we will define invariants, and we will
prove the specific properties that we need in the sequel via induction. The constructions
use k as a parameter since they are defined to be used for CCBP. However, they can be
used for any packing problem of items into bins and the property that k is the cardinality
constraint is not used in the constructions of sub-inputs (it is used later in the analysis of
inputs constructed using these sub-inputs). Thus, if the constructions are used for other
problems like we do for VP, the parameter k£ should be specified.

In the first procedure, the most important property is that there will be a gap between
two types of items constructed by applying the procedure, in the sense that the procedure
creates items that will be called small and items that will be called large, any large item is
larger than any small item, and there is a requirement on the size ratio that will be satisfied

(a multiplicative gap between the size of the smallest large item and the largest small item).
Such constructions differ from previous work [4, 12, 7] where only an additive gap was created.

The gap was always positive, but it could be arbitrarily small. In particular, one limitation
was that it was unknown how such an approach could be used for CCBP with parameter
k> 2.

We will also use this method to construct sub-inputs with large items, such that there
is a multiplicative gap in the differences between 1 and the items sizes. This new method
will allow us to provide a tight overall result for CCBP, new and significantly improved
lower bounds on the asymptotic competitive ratio for CCBP with fixed values of k, and our
improved lower bound for VP.

3.1 Procedure SMALL

In this first procedure called SMALL, a rational value 0 < € < 1, and an integer upper bound
N on the number of items to be presented are given. The goal is to present (at most) N
items of sizes in (0, €], such that every item will be seen as either a small item or a large
item, and such that any large item is more than k times larger than any small item. In fact,

a stronger requirement on the item sizes will hold. Moreover, all item sizes will be rational.

Given two logical conditions, C; and Cj specified for each construction (such that for every
packed item, exactly one of them holds), a new item will be defined as small if C; holds and
it will be defined as large if Cy holds. There is a third condition Cs that is based on the
packing of the prefix of items introduced so far, and the sub-input is stopped if C3 holds.

Let NV be an upper bound on the number of items that will be created by the procedure.

Let N’ < N be the actual number of items (where N is known in advance and used for
the sequence construction, while N’ is not necessarily known in advance and it becomes
known when C3 holds for the first time). The item sizes a1, ag, ..., ans will be defined based
on another sequence x1,Ts,...,xy/, such that a; = ¢ - k=% for 1 <1 < N’. The values z;
will be integral in order to ensure that the values a; will be rational. There will also be
two sequences of values 71,...,7ys and p1,..., pns, representing thresholds on item sizes of
further items.

Let 7o = 2V*%2, pg = 2¥*3 and i = 1. The process is defined as follows for any given
value of i (such that 1 < i < N’). Let z; = T‘ﬁ% (we will show that these values are
integers). After the algorithm packs item ¢, if Cy holds, let 7; = 7,1 and p; = z; and if Cy
holds, let , = x; and p; = p;—1. If C3 holds or i = N, stop and otherwise increase i by 1.

Intuitively, the process is as follows. The interval (7, p;) contains the x; values of all
further items (with j > 4), and for j <4, all items satisfying Cy have x; values in [p;, po) and
all items satistying Cy have x; values in (79, 7;]. In each iteration 4, the new values 7;, p; are
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defined such that these requirements are satisfied. In particular, the x; values of any item
satisfying C are larger than those of items satisfying C5. Next, we establish the invariants
of this procedure.

» Lemma 2. Let N’ be the number of items. For any i such that 1 <i < N', p; < p;_1
and T; > T;,—1. Additionally, we have p; — 7; = 2N+2=1 il x; values are integral, if item i
satisfies C1, x; > pns and otherwise x; < Tnv.

Proof. We start with showing that the x; values as well as p; and 7; are integral and
pi — 7 = 2VT27% We prove this by induction. Indeed py = 2V*3 that is integral, 7o = 2V+?2
that is an integer as well. Furthermore, pg — 70 = 2V%2, and z; = 3-2V+! that is an integer,
and no matter if the first item satisfies C; or C3, we have that both p; and 71 are integers,
and p1 — 11 = 2N+1 Thus, the cases i = 0 and ¢ = 1 for the induction claim hold. Assume
that p;_1 — 71 = 2¥™37% holds for some i where 1 < i < N’ — 1. Then,

Ti— i— i—1 — Ti— .
T = % — 7+ % — iy 2N

which is an integer for 1 < ¢ < N, since 7;,_; is an integer. Moreover, if 7; = 7,_1 and

pi = x;, then p; — 7, = x; — 7,1 = 2=57=1 and otherwise 7; = z; and p; = p;_1, then

pi — T = pi—1 — x; = P=2T=L In both cases, p; — 7 = 2N+2=% and both 7; and p; are
integers. Since, in particular, for any i, p; > 7; holds and x;;1 is their average, we find
T < xiy1 < p;. Thus, p; < p;—1 and 7; > 7;_1 holds for any 7.

Finally, since in the case that item 4 satisfies C, we let p; = z;, and in the case that
item i satisfies Co, we let 7; = x;, we get x; = p; > pir1 > ... > pnv in the first case, and

i =7; < Tip1 < ... < 7nv in the second case. |
» Corollary 3. For any item i, a; € (E . k’zNH, €- k72N+2>, and in particular a; < 1714 For
any item i1 satisfying C1 and any item iy satisfying Ca, it holds that Z—z > k.
i1
Note that it is possible that the constructed input is such that there are only items

satisfying C'y or only items satisfying Cs.

Proof. The first claim holds by definition. Since we have x;, > pys and z;, < 7n/, we get
Z—z > kPN TN Using py: — TN: = 2N+2-N" > 4 a5 N’ < N, we find 22 > k4 > k. <
1

Qg

3.2 Procedure LARGE

The second type of input is such that all items have sizes in (1 — ¢, 1) for a given value ¢ > 0.
The construction is the same as before, but the size of the ith item is b; = 1 — a;. The terms
“small” and “large” refer to the difference between the size of the item and 1.

» Corollary 4. Allb; for 1 <i< N arein (1 —¢-k~ ,1—¢e-k
small item is and any large item iy satisfy 1 —b;, > k- (1 —b;_).

oN+2

72N+3). The sizes of any

3.3 Procedure SMALLandLARGE

We will also use a procedure where the conditions C7 and C5 are not fixed, and they are
based on additional properties of the packing and the input that has been presented so
far. Moreover, in this case the size of each item is based on a;, but it is fixed for each
item separately (it will be either a; or 1 — a;). In this construction the sub-input will be
decomposed into parts where for an item of an odd indexed part the size of the item will
be 1 — a;, whereas for an item of an even indexed part the size of the item will be a;. The
definitions of C; and C5 will also depend on the parity of the index of the part containing
the item. This procedure is called SMALLandLARGE.
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4 A lower bound of 2 for CCBP

The general structure of inputs constructed in this section is as follows. There are a large
number of very small items, such that the first item packed into a bin by the algorithm is
significantly larger than small items packed as a second item or later. Afterwards, there
are two cases. In the first case there are very large items (of sizes almost 1) that can be
combined with k£ — 1 items that arrived earlier, but only with those that are smaller. Thus,
an optimal solution can pack all items densely except for those items that are first in their
bins (for the algorithm). The algorithm cannot use its previously packed bins again to pack
new items, and therefore the best approach is to pack a large number of items into each bin
(otherwise the percentage of larger small items is larger, which makes the optimal packing
more sparse, but the algorithm has an even larger number of bins, and the effect of the last
property is more significant). Another option is that instead of the very large items, items
slightly larger than % will arrive, in which case it turns out that the algorithm should have
packed k — 1 items into each bin (so that a new item could be still packed there). For very
large values of k, the two values k — 1 and k are not very different, and since the algorithm
does not know which items will arrive, packing k — 1 items into each bin (if k is very large)
is a good strategy. The result of packing k — 1 items into each bin is that in the first case
the very large items increase the number of bins roughly by a factor of 2, while an optimal
solution has relatively few bins with k£ small items. Note that the order of options in the
construction below is reversed for the sake of convenience.

Let N be a large integer. Apply procedure SMALL with ¢ = 1 for the construction of N
items (i.e., condition C5 never happens). The condition Cs is that the item is packed as the
first item of some bin (into an empty bin), and the condition C} is that the item is packed
into a non-empty bin. The item sizes are no larger than ;—4 The multiplicative gap between
the smallest large item and the largest small item is larger than k. The N items presented
so far will be called the first phase items. Let § > 0 denote the largest size of any first phase
item packed not as a first item of a bin (the largest small item). Let « = k- d. Any first

phase item that is packed as the first item of a bin (a large item) has size strictly above «.

Let A < 1%3 be the largest size of any first phase item. Obviously, 1 — kA > 1 — k—lz > %

For the first phase items, let X denote the number of bins packed by the algorithm that
contain k items, and let Y denote the number of other bins (such that there are X +Y bins
in total after N items have been presented).

The first phase items are followed by another set of items called the second phase items.

This set of items is selected out of two possible options. The first option is that [%W items
of size 1 — kA arrive, and the second option is that (% items of size 1 —a=1—kd
arrive. In both cases it is possible to create an offline solution such that each bin (except
for possibly two bins) has k items. In the first case, an offline solution has [ ] bins, each
with one item of size 1 — kA and an arbitrary subset of k — 1 first phase items (the last bin
may have a smaller number of such items). Such a solution is optimal. In the second case,

an offline solution has [%] bins, each with one item of size 1 — ké and k — 1 small

first phase items, and [%] bins with k large first phase items (for each one of these two
bin types, the last bin may have a smaller number of such items). Indeed the last solution is

an optimal solution though we will only use that it is a feasible solution.

In the first case, the algorithm cannot use the bins that already have k items for packing
second phase items, and its cost is at least X + “%11 > X+ T]Xl In the second case, the
algorithm cannot use any of its bins to pack any second phase item, as each bin has a large
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first phase item of size above «, so its cost is

N-X,-Y
k—1

N-X,-Y

Xk‘f‘Y‘i"r y—

-‘ZX;C-FY-F

We call the two inputs (of the two cases) I; and I. Obviously, since each input consists
of more than N items, OPT(I;) = Q(%) and OPT(Iz) = Q(%) hold. Letting N = kn
provides an input I™ as required. By Lemma 1, we will analyze modified competitive ratios

% for fixed constants C, and Cj.

For the input I;, OPT(I;) — 1 < % and ALG(I) > Xy + TIL For the input Io,

OPT(Ip) —2 < N=Xu=¥ 4 XY and ALG(I) > Xp + V + ¥=Xe=Y
First, we analyze the competitive ratio r for input I and show that it tends to 2 as k grows
to infinity. Let Z = Xy + Y. We have OPT(Iy) —2 < ¥=Z 1 Z and ALG(I,) > Z + N=Z.

k—1
Thus,

of the form

kZ(k — 1)+ k(N —2)  Z(k* — 2k) + kN

"SUN-2)+(k—-1)Z  kN-Z

Since Z > % and the last lower bound on r is a ratio between an increasing function of Z and

a decreasing function of Z, we conclude that by substituting % instead of Z in the last bound,

. . N(k—2)+kN _ 2-2/k _ 2k
we achieve a valid lower bound on r. Thus, we have r > IN-X = 11/ — Rl and

the last bound tends to 2 when k grows to infinity. By Lemma 1, the overall (asymptotic)
competitive ratio is at least 2. Since there is a 2-competitive algorithm for any value of k [4]
(even for the absolute competitive ratio [6]), we establish the following.

» Theorem 5. The overall best possible asymptotic and absolute competitive ratios for bin
packing with cardinality constraints are equal to 2.

To obtain a better lower bound on the asymptotic competitive ratio r for a fixed value of
k > 3, we use I; as well. By r > 012’36(;1(1[)111 > Xk:z;['l‘/]:k/ikljl) we have (k—1)X, < (r—1)-N.
By counting arguments, N < kX + (k — 1)Y holds, and we get X, > N — (k —1)Z, and

(r—1)N>(k-1)X,>(k—1)(N-(k—1)Z)=(k—1)N — (k—1)?- Z. Rearranging gives

(k—r)N
7w

Z(k*—2k)+EN

n—z > which is equivalent to

As we saw earlier, by using I, we have r >
Z(k* =2k +7) < kN(r —1).
Combining the lower bound and upper bound on Z results in

(k—7r)N(k? -2k +r
(k—1)?

or equivalently
r? 4+ r(k® — k? —2k) — (2k® —4k* + k) > 0.

Since k3 —k? —2k > 0 holds for k£ > 2 and 2k* —4k% 4k > 0 holds for k > 2, it is sufficient to

. " Lo k+k?—k3 k3 —k2—2k)?2 k3 —4k2+k
find the (unique) positive root which is equal to 2kt V/( 5 2k)7 AR —ARPTR) e

last expression is a lower bound on r and thus the following holds.
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» Theorem 6. For any k > 3, the asymptotic competitive ratio for bin packing with cardinality
constraints is at least

2k 4+ k2 — k3 + VK6 — 2k5 — 3k4 + 12k3 — 12k2 + 4k
5 .

The last lower bound is equal to approximately 1.54983 for & = 3, 1.63330 for k = 4,
1.69047 for k =5, 1.73214 for k = 6, 1.76388 for k =7, 1.78888 for k = 8, 1.80909 for k = 9,
and 1.82575 for k = 10. For k = 2 the resulting lower bound is v/2 and the construction (for
the case k = 2) is indeed similar to that of [7, 4].

5 Better lower bounds for CCBP for some small values of &k

In this section we prove the next theorem that improves the resulting bounds of Theorem 6
for these values of k.

» Theorem 7. The following approximate values are lower bounds on the asymptotic com-
petitive ratio: The value 1.42857 for k = 2 (the exact value of this lower bound is %), 1.55642
for k =3, 1.69776 for k = 5, 1.74093 for k = 6, 1.77223 for k = 7, 1.79634 for k = 8,
1.81563 for k =9, and 1.83148 for k = 10.

6 Vector packing

As explained in the introduction, vector packing is a generalization of CCBP, and thus the
results of the previous sections imply, in particular, a lower bound of 2 on the asymptotic
competitive ratio for VP in two or more dimensions. In this section we show that VP is more
general, by improving the result, and showing a lower bound above 2 for VP with constant
dimensions. Our result is the first lower bound strictly above 2 for any fixed dimension VP
(recall that currently, the best known upper bound for d-dimensional VP is d 4+ 0.7 and for
2-dimensional VP 2.7 [14]). We prove the result for two dimensions (and the result for higher
dimensions follows since the asymptotic competitive ratio is monotone in the dimension, as
any d-dimensional vector can be augmented by d’ — d zeroes to become a d’-dimensional
vector). Once again we consider a fixed deterministic online algorithm ALG, but this time it
is an algorithm for VP. Let R be the asymptotic competitive ratio.

The main idea of the lower bound is at follows. First, there are items whose first
component is % for an appropriately chosen integer k, while the second components are very
small. The items are such that the second components are sufficiently larger for items packed
first into their bins by the algorithm compared to those that are not packed first. Afterwards,
one option is that the following items have a very large second component and their first
component is zero (this is equivalent to the items in the construction for CCBP). Every such
item could be packed with k items that arrived earlier, but never with the first item of a bin
of the algorithm, and thus the new items require new bins, while an optimal solution can
pack almost everything densely. For this option it is most profitable for the algorithm to
pack k items in each bin. In the other cases, it turns out that it is better to pack much less
than k items per bin, as further items will have first components of # for an integer value

of a (which is selected based on the action of the algorithm). Those items will have second
1 1

components above z, and there may be further items whose second components are above 3.

37
Let & > 10 be a large integer. The set of inputs we define will consist of at most

three phases (where a phase is a sub-input). The first phase of the input is based on the
construction for CCBP as follows. For a large integer N > 1000, there are N items whose
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first component is % The second components of items are constructed using procedure

SMALL with ¢ = k*QNH, such that SMALL is applied for the construction of N elements
(i.e., condition C5 never happens). The condition C5 is that the item is packed as the first
item of some bin (i.e., it is packed into an empty bin), and the condition C; is that the item
is packed into a non-empty bin. The N (two-dimensional) items presented so far will be
called the first phase items. The second components of the first phase items are no larger
than k=2" " < 1714 Due to the value of the first component, in any packing every bin has at
most k first phase items. A first phase item packed as the first item of a bin will be called
large and any other first phase item will be called small.

The multiplicative gap between the smallest second component of any large item and the
largest second component of any small item is greater than k. Let § > 0 denote the largest
second component of any small first phase item. Let o = k- §. Any large first phase item
has a second component strictly above a. Let A < k% be the largest second component of
any first phase item. Obviously, 1 —a=1—kd > 1 — 1%3 > (0.999.

(o, X0
N ’
where ©® < 1 as every bin has at least one item out of the N items. Let the input of

Let X; denote the number of bins packed with 4 first phase items and let © =

first phase items be denoted by I. At this time, any k items can be packed into a bin,
and thus OPT(I) < [§]. Tt ALG(I) = ON > 3 we get R > gpmiriey > 3. Thus, we
assume in what follows that © < % Since every bin of the algorithm contains exactly one
large item and the remaining items are small, there are ON < % large items and at least

N —-ON > w > % small items.

The first option for the second part of the input is similar to the construction for CCBP
(the second part of the input will also be the last part of the input in this specific case). The
next phase of items will consist of [N%?NW items called second phase items, whose first
component is zero and the second component is 1 — «a = 1 — kd. This input (consisting of
the first phase items and the second phase items) is called I’. By the following lemma we

have 14+ (k —1)© < R.

» Lemma 8. We have ALG(I') = ON + [¥=8N] > QN 4 N=ON _ N+(k;1)®N and

k k
OPT(I') -2 < 2N 8N = [

Proof. It is possible to create a feasible solution for I’ where each bin (except for possibly
two bins) has k first phase items. This solution has [¥=2%7 bins, each with one second
phase item and k small first phase items, and f%} bins with k large first phase items
(for each one of these two bin types, the last bin may have a smaller number of first phase
items). Indeed the last solution is an optimal solution (since second phase items cannot be
packed with large first phase items), though we will only use that it is a feasible solution.
We conclude that OPT(I') —2 < w + % = % The algorithm uses a different new bin
for each second phase item, since every such item has a second component larger than %,
and every bin with first phase items has a total size above « in its second component. Thus,

we get ALG(I') = ©ON + [w] > ON + N—kGN _ N+(k;1)®N. <

Let b be an integer such that b < %. For any integer a such that 1 < a < b, there will
be two possible inputs I} and I2. All inputs start with the first phase items defined above.
The second phase of items is identical for the two inputs I! and I? (but it is different for

different values of a). Let Ty = fj\;g:ga@] Intuitively, when considering an optimal packing of
the small first phase items in I} and I2, most of the bins will contain k — 2a small first phase

items, and thus I', is approximately their number. The second phase items are constructed
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using SMALL with the same value of k as for the first phase items as follows. The number
of items is N, = I', (and once again C3 never happens and all items are presented). The
sizes are built using ¢ = 1, and the conditions C; and Cs are as follows. We let C5 be the
condition that the item is packed into a bin that does not have a second phase item, and

(1 is the condition that the item is packed into a bin that already has a second phase item.

The first component of each item is . Given the ith output of SMALL denoted by z, for
the ith item, the second component is defined as % + z. If z is defined when C5 holds, we say
that the item whose vector is (%, % + 2) is large, and otherwise it is small. Since 0 < z < 77
for any item, the items satisfy that their second components are strictly larger than %, and
they are not larger than % + k% < 0.3335. Furthermore, we conclude that the difference
between the smallest second component of a large second phase item and the largest second
component of a small second phase item is at least 2

Obviously, since second phase items have second components above %, no bin can have
more than two such items. Let Y{* and Y3' denote the numbers of bins with one second
phase item and two second phase items, respectively (note that there may be such bin that
contain first phase items and bins that do not, and both kinds are included in these two
values according to their numbers of second phase items, while bins with only first phase
items are not included). There are Y5 small second phase items and Y* 4+ Y3* large second
phase items (and Y +2Y* = T',). Note that since the first component of second phase items
is %, they could not have been packed into bins with at least £ —a + 1 first phase items.

Input I! continues with T', items, each of the form (%,0.6). Let % + ¢’ be the largest
second component of a small second phase item (such that for any large second phase item,
its second component is larger than % + 28’), and observe that since ¢’ > k*2N+3, the total
sum of second component of a set of at most k first phase items is at most ¢’. Input I?2
continues with the third phase items as follows. (%1 items, each of the form (%, 2 —24§'),

k3
and [4%] items, each of the form (0,1 — a). Let A, = Zf:c X;.
» Lemma 9. The costs of the algorithm satisfy
ALG(I;) > Apgr1 + Y3 + 1,

and

ALG(I2) > Apasr + Y0 4 Y 4 Lo TH5 N

4 4k
Proof. For I}, the algorithm cannot use any bin with at least k — a + 1 first phase items
to pack any other items (as second phase and third phase items afterwards have a first
component of value #), and the algorithm cannot pack an item of the form (%, 0.6) into a
bin with two second phase items. Thus, using A, = Zf:c X;, the total number of bins of
the algorithm is at least Ap_q4+1 + Yy + La.

For I2, the algorithm cannot use any bin with at least k — a + 1 first phase items to pack
items whose first component is 7, and it cannot use any bins with first phase items to pack
items whose second component is 1 — «. Moreover, since every bin with second phase items
has a large second phase item, the algorithm cannot pack any third phase item into a bin
containing at least one second phase item (and each bin with a third phase item will contain
exactly one third phase item). The only bins that can possibly be used for third phase items
are those with at most k — a first phase items and no other items. Thus, the number of bins
is at least Ap_q11 + Y + Y5 + F“Ziw; + & <

We next analyze optimal solutions for I} and I2.
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» Lemma 10. The cost of the optimal solutions for I} and I? satisfy

NO
OPT(If) < T+ [—=]
and
N YP+Yy T,+2Y8 9N N 30,  ON
2y 1Y 1 2 a 2 IV _ a 4V )
OPT() s o+ ——— +——— tm tid= g+ + 5 +4

Proof. For I} consider the following feasible solution. There are I', bins, each with a second

phase item (whose first component is £ and its second component is in (%70.3335)), one

item of the form (¢,0.6), and k — 2a first phase items where each such item has a first
component of % and its second component is no larger than k% (the last bin may contain
a smaller number of first phase items). The first component of the sum of the vectors of
these items is 1, and the second component is at most 0.3335 + 0.6 + k—ls < 1. The remaining
first phase items (there are at most N©O such items) are packed k in a bin. We find that
OPT(If) <T, + [¥€].

For I2, there are [ bins, each with one item of the form (0,1 — «) and k small first
phase items (recall that the number of small first phase items is larger than & +k), (%]
bins with at most two large second phase items and at most k — 2a first phase items, [%]
bins with one item of the form (¢, 2
most k — 2a first phase items. The remaining first phase items are packed into additional

—2¢"), and at most one small second phase item, and at

bins, such that every bin has k such items. All items are packed since the number of small

second phase items, Yy, is no larger than FQ—“, SO F“Zﬁ > Y5, The total space for first
phase items in the first three kinds of bins is at least
N YP+YSE T, +2YF N k—2a
o k—292 1 2 a 2 _ . Fa
pTk=20) < 2 T 1 FEREER
N 3 3
>—+-N(1-0)=N--N
2 +,N1-9) Ve
so the number of bins of the last kind is at most %] < % + 1 since © < % We find that
N Yf+YS) T,+2Y3 9N N 3D 9N
PT 1'2 < 1 2 a 2 T 4= a g4V 4.
OPTU) <t =% =1ttt gt3 tpt <

We get

R ALGUY)  Aian Y5 Lo

= OPT(If)—2~  AN-Ne [ Xe »
S +2Yy
R> ALG(Ig) > Ak7a+1 +Y1a+}/2a+ %2 + % .

= OPT(I$)—5

gN-_N©
k—2a + IN
4 4k2

N

ot
We let f§ = b/k and let k grows to infinity. Choosing S =~ 0.192806 and using the

inequalities we showed, we find R > 2.03731129, and thus we conclude the following theorem.

» Theorem 11. The asymptotic competitive ratio of any online algorithm for vector packing
with d > 2 is at least 2.03731129.
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—— Abstract
We study the problem of computing constrained shortest paths for battery electric vehicles. Since
battery capacities are limited, fastest routes are often infeasible. Instead, users are interested
in fast routes where the energy consumption does not exceed the battery capacity. For that,
drivers can deliberately reduce speed to save energy. Hence, route planning should provide
both path and speed recommendations. To tackle the resulting A'P-hard optimization problem,
previous work trades correctness or accuracy of the underlying model for practical running times.
In this work, we present a novel framework to compute optimal constrained shortest paths for
electric vehicles that uses more realistic physical models, while taking speed adaptation into
account. Careful algorithm engineering makes the approach practical even on large, realistic
road networks: We compute optimal solutions in less than a second for typical battery capacities,
matching performance of previous inexact methods. For even faster performance, the approach
can easily be extended with heuristics that provide high quality solutions within milliseconds.
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1 Introduction

Battery electric vehicles (EVs) have matured, giving the prospect of high powertrain efficiency
and independence of fossil fuels, but a major hindrance of their adoption remains the limited
battery capacity of most vehicles combined with a lengthy recharge time. To overcome range
anxiety, careful route planning that prevents battery depletion during a ride is paramount.
Besides a limited cruising range, another substantial difference to vehicles run by combustion
engines is the ability to recuperate energy when braking. Naturally, such aspects have to be
reflected in any kind of route planning application for EVs.

Classic route planning approaches make use of a graph-based representation of the consid-
ered transportation network, where scalar edge weights correspond to, e. g., travel times. A
shortest path is then found by Dijkstra’s algorithm [15]. A wide range of speedup techniques [3)
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enable provably correct but faster queries in practice. For instance, A* Search [27] uses
vertex potentials to guide the search towards the target. Contraction Hierarchies (CH) [23],
on the other hand, employs a preprocessing step to obtain a directed acyclic search graph
that allows to skip vast parts of the network at query time. For that, it iteratively contracts
vertices according to a heuristic vertex ranking, while adding shortcut edges to maintain
distances within the remaining graph. Extensions to multicriteria scenarios exist for both
A* [17, 32, 33, 36] and CH [21, 22, 38]. Moreover, CH and A* can be combined to Core-
ALT [6], where all but the highest-ranked vertices are contracted, which form the core graph.
On that, a variant of A* uses precomputed distances to landmark vertices [24].

Route planning for EVs requires handling battery capacity constraints and negative edge
weights (due to recuperation), which is tractable when optimizing energy consumption as a
single criterion [9, 16, 35]. However, energy-optimal routes often exhibit disproportionate
detours, as using minor, slow roads can save energy due to less air drag [9]. Variants of the
NP-hard Constrained Shortest Path (CSP) problem [26] overcome this by minimizing energy
consumption without exceeding a given time limit [37] or finding the fastest route that does not
exceed battery constraints [7, 41]. Yet, time—consumption tradeoffs are not only affected by
choice of route but also by driving behavior. Assuming a single, fixed speed per road segment
neglects attractive solutions that may still use major roads (e. g., motorways), saving energy
by deliberately driving below posted speed limits, instead. Sampling such alternative speeds,
tradeoffs can be modeled by parallel edges [8, 25], but this yields too many nondominated
intermediate solutions, growing exponentially even for chains of vertices. Accordingly, only
heuristics offer acceptable performance for common vehicle ranges [8, 25]. By discretizing
a continuous range of possible speeds, the approach has further undesirable effects: The
majority of its many intermediate solutions offers insignificant tradeoffs [8], while interesting
solutions are lost to the discretization; adding degree-two vertices (commonly included for
visualization) affects the solution space, even when distributing speeds and consumption
evenly. Instead, Hartmann and Funke [28] model tradeoffs as continuous functions per edge,
assuming the driver can go at any speed within limits. Yet, for that model they propose
only a heuristic extension of CH that requires minutes to answer queries on large networks.
Lv et al. [31] use dynamic programming to plan the speed of a solar-powered EV, but their
approach aims at simulation and is too slow for interactive applications.

Contribution and Outline. We study a generalization of the CSP problem to capture the
characteristics of EVs, considering continuous, adaptive speeds: We allow the EV to adjust
its speed to reach its target quickly and with sufficient state of charge (SoC). Using realistic
consumption models, we obtain for each road segment a function mapping travel time to
energy consumption, yielding a challenging, more precise problem setting (Section 2). As a
first solution, we propose an exponential-time extension of Dijkstra’s algorithm: By propa-
gating continuous consumption functions during network exploration, we greatly improve
performance and solution quality over previous discretized approaches (Section 3). We
also incorporate techniques based on A* and CH, for which a particular challenge is the
computation of shortcuts that represent bivariate functions to capture the constraints of our
model (Section 4). Our experimental evaluation (Section 5) reveals that we can compute
optimal solutions in well below a second for typical battery capacities and less than a minute
for large battery capacities, on par or faster than previous heuristic algorithms. Our own
heuristic variant provides high-quality solutions and is fast enough for interactive applications.
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2 Model and Problem Statement

We use directed graphs G = (V, E) to model road networks, where edges e € E represent
road segments. For each, we assume that a given tradeoff function g.: R<o — R maps desired
driving time x € R+ along e to energy consumption g.(x). Consumption can be negative,
due to recuperation. In reality, driving time cannot be chosen arbitrarily: Lower bounds are
induced by speed limits and the vehicle’s maximum speed. On the other hand, driving slower
than a reasonable minimum speed would mean to become an obstacle for other drivers. This
yields minimum and maximum driving times 7 € Ry and 7 € Ry, respectively, for g.. We
incorporate them into a consumption function c.: R>o — R U {oco} with

0 ifx <7,
Ce() := ¢ go(T) ifx>T,

ge(x) otherwise.

Thus, driving times below 7 are infeasible (modeled as infinite consumption) and driving
times above 7 become unprofitable. In the special (degenerate) case of 7 = 7, the function
ce represents a constant pair (7,c.(7)) of driving time and consumption. We then call ¢,
constant, as the edge e allows no speed adaptation.

Further, the EV is equipped with a battery that has a capacity M € R>y. The SoC
must not drop below 0 nor exceed M. Incorporating these constraints, we obtain a bivariate
SoC function fo: R>q x [0, M]U {—o00} — [0, M] U {—o0} for every e = (u,v) € E, mapping
SoC at u to SoC at v when traversing e with a specific driving time. It is given by

—00 if b —c.(x) <0,
fe(z,b) == M if b —ce(z) > M,

b— ce(x) otherwise,

where an SoC of —oo denotes an empty battery. Hence, f.(z,b) = —oo means that the edge
cannot be traversed at the corresponding speed (as the battery would run empty).

An s—t path in G is a sequence P = [s = v1,vy...,v; = t] of vertices with (v;,v;41) € E
for1 <i<k—1. If s =t, we call P a cycle. Given the SoC b € [0, M] at s, we obtain
a corresponding SoC at ¢ by iteratively picking driving times x; € R>q (starting at s) and
evaluating the SoC function f,, v..,)
we presume that for cycles this procedure never increases the SoC at s = t. For paths

for z; and the SoC at v;. Due to physical constraints,

P=vy,...v;Jand Q = [v,...,v], Po @ :=[v1,...,0;,...,0;] is their concatenation.
Given a source s € V, a target t € V, and an initial SoC b, € [0, M], the Electric Vehicle
Constrained Shortest Path (EVCSP) Problem is to find an s— path P = [s = vy, va...,v; = ]
together with driving times z;,7 € {1,...,k — 1}, for every edge in P that respect battery
constraints and minimize overall travel time z := Zi:_f x; in G. This yields an A'P-hard
problem by reduction from CSP [26]. An instance of CSP corresponds to an instance of
EVCSP where all functions are degenerate constant tuples with nonnegative consumption.

A Simplified Model. We illustrate SoC functions in an example using simplistic but vivid
tradeoff functions. For now, let tradeoff functions be decreasing and linear, i.e., g.(x) = ax+f
for every e € E, where a € R<g and 8 € R are constant coefficients. The values o and
may differ between edges to reflect different road types or other relevant factors [12, 42].
Figures la and 1b show consumption functions (plugging in limits 7 and 7 on driving time)
for two edges (u,v) and (v, w). We are interested in the consumption function of the path
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Figure 1 Consumption functions based on a simple model. (a) Function c(, ) of an edge (u,v)
with 7 =1 and 7 = 3. (b) Function c(, ., of an edge (v,w) with 7 =1 and 7 = 2. (c) The function
cp of P = [u,v,w]. The shaded area indicates possible pairs of driving time and consumption.
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Figure 2 The bivariate SoC function of the path P from Figure 1, for M = 4. (a) The SoC fp
at v, subject to driving time z on P for different fixed values b of initial SoC. (b) The SoC fp at v,
subject to initial SoC b for different fixed values x of driving time.

P = [u,v,w], i.e., a function cp that maps driving time x spent on P to minimum energy
consumption cp(z). Formally, to get cp(x) for a driving time z € Rx(, we must pick values
r1 € Ryp and z3 € R, such that 2 = 21 + 22 and ¢, ) (1) + ¢(p,w)(22) is minimized.
Figure 1c shows possible distributions of driving times among the two edges and the resulting
energy consumption. Their lower envelope yields the desired function cp. Intuitively, we
want to spend as much of the available time as possible on the edge that provides the better
tradeoff for saving the most energy, i.e., the function with steeper slope. As a result, the
consumption function of a path is always conver on its finite imaginary part. Moreover,
while tradeoff functions of edges are linear in the interval [r, 7] of admissible driving times,
the tradeoff function of a path is piecewise linear within its corresponding interval.

When considering battery constraints, energy consumption depends not only on driving
time but also on initial SoC. Note that consumption is positive on (u, v) and negative on (v, w).
As before, the edge (v, w) provides the better tradeoff. However, for low initial SoC, we must
ensure that (u,v) can be traversed first, spending additional time on this edge in order to
obtain a feasible solution at all. In contrast, high initial SoC values may prevent recuperation
along (v, w), limiting the payoff of driving slower. Figure 2 illustrates the resulting bivariate
SoC function fp for specific values of initial SoC and driving time.

A Realistic Model. In this work, we use a more realistic model, detailed below. Both
driving time and energy consumption depend on the vehicle’s speed. In accordance with
realistic physical models [1, 2, 10, 18, 28, 30, 31], we assume that energy consumption on a
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Figure 3 Linking consumption functions. (a) Function ¢; with oy =4, g1 =1, 1 = -1, 7 = 2,

and 71 = 4. (b) Function ¢z with oy = 0.5, 1 =1, v1 = 1, 1 = 2, and 71 = 5. (c¢) Function
¢ = link(cicz), with ¢(x) = c1(Aopt (7)) + c2(z — Aopt(x)). It is defined by three subfunctions with
subdomains [4, 5], [5,6.5], [6.5,9]. Values Agpt(z) and z — Agpe(x) indicate the share of ¢; and c;.

road segment e € E is expressed by a function h.: Rsg — R with he(v) = A10? + Aase + A3,
where v € Ry is the (constant) vehicle speed, s, € R is the (constant) slope of the road
segment, and A\; € R>g, A2 € R>g, and A3 € R>( are constant nonnegative coefficients of the
consumption model (all values may vary for different edges). Note that assuming constant
speed and slope per edge is not a restriction, as intermediate vertices can be added to model
changing conditions. Further, one can show that varying the speed on a single road segment
(with constant slope and speed limit) never pays off in our model [28, Corollary 1].

As we are interested in functions mapping driving time x € Rsg to energy consump-
tion g.(z), we substitute v = £./x, where £, is the length of the road segment. Slope and
length of an edge are fixed, so we simplify this by setting a := A\ /€2 and 7 := \as. + As3.
Observe that a € R>( is nonnegative, while v € R may be negative (for downhill edges).
We introduce a third constant 5 € R>g, needed later to shift functions along the time axis.
Altogether, we obtain the tradeoff function g.: Rsg — R with

@

ge(T) = m +7. (1)

For single edges, we always obtain 8 = 0 and assume driving time x to be strictly positive.
Thus, the denominator x — § is strictly positive and g.(z) is finite. Further, g. is decreasing
and conver on R in this case. In the simplistic model discussed above, we have seen that
tradeoff functions of paths may be piecewise linear. Similarly, we allow tradeoff functions in
the realistic model to be defined piecewise, so they may consist of multiple subfunctions of
the form in Equation 1. Tradeoff functions of paths may also use values 0 < 8 < z to reflect
additional time spent on previous edges. Plugging in the values 7 € Ry and 7 € Ry, we
obtain the consumption function c.: R>g — R U {oo}.

3 Basic Approach

We generalize the (exponential-time) bicriteria variant [34] of Dijkstra’s algorithm [15] to
solve EVCSP. As a crucial ingredient, the algorithm requires a link operation: For two
consumption functions ¢; and ¢, modeling consumption on two paths P; and Ps, the function
¢ := link(eq, ¢o) maps driving time spent on P := P; o Py to minimum possible energy
consumption (bar battery constraints). Let 11, 71, T2, and 7o denote the respective minimum
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and maximum driving times of ¢; and c;. We obtain ¢(z) = oo for all x < 71 + 72 and
c(x) =c1(71) + ca(T2) for & > 7y + To. For all x € [11 + 1,71 + T2], we have to compute

c(z) = Aen[lin_ | c1(A) + ca(z — A).
AE[JC—;Z:;C_IQ]

In other words, we have to divide the amount of time that exceeds the minimum possible
total driving time among the two paths such that consumption is minimized; see Figure 3 for
an example. Although realistic functions require a more technical analysis, many observations
made for our simplistic (linear) model from the previous section carry over to the more
realistic (nonlinear) tradeoff functions. In fact, the function ¢ can be computed in linear time
in the number of subfunctions defining ¢; and cs.

Algorithm Description. Given a source s € V, a target ¢ € V, and initial SoC b, € [0, M],
the tradeoff function propagating (TFP) algorithm solves EVCSP. It propagates labels
consisting of consumption functions (defined piecewise, by sequences of tradeoff functions)
and applies battery constraints on-the-fly. Hence, it does not have to maintain bivariate
SoC functions explicitly. The algorithm starts with the constant label ¢; = M — b at s.
The label is also added to a priority queue, which uses minimum driving time of a label as
key. In each step of its main loop, the algorithm extracts and settles a label ¢, (at some
vertex u € V') with minimum key from the queue. For every edge (u,v) € E, the function
¢ := link(cy, €(u,)) is computed. Note that ¢ may violate battery constraints, so we set
c(x) := oo for all x € R>¢ with ¢(z) > M and ¢(x) := 0 for all x € Ry with ¢(z) < 0. The
resulting function is added to the priority queue, unless it is dominated by existing labels
at v; we say that a label ¢; dominates another label ¢; if ¢ () < co(x) for all z € Rxq.

To keep the number of label comparisons low, each vertex v € V maintains a set Lget(v)
and a heap Luns(v) containing its settled and unsettled labels, respectively. We maintain
the invariant that for each v € V, the unsettled label in Lyns(v) with ménimum key is not
dominated by any settled label in Lget(v). Labels (at v) added to the priority queue are
also pushed into Lyus(v). Every time the minimum element of Ly,s(v) changes (because an
element is added or extracted), we check whether the new minimum element is dominated
by any settled label in Lget(v) and discard it in this case [7]. Dominance is tested as follows.
For two subfunctions (with the form of Equation 1), we can test in constant time whether
one dominates the other (by evaluating extreme points of their difference and subdomain
borders). For piecewise-defined consumption functions, we exploit that we only need to
compare subfunctions whose subdomains intersect. This allows us to test for dominance
in a linear scan (comparing subfunctions in increasing order of driving time). Given a
consumption function ¢ in the set Lyns(v) of some vertex v € V, a naive implementation then
performs pairwise comparisons to functions in Lget(v) to determine whether ¢ is dominated
by any of them. In doing so, the algorithm may miss cases where ¢ is merely partially
dominated, or dominated only by the lower envelope of several functions. Although including
dominated labels in Lyt (v) does not affect correctness, it may lead to unnecessary vertex
scans and increases the label size. Instead of pairwise dominance checks, we therefore identify
dominated parts of ¢ in a single coordinated scan over ¢ and all functions in Lge (v).

TFP is label setting, i.e., labels extracted from the queue are never dominated later on.
An optimal (constrained) path is found once a label at ¢ is extracted, which gives the optimal
driving time. It is also possible to retrieve the optimal path and driving speeds.

A Polynomial-Time Heuristic. To improve running times, TFP can easily be extended to a
heuristic search, at the cost of inexact results. We propose a polynomial-time approach based
on e-dominance [4]. When testing dominance of a label ¢ € Lyns(v) at some vertex v € V|
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it is kept in Lyns(v) only if it yields an improvement (over labels in Ly (v)) by at least a
certain fraction e M, with € € (0, 1], for some driving time. Hence, we test for every x € R>q
whether ¢(z) + eM < cget () holds for all settled functions cset € Lget(v). Then, the number
of settled labels per set can become at most [1/e], which yields polynomial running time.

4 Speedup Techniques

We propose speedup techniques based on A* and CH for TFP (and its heuristic variant).
Combining both techniques, we obtain our fastest variant, CHAsp (CH, A*, Adaptive Speeds).
Our techniques do not alter the output of the algorithm, so correctness of TFP is maintained.

A* Search. This well-known technique [27, 33] uses a potential function 7: V' — R>g. The
potential m(v) of a vertex v € V is added to all keys of labels when running TFP, so labels
are extracted in a different order. We compute the potential function at query time.

Our first variant uses a cost functions d: E — R>¢ with d(e) = ce(7e), i. e., minimum
driving time on an edge. Before running TFP, a backward search (i.e., Dijkstra’s algorithm
traversing edges in backward direction) from the target ¢ computes, for each vertex v € V,
the minimum unconstrained driving time d(v,t) from v to the t. We obtain a consistent
potential function m4: V' — R by setting mq(v) := d(v, ) [40]. Similarly, we compute lower
bounds on energy consumption, which allow us to prune the TFP search [8].

The potential function 74(v) may be too conservative if consumption on the optimal path
is very high. In such cases, it pays off to use a potential function 7;: V' x [0, M] — R>¢
that incorporates current SoC at a vertex [7]. We represent 7 (v, b) with a convex, piecewise
linear function that maps SoC b € [0, M] at a vertex v € V to a lower bound on remaining
driving time. The functions are determined in a label-correcting backward search from t.

Contraction Hierarchies. We propose an adaptation of CH to our scenario, which adds a
preprocessing step for faster queries. As in plain CH [23], vertices are contracted iteratively
(ordered by heuristic rank) during preprocessing and shortcut edges are added to maintain
distances. However, we contract only a subset of the vertices, leaving an uncontracted
core graph — a common approach in complex scenarios [7, 14, 28, 37]. Since the SoC at a
vertex u € V is only known at query time in our setting, any shortcut (u,v) has to store
a bivariate SoC function f(, .). Figure 4 illustrates how the initial SoC influences energy
consumption in our model. Their bivariate nature makes explicit construction and comparison
of SoC functions rather challenging. We discuss simple representations of SoC functions in
certain cases, exploiting that most consumption values are positive in realistic instances. We
say that a path P is discharging if the SoC on P never exceeds the (arbitrary) initial SoC,
i.e., there is no prefix of P that has negative minimum consumption for arbitrary driving
times (subpaths with negative consumption are allowed, though). Hence, it is not necessary
to explicitly check whether the SoC exceeds M on a discharging path. We show how the
SoC function of a discharging path is represented by at most two consumption functions.
As a first example, assume we are given a path P = P; o P, consisting of two subpaths P;
and P, with respective consumption functions c¢; and co, as in Figure 4. Let 71,7, 72, T2
denote their corresponding minimum and maximum driving times. Assume that c¢1(x) > 0 is
positive for all x € R>g, while co(x) < 0 is nonpositive for all z € [12,00). Finally, assume
that |e1(71)] > |ea(T2)], 1. e., the cost of Py is higher than the gain of P for any driving time,
so P is discharging. To derive the SoC function of P we introduce two auxiliary functions: a
positive part ¢ with ¢™(x) := c1(x — 12), and a negative part ¢~ with ¢ (z) := ca(x + 12).
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Figure 4 Constructing a consumption function depending on initial SoC. (a) Function ¢; of a
path Pi. (b) Function ¢z of a path P». (c) Due to battery constraints, the minimum driving time on
P = P10 P, is 5 for an initial SoC b = 5. This yields the consumption function ¢ = link(c;",¢™). The
shaded area indicates possible values of consumption functions for different values of initial SoC.

The original functions are shifted along the x-axis to simplify the analysis (note that the
minimum feasible driving time of ¢~ is 0). Given some initial SoC b € [0, M], the positive
part ¢, and the negative part ¢~, we first define the constrained positive part c;’ as

ot (2) i= 00 if b<ch(x)
c¢t(z) otherwise,

which applies battery constraints along P; for an initial SoC of b; see Figure 4. Then, the
SoC function fp of the path P evaluates to fp(z,b) = b — link(c;,c¢™)(z) for arbitrary
z € R>p and b € [0, M]. The function first applies battery constraints on the positive part
and links the resulting function with the negative part.

We now describe how SoC functions representing general discharging paths are constructed
from two given SoC functions of discharging paths. Assume we are given a discharging
path P; whose SoC function is defined by two consumption functions ¢ and ¢; , as described
above. Similarly, we are given a discharging path P, with respective consumption functions
C; and c; . Observe that the path P := P; o P, must be discharging as well. Apparently,
if we know the initial SoC, we can compute energy consumption on P by computing
link(link(link(c, ¢; )eg )e; ) and applying battery constraints before each link operation,
like in the TFP algorithm. However, we want to represent P with only two consumption
functions ¢ and ¢~. Recall that the only constraint we have to check for discharging paths
is whether the SoC drops below 0. Thus, we identify a new positive part ¢ as follows. Since
both ¢ and c¢; are nonpositive for all admissible driving times, the constraint needs only
to be checked for ¢ and cj (i.e., before the first and third link operation). To integrate
these checks into a single positive part ¢, we first compute the function h := link(cy, c2+)
Clearly, the battery can only run empty on P; if this consumption function is positive for
some admissible driving time. To distinguish this case, we split h into a positive part h*
with At (z) := max{h(z),0} and a negative part h~ with h~(z) := h(x) if h(z) < 0
and h~(x) := oo otherwise. Since h is a decreasing consumption function, so are h™ and h~.
We obtain the positive part ¢t of P by setting ¢t () := link(c", h*)(z — 7) and the negative
part ¢~ by setting ¢~ (x) := link(h ™, ¢5 )(x + 7), where 7 is the minimum driving time of h~.
The SoC function of P is obtained from ¢ and ¢~ as described above.

During preprocessing, we only allow a vertex v € V' to be contracted if all new shortcuts
created as part of its contraction are discharging. We call v active in this case. Note that
the number of active vertices grows as contraction proceeds, as contraction produces longer
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Table 1 Benefits of our approach (Eur-PG, 2kWh). For TFP and TFP-dom. (improved dominance
tests), we report the number of settled labels (# Lbls.), number of label comparisons during the
forward search (# Dom.), average and maximum running times, and relative driving time savings
over the constrained path found by BSP on discretized speeds.

Query Path Savings
Algo. # Lbls. #Dom. avg.[ms| max.[ms] avg.[%] max.[%)]
BSP 30990276 21300657 522 47755 779756 - -
TFP 103119 4399002 444 14 347 2.7% 9.4%
TFP-dom. 46 228 700 546 103 3851 2.7% 9.4%

shortcuts, which are more likely to consist of long positive parts. Since we deal with a
bicriteria scenario, vertex contraction may produce multi-edges. In such cases, we only want
to keep shortcuts whose SoC functions are not dominated by parallel shortcuts. Hence, after
contraction of a vertex, we delete (parts of) SoC functions of shortcut candidates that are
dominated by existing functions between the same pair of vertices (and vice versa). To
this end, we derive efficient dominance checks for (simple) bivariate SoC functions that

can be performed in linear time (in the number of subfunctions of all involved functions).

Finally, before adding a (nondominated) shortcut candidate to the graph, we run a witness
search [23] to test if the shortcut is necessary to maintain distances. As an exact approach
would require propagation and comparison of bivariate SoC functions, our witness search
computes univariate upper bounds on energy consumption instead. This does not violate
correctness, but may result in unnecessary shortcuts.

Queries. Plain CH uses a bidirectional search, which scans only edges to vertices of higher
rank in the input graph enriched with shortcuts obtained during preprocessing. In our case,
however, the SoC at the target vertex ¢ € V is not known at query time, which makes
backward search difficult. Instead, we extract the search space in a (backward) BFS from ¢,
scanning and marking only edges to vertices of higher rank. Afterwards, we execute TFP from
the source vertex s, scanning upward edges (with respect to ranks of incident vertices), core
edges, and marked downward edges. For faster queries, we can combine this search with A*.

5 Experiments

We implemented all approaches in C++, using g++ 4.8.3 (-O3) as compiler. Experiments
were conducted on a single core of a 4-core Intel Xeon E5-1630v3 clocked at 3.7 GHz, with
128 GiB of DDR4-2133 RAM, 10 MiB of L3 cache, and 256 KiB of L2 cache.

We consider road networks of Europe with 22198 628 vertices and 51088095 edges
and Germany with 4692091 vertices and 10805429 edges, provided by PTV AG (http:
//ptvgroup.com). Combining reasonable minimum speeds for different road types (e.g.,
80km/h on motorways and 30 km/h in residential areas) with the posted speed limits (if
higher), we get intervals of allowed speeds per road segment, resulting in 25 % and 38 % of
nonconstant edges for Germany and Europe, respectively. Applying elevation data from
the Shuttle Radar Topography Mission, v4.1 (srtm.csi.cgiar.org), we derived realistic
energy consumption from two detailed micro-scale emission models [29]: one based on a
Peugeot iOn and one artificial model [39] that additionally accounts for auxiliary consumers
(e.g., air conditioning). These data sources are proprietary, but enable evaluation on
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Figure 5 Scalability of BSP, our TFP algorithm, TFP with improved dominance tests (TFP-dom.),
speedup techniques (A*-mq, CHAsp-mq, and CHAsp-7y), and our heuristic approach CHAsp-e-mq
with € := 0.1. A capacity of 512kWh corresponds to a range of roughly 3 000 km.

detailed and realistic input data. We denote our instances by Germany-Aux (Ger-AX),
Germany-Peugeot (Ger-PG), Europe-Aux (Eur-AX), and Europe-Peugeot (Eur-PG). They
have negative consumption (for at least some driving times) on 7.8 % (Ger-AX) to 12.9 % (Eur-
PG) of their edges.

For comparison, we consider parallel edges and bicriteria shortest paths (BSP) [34]
to model adaptive speeds, as was best practice in previous approaches [8]. We generate
multi-edges by sampling consumption functions at discrete velocity steps of 10 km/h.

We evaluate random in-range queries, i.e., we pick a source vertex s € V uniformly at
random. Among all vertices in range from s with an initial SoC by = M, we pick the target
vertex t € V uniformly at random. Since unreachable targets are easily detected by backward
search phases of A* (or any algorithm for computing energy-optimal routes [9, 16, 35]), this
yields more challenging and interesting queries for us.

Model Validation and Scalability. We have argued that an approach based fully on con-
sumption functions unlocks both better tractability and improved solution quality compared
to discrete speeds and BSP. Indeed, we observe a significant speedup by simply switching to
our more realistic model, as Table 1 shows. TFP is up to two orders of magnitudes faster than
BSP and finds paths that are up to 9.4 % quicker (within SoC constraints), since it evaluates
speed—consumption tradeoffs more fine-granularly while maintaining less query state (labels
of continuous functions expressed by few parameters instead of large, discrete Pareto sets).
This is interesting, as sampling was expressly considered to manage tractability [8, 25, 28].
In fact, even though atomic operations (linking and comparing labels) are more expensive
for TFP, a drastic reduction in the number of vertex scans explains the speedup.

Figure 5 gives an overview of our approaches and their scalability across increasing battery
capacities. For each capacity, we ran 100 random in-range queries, reporting median running
time if all 100 queries terminated within one hour. Beyond the previously discussed BSP,
TFP, and TFP-dom., A* enables reasonable running times for capacities of up to 32kWh,
without any preprocessing. Adding preprocessing, CHAsp-74 provides further speedup by
about an order of magnitude. In comparison, median running times of CHAsp-7; are slower
for all ranges up to 32kWh. However, this algorithm is more robust against outliers and
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Table 2 Impact of core size on performance (Ger-PG, 16 kWh). Vertex contraction stopped once
the average degree of active vertices in the core reached a given threshold (@ Deg). We report the
resulting core size (# Vertices), preprocessing time, and average query times for 1000 queries using
CHAsp with potential functions mq and 7¢, respectively.

Core size Prepr. Query [ms]
O Deg. # Vertices  [h:m:s] Td Ty
0 - - 3326.0 4861.5

8 720514 (15.36%)  5:07 737.2  798.3
16 400174 (8.53%)  13:25 496.2  485.0
32 305301 (6.51%) 31:44 451.8 4340
64 268436 (5.72%) 1:11:13 5055  473.1
128 251410 (5.36%) 2:37:23  649.1  586.1

Table 3 Preprocessing and exact query performance for the potential functions 74 and 7¢. For
the ranges 16 kWh and 85 kWh, we show number of labels settled during the forward search (# Lbls.),
number of label comparisons during the forward search (# Dom.) and total query times.

Prepro. 16 kWh 85 kWh
Inst. [h:m:s] Algo. #Lbls. #Dom. Query[ms] #Lbls. #Dom. Query [ms]
Ger-AX 30:34 CHAsp-mq 152 3788 4.2 24715 4312923 552.3
Ger-AX 30:34 CHAsp-7y 61 448 17.0 406 11813 1236.7
Ger-PG 31:44 CHAsp-wq 32773 6352488 451.8 2272350 2130447427 131562.0
Ger-PG 31:44 CHAsp-my 6008 491173 434.0 32182 6 836 380 14 873.5
Eur-AX 3:10:43 CHAsp-mq 124 2175 4.0 27358 12159 343 960.9
Eur-AX 3:10:43 CHAsp-7y 73 1006 15.8 871 46 529 1174.7
Eur-PG  3:13:01 CHAsp-wqg 23304 5024403 346.1 - - -
Eur-PG  3:13:01 CHAsp-7y 6629 800430 341.7 105792 44986 403 34617.4

is the only exact method that terminates within an hour for all queries at 64 kWh and up.

Finally, our heuristic variant scales very well with vehicle range: Query times actually bottom
out for large battery capacities, as the vehicle range gets close to the graph diameter.

Detailed Experiments. We evaluate different variants of our fastest approach, CHAsp.

Table 2 shows CH preprocessing effort and query performance subject to core size on Ger-PG,
for a common battery capacity of 16 kWh (corresponding to a range of 100km). Contraction
becomes much slower beyond a core degree of 32, which is explained by the small number of
remaining active (i.e., contractable) vertices in the core. This also explains why speedup
compared to the baseline () deg = 0 is equivalent to plain TFP combined with A*) is much
smaller than in simpler applications, where CH typically improves the baseline by several
orders of magnitude [23]. Similar observations were made in other complex settings, including
time-dependent [5, 11] and multicriteria [21, 22] scenarios. Nevertheless, CH still yields an
improvement by up to an order of magnitude in our case. In our subsequent experiments, we
pick an average core degree of 32 as stopping criterion of CH preprocessing.

Table 3 reports performance of CHAsp on all instances for capacities of 16 kWh and
85 kWh (as in Tesla models, with a range of 400-500km). Figures are average values for 1000
in-range queries. For 16 kWh, our techniques find the optimal solution in well below a second

on average. For Ger-AX and Eur-AX, we even achieve query times in the order of milliseconds.
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Table 4 Performance of the heuristic variant of CHAsp-m4, for different choices of the parameter
(see Section 3) on the hard instances Ger-PG and Eur-PG. We show figures on query performance for
1000 random queries with a range of 16 kWh, as in Table 3. Additionally, we report the percentage
of feasible and optimal results, as well as the average and maximum relative error.

Query Result Quality

Inst. Prepro. 5 # Lbls. #Dom. T.[ms] Feas. Opt. Avg. Max.
o 31:43  0.00 32773 6352488 451.8 100.0% 100.0% 1.0000 1.0000
= 30:41 0.01 19922 1949458 225.6  100.0% 89.4% 1.0001 1.0047
(% 25:49  0.10 6891 208 058 75.6 98.9% 62.8% 1.0013 1.0502

17:48 1.00 1742 11149 30.7 95.1% 476% 1.0144 1.2294
U 3:09:22  0.00 23304 5024403 346.1 100.0% 100.0% 1.0000 1.0000
A 3:04:48 0.01 12803 1132685 151.6  100.0% 82.8% 1.0001 1.0145
m; 2:47:09 0.10 5045 126 662 60.9 99.5% 57.5% 1.0020 1.0418

2:14:03  1.00 1428 7641 28.2 92.7% 45.8% 1.0203 1.3960

This gap in running time is explained by the difference in the number of edges with negative
cost, caused by the underlying consumption model. One could even argue that the instances
Ger-PG and Eur-PG are actually rather excessive in this regard, by not accounting for any
auxiliary consumers at all. As a result, these instances are significantly more difficult to solve.
Regarding the potential functions 74 and 7, the search space is consistently smaller when
using 7y, but the backward search is more expensive. In fact, it becomes the major bottleneck
for a battery capacity of 16 kWh on the easier instances. Consequently, query times are slower
by about a factor of 4. For harder scenarios, however, the potential function 7, provides
better results due to better scalability. Note that when using 74, at least one query exceeded
our threshold of one hour in computation time on Eur-PG. In summary, we can solve EVCSP
optimally for typical ranges in less than a second, even on hard instances. For very long
ranges, our algorithm computes the optimum in well below a minute on average (using 7y),
despite its exponential running time.

In Table 4, we evaluate our heuristic approach for different choices of € (in % of total SoC).
During preprocessing, new shortcuts are included only if they significantly improve on the
existing ones. Thus, preprocessing becomes faster and core sizes (not reported in the table)
decrease by up to 30 %. Regarding queries, we achieve a speedup by an order of magnitude.
However, the choice of € clearly matters. For ¢ = 0.01, the decrease in quality is negligible,
but speedup (about a factor of 2) is rather limited as well. For ¢ = 0.1, on the other hand,
the optimal solution is still found very often. The average error is roughly 0.2 %, while the
overall maximum error is 5%, which is acceptable in practice. Finally, for ¢ = 1.0, both
the average and maximum error increase significantly. Given that speedup is also limited
compared to € = 0.1, we conclude that the latter provides the best tradeoff in terms of
quality and query performance: providing high-quality solutions, it enables query times of
well below 100 ms, which is fast enough even for interactive applications. Moreover, note
that in cases where no path is found (about 1% of all queries for € = 0.1), a simple fallback
solution could return the energy-optimal path, which can be computed quickly [9, 16, 35].

6 Conclusion

We introduced a novel framework for computing constrained shortest paths for EVs in
practice, using realistic consumption models. Our base algorithm TFP respects battery
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constraints and accounts for adaptive speeds in a mathematically sounder way that unlocks
both better query performance and improved solution quality when compared to previous
approaches using discretized, sampled speeds. Nontrivial speedup techniques based on A*
and CH make the algorithm practical. For typical EV ranges, it computes optimal solutions
in less than a second, making it the first practical exact approach — with running times
similar to previous inexact methods [8, 25, 28]. Our own heuristic enables even faster queries
while retaining high-quality solutions.

The result of our computations is not only the suggested route from source to target but
also optimal driving speeds along that route. In practice, these can be passed to the driver as
recommendations or directly to a cruise control unit. With the advent of autonomous vehicles,
the output of our algorithms can also be used for speed planning of self-driving EVs, either
directly or after further refinement [19]. For future work, a next step would be the integration
of planned charging stops [7, 37]. From a practical point of view, it might also be interesting
to consider adaptive speeds only on the fastest roads (e.g., motorways), where going below
the speed limit really pays off the most. Then, contracting vertices incident to constant
edges in CH might be a promising approach. Finally, we are interested in the integration of
variable speed limits imposed by, e. g., historic knowledge of traffic patterns [5, 13, 20].
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—— Abstract

The CAPACITATED VEHICLE ROUTING problem is a generalization of the TRAVELING SALESMAN
problem in which a set of clients must be visited by a collection of capacitated tours. Each
tour can visit at most @ clients and must start and end at a specified depot. We present the
first approximation scheme for CAPACITATED VEHICLE ROUTING for non-Euclidean metrics.
Specifically we give a quasi-polynomial-time approximation scheme for CAPACITATED VEHICLE
RouTING with fixed capacities on planar graphs. We also show how this result can be extended
to bounded-genus graphs and polylogarithmic capacities, as well as to variations of the problem
that include multiple depots and charging penalties for unvisited clients.
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1 Introduction

Vehicle routing refers to a class of problems in which one selects routes for a vehicle that
must make deliveries or pickups at specified locations. Irnich et al., in the introductory
chapter [14, p. 3] of a book on vehicle routing, define the CAPACITATED VEHICLE ROUTING
problem (CVRP) as follows: there is a (directed or undirected) graph G with edge costs, a
distinguished vertex r called the depot, and for each vertex v, a demand ¢g(v). Finally, there
is a number @, which is the capacity of the vehicle(s). A solution is a set of tours, where
each tour starts and ends at the depot and serves the demands of some of the vertices it
visits. Each tour must serve a total demand of at most @), and every demand must be served
by one of the tours. The goal is to find a solution whose total cost is minimum.

To be consistent with the algorithms literature, we use a slightly different definition
of CAPACITATED VEHICLE ROUTING: we assume that the demands are all O or 1, i.e. that
there is a set Z of vertices, called the clients, where the demand is 1, and demands at other
vertices are zero. (One can model multiple clients located at the same vertex v by introducing
artificial vertices, adjacent to v via artificial edges of cost zero.)
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A QPTAS for Vehicle Routing on Planar and Bounded-Genus Graphs

The problem is APX-hard for an arbitrary graph when @ > 3 [5], and to approximate it
within a factor 1.5 is NP-complete even in a tree when @ is unbounded [10]. We are interested
in finding solutions that are within a factor 1 + € of optimal for any given €. However, despite
the fact that the problem is often described as a problem in road networks, theoretical
work on algorithms achieving 1 4 € approximation has been restricted to the Euclidean case.

Since the family of planar graphs (or more generally graphs of bounded genus) are
useful for modeling road networks,! it is desirable to find an algorithm that achieves a 1 + €
approximation on such graphs with arbitrary nonnegative edge costs. Before this work, no
such approximation scheme was known for any graph class (except trees, where the problem
is polynomial-time-solvable for fixed capacity).

» Theorem 1. For any ¢ > 0 and any Q > 0, there is a quasi-polynomial-time algorithm
that, given an instance of CAPACITATED VEHICLE ROUTING in which the capacity is Q and
the graph is planar, finds a solution whose cost is at most 1 + € times optimum.

A family of algorithms of this form, where for each € > 0 there is an algorithm that achieves
a 1+ e approximation, is an approzimation scheme. By quasi-polynomial is meant a function
f(n) that is O(n'°&" ") for some constant c.

As pointed out in [14], with a limited fleet, it may be impossible to service all requests,
and there is an advantage in simultaneously optimizing both routing and request selection.
We model this using a natural generalization of the capacitated-vehicle-routing problem: an
instance specifies also a penalty for each client; the solution is allowed to miss some clients
and the goal is to find a solution that minimizes the sum of cost plus penalties. We call this
CAPACITATED VEHICLE ROUTING WITH PENALTIES.

This generalization can handle the vehicle routing problem with private fleet and common
carrier (VRPPC), “where customers may either be served by using owned vehicles with
traditional routes or be assigned to a common carrier, which serves them directly at a prefixed
cost” [14, p. 13].

Our quasi-polynomial-time approximation scheme can also be extended to handle Ca-
PACITATED MULTIPLE-DEPOT VEHICLE ROUTING. In this version, several vertices are
designated as depots, and tours can start and end at different depots.

The algorithm can also handle a graph of bounded genus and a capacity @ that is
polylogarithmic. (Q is considered constant in Theorem 1.)

» Theorem 2. For any e > 0, any g > 0, any R > 0 and any ¢ > 0, there is a quasi-
polynomial-time algorithm that, given an instance of CAPACITATED MULTIPLE-DEPOT
VEHICLE ROUTING WITH PENALTIES in which the capacity Q is O(log®n) and the graph has
genus g with R designated depots, finds a solution whose cost is at most 1+ € times optimum.

1.1 Related work

CAPACITATED VEHICLE ROUTING is a generalization of TRAVELING SALEMAN PROBLEM
(for TSP @Q = n).
Haimovich and Rinnoy Kan [12] showed the following:

» Lemma 3. For CAPACITATED VEHICLE ROUTING with capacity Q and client set Z,

OPT > %Z{d(c,r) L ceZ}). (1)

L Aside from highways, the nonplanarities in road networks tend to be localized, and informally approx-
imation schemes for planar graphs can often “work around” these localized nonplanarities.
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This lemma implies a constant-factor approximation in general metrics, where the constant
depends on the approximation ratio for TSP. CAPACITATED VEHICLE ROUTING in general
graphs is APX-hard for every fixed @ > 3 [4, 5]. Haimovich and Rinnoy Kan [12] gave a
polynomial-time approximation scheme (PTAS) for the Euclidean plane for the case when
the capacity @ is constant. Asano et al. [5] gave an algorithm that was a PTAS when Q
is O(logn/loglogn). Mathieu and Das [7] gave a quasi-polynomial-time approximation
scheme that handles arbitrary @. Building on [7], Adamaszek, Czumaj, and Lingas [1] give a
polynomial-time approximation scheme that for any € > 0 can handle @ up to 2108 1 where &
is a positive number that depends on €. There has been some work on approximation schemes
to R3 [16] and R [15] but these require that Q be O(log'/%logn). No polynomial-time
approximation scheme is known for arbitrary Q, even for R2.

There is little known about approximation of vehicle routing in special metrics other
than low-dimensional Euclidean metrics. Hamaguchi and Katoh [13] and Asano, Katoh, and
Kawashima [3] gave better constant-factor approximation algorithms for the case where the
graph is a tree.

1.2 Our Approach

Our algorithm uses a recursive decomposition of the graph via shortest-path separators. That
is, there is a recursive clustering in which the vertices on the boundary of each cluster lie
on a small number of shortest paths. This general idea has been used in several previous
approximation schemes for planar and bounded-genus graphs [2, 6, 8, 11]. The closest
previous use was in addressing the k-center problem [8], and we use a lemma from that paper
stating that such a recursive decomposition exists that has logarithmic depth.?

This paper introduces several new ideas in order to apply the recursive decomposition
to vehicle routing. Before finding the recursive decomposition, the algorithm must prune

the graph to eliminate vertices too far from the depot to participate in an optimal solution.

The shortest paths bounding each cluster are subpaths of shortest paths from the depot. This
ensures that if one vertex of a bounding shortest path is farther along the bounding shortest
path than another, it is also farther from the depot. This in turn is useful since, as we saw
in Section 1.1, there is a lower bound (3) on OPT that is based on the distance of clients
from the depot.

Some of the vertices of these bounding shortest paths are designated as portals, and
(some) paths of the solution are restricted to entering and leaving clusters via portals. This
in itself is not novel; portals have been used before. We introduce two new ideas. In previous
use of portals in approximation schemes for planar graphs, portals are selected uniformly
along a path. In this paper, it is essential that the portals be selected in a nonuniform
fashion: the farther from the depot, the greater the spacing between portals. This introduces
more error in areas of the graph farther from the depot but such error can be tolerated due
to the lower bound (3).

Second, requiring the entire solution to pass in and out of clusters via portals would
introduce too much error. Instead, we only require a tour to use portals in between picking
up clients. That way, we can bound the error in terms of clients and their distance from the
depot. (This error also depends on the depth of nesting of the recursion, since in the process

2 Such a decomposition was earlier described by Thorup [17] in the context of approximate distance
oracles. However, in addressing the generalization to multiple depots we use a generalization of the
decomposition that follows from slight modification of the proof in [8].
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of picking up a client the tour might pass through many clusters at different levels of nesting,
but the depth of nesting is merely logarithmic.)

Having shown that an (approximately) optimal solution can be assumed to use clusters in
this way, we reduce the problem to one we can address using dynamic programming. In most
previous work on approximation schemes for planar graphs, this consists in simply finding an
optimal solution in a graph of bounded branchwidth (or treewidth) but because the solution
can pass through the boundary without using portals, that does not quite suffice in our case;
the dynamic program must also make use of the metric on the entire graph as well.?

Paper Qutline. Section 2 provides preliminary definitions. In Section 3 we describe the
graph decomposition and portal selection. In Section 4 we prove a structure theorem that
shows a near-optimal solution with the restricted structure exists. Section 5 provides the
dynamic program that finds such a near optimal solution in quasi-polynomial time. Finally
in Section 6 we describe several generalizations of our result.

2 Preliminaries

Let G = (V, E) be a graph. We denote the vertex set of G by V(G). G is planar if it can be
embedded on the surface of a sphere without any edge crossings. We let n = |V|. A planar
graph with n vertices and no parallel edges has O(n) edges.

For any edge set F' C E the boundary of F, denoted O(F), is the set of vertices that are
incident both to edges in F' and edges in £ — F.

We use d(u, v) to denote the (shortest path) distance from u to v. We can easily compute
all-pairs shortest paths in polynomial time, so we assume throughout the paper that we have
access to all (precomputed) distances. Additionally we assume that the cost of any edge
(u,v) is d(u,v); if not, it would not be used and can be removed from the graph. We use
d(P) =3 (4 v)ep (1, v) to denote the cost of a path P.

For a graph G and vertex r, an r-rooted shortest path tree T is an r-rooted tree in which
for all v in V the r-to-v path in T is a shortest path. For any vertex u on a shortest r-to-v
path, we call the u-to-v subpath a from-r shortest subpath. Such a subpath must also be a
shortest u-to-v path.

A triangulated planar graph is one in which every face has exactly three incident edges.
A planar graph can easily be triangulated in linear time by adding edges that recursively
subdivide faces with more than three incident edges. Each new edge (u,v) is given cost
d(u,v). Triangulating a planar graph requires adding O(n) edges.

A recursive partition of a set Y is a rooted binary tree in which each node is labeled with
a cluster C C'Y such that the root node is labeled with C =Y, and for any node labeled
with cluster Cqy the children nodes are labeled with clusters C; and Co that form a partition
of Cy [8].

A recursive clustering of a graph G is a rooted binary tree in which

each node is labeled with a cluster C C V(G),

If x is a child of y then the cluster associated with = is a subset of the cluster associated

with y, and

there is a mapping ¢(-) that maps each vertex v of G to a leaf cluster ¢(v) that contains v.
Each vertex v is considered to be assigned to each cluster containing ¢(v).

3 A similar technique was used in [8].
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A vertex v of a cluster C is a boundary vertex of the cluster if v also belongs to a cluster
C’ that neither contains nor is contained in C. An edge uv of G is a boundary edge of the
cluster if w is in the cluster and v is not. The depth of a recursive clustering is the depth of
the rooted binary tree.

For an instance of CAPACITATED VEHICLE ROUTING, Z is the set of clients, r is the
depot, and @ is the capacity. A solution is a collection of tours, each starting and ending at
r and visiting at most @ clients.

3 Decomposing the Graph

3.1 Graph Pruning

As a preprocessing step, the algorithm prunes from the graph those vertices that have no
clients and are very far from the depot. Specifically, the algorithm deletes each vertex that
does not lie on some u-to-v shortest path with u,v € ZU {r}. Since the optimal solution is
composed of such paths, pruning does not increase OPT'.

» Lemma 4. For all vertices w that remain after the preprocessing step, d(r,w) < OPT

Proof. Since w survived the pruning step, it must lie on some wu-to-v shortest path with
u,v € Z U {r}. Without loss of generality, assume that the optimal solution visits u before
visiting v. Therefore OPT > d(r,u) + d(u,v) > d(r,u) + d(u,w) > d(r,w) where the final
inequality comes from the triangle inequality. |

3.2 Cluster Decomposition

The following lemma is a slight generalization of a lemma in [8] (though it is probably
folklore):

» Lemma 5 (Generalization of Lemma 3.1 in [8]). Let T be a tree of degree at most three. Let
Y be a subset of the vertices. There is a depth-O(log |Y'|) recursive clustering of T such that
there are no boundary vertices,
each leaf cluster is assigned only one vertex of Y, and
each cluster C' has at most four boundary edges.

Let G be a planar embedded graph and let T be a spanning tree of G. Let G’ be obtained
from G by adding artificial edges to triangulate G. Let G* be the planar dual of G’. Let
T* be the set of edges of G* corresponding to edges of G’ that are not in 7. Then T* is
a spanning tree of G* (the interdigitating tree). Each edge of T* corresponds to a nontree
edge in G, which in turn defines a cycle consisting of that nontree edge together with a path
through T'. Since G’ is triangulated, G* has degree at most three. Map each vertex of G’
to one of the faces to which it is incident. Let Y be the faces to which elements of Z are
mapped. By choosing T to be an r-rooted shortest-path tree of G and applying Lemma 5,
we obtain the following generalization of a corollary of [8].

» Lemma 6 (Generalization of Corollary 3.1 of [8]). Let G be a planar embedded triangulated
graph with edge costs, let Z be a subset of the vertices, and let r be a vertex of G. There is a
depth-O(log | Z|) recursive clustering of G with the following properties:

there are no boundary edges,

for each cluster, there are at most eight from-r shortest paths such that the boundary

vertices of the cluster are the vertices that lie on these paths, and

at most three vertices of Z are assigned to each leaf cluster.

The algorithm computes a recursive clustering as described in Lemma 6.
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3.3 Choosing Portals

The algorithm designates portals along each cluster boundary in a two-step process. First it
designates some of the vertices as spacers. Second, for each cluster it designates as portals a
subset of the cluster’s boundary vertices, including those boundary vertices that are spacers
and also some additional vertices.

The choice of spacers depends on a parameter 6. We will choose

€

"= @t Delog(Z] ¥
where c¢ is an absolute constant to be determined in the proof of Theorem 11.

We first describe spacer selection. Let T' be the shortest-path tree. Let © be the vertex
farthest from r that remains after the pruning step and let § > 0. Consider the unpruned
vertices in increasing order of distance from r. For each vertex v in turn, designate v
as a spacer if no ancestor in T of v within distance 6 max(d(r,s;_1), ﬁd(n@)) has been
designated a spacer.

» Lemma 7. Each from-r shortest path has at most 2+ log, s % spacers.
Proof. Let P be a from-r shortest path, and let r=sg, s1,...,S¢ be the spacers on P in

increasing order of distance from r. We bound ¢ as follows. For each i > 0, d(s;-1,s;) >
d d(r,si—1), so

d(r,s;) =d(r,si-1) + d(si—1,8:) > (1 +6)d(r,si—1) .
By induction,
d(r,sg) > (1+ 5)271d(r7 s1) -

Since d(r, 1) > 5‘—éld(r,ﬁ), we infer d(r, s¢) > (1 + 5)Z71%d(r,ﬁ), which implies

1 | Z]d(rse) _ 2]
1 6[ 1 ‘ ) <
A+ <5 ama =5
which shows
Z
éfl<log1+5|7‘. |

The algorithm then designates some of each cluster’s boundary vertices as portals. For
each cluster C, the boundary vertices of C lie on O(1) from-r shortest subpaths. For each
such from-r subpath P, designate as portals the first vertex of P and all the vertices of P
that are spacers.

By Lemma 7, each path P contributes O(6~!log(6~!|Z])) portals. Using the definition
of § in Equation 2, we obtain

» Lemma 8. For each cluster boundary, the above algorithm designates O(Qe'log?|Z|)
portals.

We also show a bound on the distance along the boundary to the nearest portal.

» Lemma 9. For every cluster C and boundary vertex v € 9(C), there is a portal p of C and
a p-to-v path of cost at most § (d(r,v) + OPT/|Z|).
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Proof. By Lemma 6, v must lie on some from-r shortest subpath of a from-r shortest path P.
Let s be v’s closest ancestor in T that is a spacer. By the algorithm for designating spacers,

d(s,v) <6 max(d(r,s), %d(r,ﬁ)) < ¢ max(d(r,v),OPT/|Z]).

If s belongs to P then s is a boundary vertex of C and hence a portal of C. In this case, we
take p = s. If not, then let p be the first vertex of P and note that d(p,v) < d(s,v). <

4  Structure Theorem

Consider a solution to CAPACITATED VEHICLE ROUTING. It consists of a set of tours.
Associated with each tour P is a set of vertices in V/(P) N Z that the tour is considered to
visit. For a cluster C, a tour fragment with respect to C is a maximal subpath of a tour all of
whose vertices are in C'. Every tour starts and ends at the depot r. If r is in C then it is
a boundary vertex of C. Therefore, by maximality, each endpoint of a tour fragment with
respect to C is a boundary vertex of C.

A tour fragment is wvisiting if it visits clients and passing if it does not. The endpoints of
a visiting fragment are called gates.

» Lemma 10. Any solution to CAPACITATED VEHICLE ROUTING crosses through O(log|Z|)
gates between two consecutive visits to clients.

Proof. Consider a solution to CAPACITATED VEHICLE ROUTING. Let u and v be two
consecutive clients visited by the solution, and let P be the subpath of the tour between its
visit to u and its visit to v. Let C be a cluster and let S be a visiting tour segment with an
endpoint x on P. Since S is a visiting segment, it visits some vertex. Since no visits occur
on P between u and v, the other endpoint y of P must not be an internal vertex of P. Thus
either u or v must be assigned to the cluster C. If u is assigned to C then all edges on the
u-to-z subpath of P belong to C, and the edge of P after = does not. If v is assigned to C
then all edges on the z-to-v subpath of P belong to C, and the edge of P before x does not.

Let Cy 0 C Cyun C ... CCyye be the clusters that are assigned u, and let C,, 0 C Cy 1 C ... C
Cy 1 be the clusters that are assigned v.

Fori=10,1,...,¢, let t, ; be the last vertex x of P such that the u-to-z subpath of P

consists of edges of cluster C, ;. For ¢ =0,1,...,k, let ¢, ; be the first vertex = of P such
that the z-to-u subpath of P consists of edges of cluster C, ;.

Since the clusters are non-crossing, P visits ty,0,tu,15 -« s tu.e, to ks to,k—1, -, to,0 iDL Order
(See Figure 1la). The argument above shows that every gate is one of ¢, g,...,%, 0.

By Lemma 6, the depth of the decomposition is O(log|Z|), so k + ¢ is O(log | Z]). <

Now we break up tours in a different way. Again consider a solution to CAPACITATED
VEHICLE ROUTING. It consists of a set of tours. For a cluster C, a tour segment P with
respect to C is portal-respecting if P has a portal-to-portal subpath P’ such that every vertex
not in P’ is a boundary vertex of C.

» Theorem 11. There exists a portal-respecting solution with cost at most (1 + €)OPT.

Proof. Let §* be an optimal solution to CAPACITATED VEHICLE ROUTING. To prove the
theorem, we show how to modify S* to construct a portal-respecting solution S by introducing
detours at every gate, and bound the cost incurred by these detours.

Consider a tour fragment P with respect to some cluster C, and let ¢ be an endpoint
of P. The corresponding detour is the subpath of a from-r shortest subpath from ¢ to the
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I~ J
<@

(a) Gates (b) Detour

Figure 1 (a) Gates are depicted by large, hollow circles at crossings. Non-gate crossings enclose
passing segments (b) Boundary portals are denoted by squares. The double-line paths depict a
detour.

nearest portal, and back. (See Figure 1b.) Splicing such a detour into the solution at each
gate ensures that the solution is still feasible and is portal-respecting. It remains to show
that the cost of these detours is small.

Let v and v be two consecutive clients visited by S*. By Lemma 10 there is some constant
¢ such that there are at most clog|Z| gates between u and v where detours will be added.
We use this constant ¢ in the definition of § given in Equation 2. By Lemma 9 the distance
from any crossing ¢ to the nearest portal is at most ¢ (d(r,t) + OPT/|Z]), so the cost of each
detour is at most 2§ (d(r,t) + OPT/|Z|).

Since §* is optimal, the path that &* takes from u to v must be a shortest path. By
the triangle inequality, d(r,t) < d(r,v) + d(v,t) < d(r,v) + d(v,u). Therefore, the cost
of each detour is at most 20 (d(u,v) + d(r,v) + OPT/|Z|). Summing over all gates gives
20clog |Z|(d(u,v) + d(r,v) + OPT/|Z|), and summing over all pairs of consecutive clients
and using Lemma 3,

Z 26clog | Z|(d(u,v) + d(r,v) + OPT/|Z|) < 26clogn(OPT + %
(u,v)ES™

OPT + OPT)

= dclog |Z|(Q +4)OPT .

The definition of § given in Equation 2 ensures that the total detour cost is at most
eOPT. <

The notion of portal-respecting can be applied not just to a solution but to a partial

solution as well. This is used in the next section.

5 Dynamic Program

We present two dynamic programs: the first is slow but is the basis of the second, which
gives a QPTAS. Both have the same configurations but enumerate the transitions in different
ways.

5.1 Configurations

For each cluster, the dynamic program computes the minimal cost of a portal-respecting
solution that visits all the clients assigned to the cluster. A configuration for a cluster C



A. Becker, P. N. Klein, and D. Saulpic

N b,

=1
r q\\\ _e_1,_> +
( \\“~_.
\ﬂbEN\\\
o 2 \\
& \SL‘.O v

Figure 2 The segment (4,0, q) of the parent cluster is shown in red (short-dashed line). The
green path (long-dashed line) shows one way to map this segment onto the child clusters: segment
(b1, e1) visits ¢ clients and (be, e2) visits g2 clients with g1 + g2 = ¢. Segments (3, b1), (e1, b2), and
(e2,0) are passing segments and visit no clients

describes the tour segments formed by the intersection of C with a solution. Recall that if
the depot r is contained in a cluster, it is a portal of its boundary. Additionally, since each
client is assigned to exactly one leaf cluster, we avoid overcounting any client’s demand. For
a client z, let D¢ . be the demand of z inside the cluster C. D¢ . =1 if z is assigned to C,
otherwise D¢ . = 0.

A configuration X for cluster C specifies, for each pair of portals (i,0) of the cluster
and for each ¢ € {1,...,Q}, a number &;,, of segments that enter C at portal ¢, visit
exactly ¢ clients in C, and leave C at portal o. A configuration for cluster C is admissible if
Yi0q9Xi0,q = YzecDe 2

A partial solution S for cluster C is a set of tour segments that stays inside the cluster.

We say that a partial solution S for cluster C induces the configuration X if every visiting
segment of S corresponds to a segment described in X' (recall that a visiting segment is one
that visits a client).

Our dynamic program computes, for each cluster C and admissible configuration X, the
weight DP(C, X) of the minimum-weight, portal-respecting partial solution that induces the
configuration X.

5.2 Compatibility

To compute the minimal cost of a partial solution for a cluster Cy that induces the configuration
XY, the algorithm determines possible configurations for the two child clusters of Cy, namely
C; and Cy. Let Cy be a cluster, with two child clusters C; and Cs, and let X0, X!, and X2 be
three configurations such that X* is admissible for C,. We say that X' and X2 are compatible
with XY if each segment (i, 0, q) described in X° can be mapped to a tuple of segments of
X1 and A2, ((bl,el,jl,ql),n- ,(bK7eK,jK,qK)), where j, € {1,2}, b, and e, are portals
of C;,, and such that 0 < ¢, < @ and XX g, = ¢. We use (X', X?) ~ X° to denote that
X1 and X? are compatible with X°. To ensure that partial solutions are portal-respecting,
configurations only need to describe the segments that visit clients. The other segments
need not cross boundaries at portals, so we assume them to be shortest paths in the original

graph.

Conversely, every segment of X' and X? must correspond to exactly one segment of X°.

Intuitively, this means that every segment in X° can be broken into subsegments that respect
the portals of C; and Cy. The path from i to o can be divided into a shortest path from 7 to
b1, segments from b, to e, visiting g, clients in the cluster C;,, and shortest paths from e, to
b,+1 and from eg to o visiting 0 clients.

12:9

ESA 2017



12:10

A QPTAS for Vehicle Routing on Planar and Bounded-Genus Graphs

We define the price, P, of the compatible configurations to be the cost of connecting
the segments: P(Co, X0, X', X?) = d(i,by) + X5 d(e,,b,41) + d(ex,0). Therefore, the
minimal cost of a partial solution for a cluster Cy that induces the configuration X° is
DP(Cy, X°) = min(x1 x2yx0 DP(Cy, X') + DP(Cy, X?) + P(Co, X°, X1, X2).

The algorithm enumerates all possible configurations X! and X2 that are compatible with
X0, As in the above definitions, the algorithm breaks every segment of X0 into subsegments,
each visiting some clients in Cy or in Cy. It then adds each subsegment to the corresponding
subconfiguration: the subsegment is added to X7. As ¢, >0and ©X ¢, =¢<Q, K <Q.
The algorithm enumerates all possibilities and calculates the value of DP(Cy, XY).

5.3 Base Cases

Each base case is a cluster in which there are at most three clients. It is therefore straight-
forward to find the minimal cost of a configuration.

5.4 Final Output and correctness

Since the topmost cluster has r as its only portal, all configurations will consist of r-to-r
segments visiting at most @ clients, and collectively visiting all clients of Z. These are
exactly the feasible CAPACITATED VEHICLE ROUTING solutions. The algorithm returns the
minimum over all admissible configurations of the top-level cluster, which is the cost of the
optimal portal-respecting solution.

» Theorem 12. The dynamic programming algorithm described above outputs the minimal
weight of a portal-respecting solution to CAPACITATED VEHICLE ROUTING.

The proof is omitted here due to space limitations.

5.5 Complexity Analysis

The complexity is determined by the number of compatible configurations. For each cluster
and each admissible configuration for this cluster, the algorithm computes

|{ways of breaking a segment }|/{scsments}|
compatible subconfigurations. We first count the number of admissible configurations for a
cluster.

» Lemma 13. The number of admissible configurations X for a given cluster C is

|Z|O(@% " log” | 2]) |

Proof. An admissible configuration is a vector X indexed by two portals (i,0) and a number
of clients q. Xj,q is the number of segments going from i to o visiting ¢ clients. As
the configuration is admissible, ¥;, qqX; 0 ¢ = X.ccDe,. < |Z]| (because D¢, € {0,1}).
Therefore X; , 4 < |Z|. Moreover, ¢ < Q and because by Lemma 8 there are O(Qe ' log |Z])
portals for C the number of choices of (i,0) is less than O(Q?*¢~?log? | Z|). The number of
admissible configurations X for a given cluster is thus |Z \O(Qse_g log? | Z]) |

We now count the number of compatible subconfigurations for a given configuration X.

» Lemma 14. There are O((2Q% 2 log? |Z|)@I1Z1) compatible subconfiguration pairs for a
given configuration.
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Proof. Using the same argument as in Lemma 13, ¥, , ¢X; 04 < |Z], and as ¢ > 0 we can
bound the number of segments of a configuration: %; , ;X 0.4 < |Z|. To break a segment,
the algorithm chooses at most ) subsegments, each one consisting of a boolean, a pair
of portals and a number of clients visited by the segment (see Section 5.2). As there are
O(Qe t1og|Z|) child-cluster portals by Lemma 8 and the capacity is bounded by Q, there
are O((2 - Q - Q% 2log? |Z|)?) ways of breaking a single segment. As there are fewer
than |Z| segments, we have O((2Q%¢~2log? | Z|)?!#!) compatible subconfiguration pairs per
configuration. |

» Lemma 15. The overall complezity of the dynamic program is

IZIO(%) ’O(Q?’ 1054 \Z|)Q‘Z|.
€

Proof. As stated above, the dynamic program computes for each cluster and each admissible
configuration, all compatible subconfigurations. As the decomposition is a binary tree with at
most one leaf per client, the number of clusters is O(Z). Combining this with Lemma 13 and
Lemma 14, the total complexity is therefore O(|Z]-]Z]|0(@"¢ 18" 12]) (2Q3¢ =2 log® |Z|)Q‘Z|).

<4

5.6 QPTAS

The slowest operation in the DP is generating all compatible subconfigurations for a given
cluster. But this is very redundant: two different segments can be broken into the same
subsegments. We present a preprocessing step that computes, for every cluster and every
triplet of configurations for parent and children clusters, the minimal price P(Cy, X0, X1, X'?)
of passing segments needed to make the configurations compatible. Recall that a passing
segment is one that visits no clients and that they are necessary to connect the wvisiting
segments of the subconfigurations.

5.6.1 Preprocessing Algorithm

We describe a recursive algorithm. The entries are a cluster Cy, a configuration X° of Cy and
two configurations X' and X2 of the children of Cy. To determine the price for connecting
these three configurations, the algorithm considers the first segment appearing in X° and
breaks it into subsegments belonging to the children. It then deletes this segment from X
(giving a new configuration X ) and deletes the subsegments from the children configurations,
to obtain the subconfigurations X1 and X2, Tt tries all possibilities for breaking this segment
and returns the cheapest one :

P[Co, X°, X!, X?) = min (P(Co, X°, X1, X%) + d(i, b1) + Sd(e,, bt1) + d(brc, 0)) -

The base case is when there are no segments in X° (i.e. Xfoﬂ =0, Vi,o,q). Here the
algorithm just checks that there are no remaining segments in X' and X2. It returns 0 if
there are none and oo otherwise. This algorithm can be memoized because the number of

segments in the first configuration is strictly decreasing.

5.6.2 Correctness

We prove the correctness of this algorithm by induction. The base case is an empty
configuration for the parent cluster. The two subconfigurations are therefore compatible
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with it only if they are also empty. If X° is compatible with X' and X2, then the chosen
segment of XC corresponds by definition to at most @ subsegments in X! and X2. The
algorithm enumerates all possible ways to break the segment, so at least one will result in a
compatible configuration. Reciprocally, if X9 is not compatible with X! and X2, the first
segment cannot be broken in such a way that results in three compatible configurations, so
the algorithm avoids false positives.

5.6.3 Complexity

The complexity of this preprocessing step is
O(|{clusters}| - |{configurations}|* - |{ways of breaking a segment}|).

We showed in Lemma 13 that there is |Z\O(Qg572 log* |Z]) configurations and we showed in
the proof of Lemma 14 that there are O((2Q3¢%log* |Z|)?) ways of breaking a segment,

so the preprocessing can be achieved in O(|Z] - |Z|O(Q36721°g1 171) (2Q3%21og" |Z|)9) =
O(2P10&121.Q:c7") where P is some polynomial.

We can use this preprocessing step to improve the complexity of the main DP. Instead of
breaking segments we try all compatible configurations for the children clusters, of which
there are at most O(|{configuration}|?). The complexity of this improved DP is therefore
O(|{clusters}| x |{configuration}|?) and is dominated by the preprocessing step. Combining
this analysis with Theorem 11 gives a QPTAS for planar graphs, proving Theorem 1.

6 Generalizations

6.1 Multiple depots

The techniques presented in this paper can be extended to address the multiple-depot version
of VEHICLE ROUTING, assuming a constant number of depots. In this variation, each tour
can start and end at different depots. Let R denote the set of depots, and for v € Z let r,
denote the closest depot to v (note that the tour that visits v does not necessarily visit r,,).
The generalization relies on two key observations.

First, the recursive clustering can be slightly modified in the following way. Let a from-R
shortest path be a from-r shortest path for some r € R.

» Lemma 16. Let G be a planar embedded graph with edge costs, and let R and Z be subsets
of the vertices. There is a depth-O(log|Z|) recursive clustering of G with the following
properties:

there are no boundary edges,

for each cluster, there are O(|R)|) from-R shortest subpaths such that the boundary vertices

of the cluster are the vertices that lie on these paths, and

at most three vertices of Z are assigned to each leaf cluster.

Proof. We sketch the proof. It follows the proof of Lemma 6, which in turn follows that
of [8]. Consider the R-rooted shortest-path forest F'. Each tree is rooted at some r € R, and
consists of those vertices v for which r, = r. Construct a tree T' by arbitrarily linking the
trees of F'; and then use the construction of Lemma 6. This gives a decomposition such that
each cluster is bounded by four fundamental cycles of the tree T'. Since a fundamental cycle
in T consists of at most 2|R| from-R shortest paths, this concludes the proof. <
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Figure 3 Here, u and v are depots. The forest is in black, the plain lines are the shortest-path
trees from u and v and the dashed one is the connecting edge. The dashed, grey lines are edges not
in T. The arrow is the boundary of a cluster: there is one fundamental cycle in T', and thus two
from-R shortest paths.

Portals in this decomposition are designated the same way as in Section 3. The cost
of a detour becomes §(d(v,r,) + OPT/Z) (using the notation of Section 3), and therefore
Lemma 3 has to be adapted in order to obtain an approximate solution.

Each tour P in the optimal solution contains a trip between one depot and the farthest
client in P, so the cost of P is at least max{d(c,r.) : ¢ is a client of P}, which in turn is at
least

1
0 Z{d(c, re) : ¢ is a client of P}

by averaging over the at-most @ clients in P.

Using these modified bounds, we can prove a multiple-depot version of the structure
theorem, analogous to Theorem 11. Assuming that |R| is constant, we can adapt the dynamic
program for this decomposition to get a QPTAS.

6.2 Bounded genus

To extend our algorithm to handle the case when G is embedded on a surface of genus g > 0,
we adapt a technique previously used by Eistenstat et al. [8]. Let T be any spanning tree of
G, in our case the shortest-path tree rooted at the depot. The algorithm selects [9] 2¢g edges
not in T such that cutting the surface along the corresponding cycles (each edge forms a
cycle with the corresponding simple path in T') yields a surface (with boundary) of genus 0,
and a graph embedded on this surface. The vertices of these cycles lie on shortest from-r
paths where r is the depot. The algorithm then cuts along these cycles, duplicating the
vertices (an edge belonging to such a cycle ends up on one side or the other). The resulting
graph is planar. Next the algorithm forms the cluster decomposition for that graph. Finally,
the algorithm merges duplicate vertices together. Merging the duplicates can result in those
merged vertices being boundary vertices of the clusters, but fortunately all of those merged
vertices lie on at most 2¢g from-r shortest paths, so designation of portals can continue as in
Section 3.3 and in total the number of portals per cluster will be O(Qge " log? |Z|).

6.3 Handling penalties

The dynamic program of Section 5 computes, for each cluster and each admissible configura-
tion of that cluster, the minimum cost partial solution that induces that configuration. To
handle penalties, we change the definition of solution, of admissible and of cost. A solution
is now allowed to not visit all the clients, an admissible configuration is allowed to not
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visit all the clients, and the cost includes the penalties of unvisited clients. The base cases
change slightly to accommodate these changes, but otherwise the dynamic program is mostly
unchanged.

One other change to the algorithm is needed. As described in Section 3.1, the algorithm
needs to prune the graph, removing vertices that are too far to be included. To handle
penalties, we need a more complicated pruning step. The algorithm computes an upper bound
b on the value of the optimum that is at most @) times the value of the optimum, and then
prunes away every vertex whose distance from the depot is greater than b/2. This ensures
that, for any cluster found in the pruned graph, the value d(r,9) is at most (Q/2)OPT, and
our analysis can be adapted to show that the number of portals is not too large.

» Lemma 17. There exist a polynomial-time algorithm that computes a Q-approximation of
the penalty variant of vehicle routing.

Proof. Consider an instance of the penalty version with capacity @, and a modified version
in which the capacity is 1. Solving the modified instance is easy: for each client, include
a depot-to-client round-trip if the cost of this trip is no more than the client’s penalty. It
remains to show that the optimum value for the original instance is at most @ times the
optimum value for the modified instance.

Consider an optimal solution for the original instance. For each tour T in that solution,
the cost of T' is at least the cost of a round-trip from the depot to the farthest client visited
by T. Replace T by a collection of tours, one visiting each of the clients visited by 7. Each
of these tours is a round trip, and there are () of them, so their total cost is at most () times
the cost of T. The set of unvisited clients has not changed so the sum of their penalties
remains unchanged. Thus the total value of the solution thus obtained is at most @ times
the optimum value for the original instance. |
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—— Abstract

In the k disjoint shortest paths problem (k-DSPP), we are given a graph and its vertex pairs
(s1,t1), -+, (Sk,tr), and the objective is to find k pairwise disjoint paths P, ..., P such that
each path P; is a shortest path from s; to ¢;, if they exist. If the length of each edge is equal to
zero, then this problem amounts to the disjoint paths problem, which is one of the well-studied
problems in algorithmic graph theory and combinatorial optimization. Eilam-Tzoreff [5] focused
on the case when the length of each edge is positive, and showed that the undirected version of
2-DSPP can be solved in polynomial time. Polynomial solvability of the directed version was
posed as an open problem in [5]. In this paper, we solve this problem affirmatively, that is, we
give a first polynomial time algorithm for the directed version of 2-DSPP when the length of each
edge is positive. Note that the 2 disjoint paths problem in digraphs is NP-hard, which implies
that the directed 2-DSPP is NP-hard if the length of each edge can be zero. We extend our result
to the case when the instance has two terminal pairs and the number of paths is a fixed constant
greater than two. We also show that the undirected k-DSPP and the vertex-disjoint version of
the directed k-DSPP can be solved in polynomial time if the input graph is planar and & is a
fixed constant.
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Keywords and phrases Disjoint paths, shortest path, polynomial time algorithm
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1 Introduction

1.1 Disjoint paths problem and disjoint shortest paths problem

The vertex-disjoint paths problem is one of the classic and well-studied problems in algorithmic
graph theory and combinatorial optimization. In the problem, the input is a graph (or a
digraph) G = (V, E) and k pairs of vertices (s1,%1), ..., (Sk, tx), and the objective is to find
k pairwise vertex-disjoint paths from s; to t;, if they exist. If k is part of the input, the
vertex-disjoint paths problem is NP-hard [9], and it remains NP-hard even if the input graph
is constrained to be planar [12]. The vertex-disjoint paths problem in undirected graphs can
be solved in polynomial time when k = 2 [17, 19, 22], and Robertson and Seymour’s graph
minor theory gives an O(|V|?)-time algorithm for the problem when k is a fixed constant [15].
The running time of this algorithm is improved to O(|V|?) in [10]. The vertex-disjoint paths
problem in digraphs is much harder than the undirected version. Indeed, the directed version
is NP-hard even when k = 2 [6]. The vertex-disjoint paths problem in planar digraphs can
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be solved in polynomial time for fixed k [16], and it is fixed parameter tractable with respect
to parameter k [3].

The vertex-disjoint paths problem has many applications, for example in transportation
networks, VLSI-design [7, 14], or routing in networks [13, 20]. When we deal with such
practical applications, it is natural to generalize the problem to finding short or cheap vertex-
disjoint paths. There are many results on the problem to find disjoint paths minimizing a
given objective function such as the total length of the paths or the length of the longest path
(see Section 1.2). In this paper, we consider the disjoint shortest paths problem introduced
in [5], in which each path has to be a shortest path from s; to ;. Note that, in contrast to
the other problems, the length of each path appears in the constraint of the problem. For an
integer k, our problem is formally described as follows.

k Disjoint Shortest Paths Problem (k-DSPP)
Input. A digraph (or a graph) G = (V, E) with a length function ¢ : E — R, and k pairs of
vertices (s1,%1), ..., (Sk, tx) in G.

Find. Pairwise disjoint (vertex-disjoint or edge-disjoint) paths Pi, ..., Py such that P; is a
shortest path from s; to t; for i = 1,2,...,k, if they exist.

Note that R4 denotes the set of non-negative real numbers. We can consider both directed
and undirected variants of this problem, which we call the directed k-DSPP and the undirected
k-DSPP, respectively. For each problem, we can consider vertex-disjoint and edge-disjoint
versions. If the length of each edge is equal to zero, then these problems amount to the
directed or the undirected version of the k disjoint paths problem. With this observation,
most hardness results on the k disjoint paths problem can be extended to the directed (or
undirected) k-DSPP. In particular, since the k disjoint paths problem in digraphs is NP-hard
even when k = 2 [6], almost all variants of the directed k-DSPP are hard.

Only few positive results are known for k-DSPP. An important positive result is a
polynomial time algorithm of Eilam-Tzoreff [5] for the undirected 2-DSPP, in which the
length of each edge is positive. It is interesting to note that the algorithm in [5] is completely
different from the algorithms for the 2 disjoint paths problem in [17, 19, 22]. This means
that properties or tractability of k&-DSPP will be different from those of the k disjoint paths
problem by assuming that the length of each edge is positive. This fact motivates us to study
polynomial solvability of the directed k-DSPP under this assumption. Indeed, for the case
when £k is a fixed constant and the length of each edge is positive, polynomial solvability of
the directed k-DSPP was posed as an open problem in [5].

1.2 Related work

There are many results on the problem in which we find & disjoint paths minimizing a given
objective function. Such a problem is sometimes called the shortest disjoint paths problem. A
natural objective function is the total length of the paths. That is, the aim of the problem is
to find disjoint paths Pi, ..., P, that minimize ), ¢(P;) when we are given a length function
¢: E — R, which we call the min-sum k disjoint paths problem. Here, ¢(P;) denotes the
length of P;. We note that a solution of the k disjoint shortest paths problem must be an
optimal solution of the corresponding min-sum & disjoint paths problem, which shows that if
we can solve the min-sum & disjoint paths problem, then we can also solve the k disjoint
shortest paths problem. Another objective function is the length of the longest path. That is,
the aim of the problem is to find disjoint paths Py, ..., Px that minimize max; £(F;), which
we call the min-maz k disjoint paths problem.
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Table 1 Results on the k disjoint paths problem and the k-DSPP. In the results with (x), we
assume that the length of each edge is positive.

Conditions Disjoint Paths  Disjoint Shortest Paths
k=2 undirected P [17, 19, 22] P [5] (%)
directed NP-hard [6] NP-hard (Proposition 1)
P (Theorem 2) (x)
k: fixed undirected P [14] OPEN
planar, vertex-disjoint P (Corollary 11)
planar, edge-disjoint P (Theorem 5)
directed NP-hard [6] OPEN () / NP-hard
planar, vertex-disjoint P [16] P (Theorem 4)
planar, edge-disjoint OPEN OPEN
acyclic P [6] P (Proposition 10)
k: general  undirected/directed NP-hard [9] NP-hard

Since the min-sum or min-max & disjoint paths problem is a generalization of the k disjoint
paths problem, hardness results on the k disjoint paths problem can be extended to the
optimization problem. See [11] for classical results on the min-sum and min-max k disjoint
paths problems. We now describe several positive results on the min-sum & disjoint paths
problem. Colin de Verdiére and Schrijver [4] presented a polynomial time algorithm for the
case when the input digraph (or graph) is planar, si,. .., s, are on the boundary of a common
face, and t1, ..., t; are on the boundary of another face. Kobayashi and Sommer [11] gave a
polynomial time algorithm for the case when the graph is planar, k = 2, and the terminals
are on at most two faces. Borradaile et al. [2] gave a polynomial time algorithm for the case
when the graph is planar, the terminals are ordered nicely on a common face. Bjorklund and
Husfeldt [1] gave a randomized polynomial time algorithm for the case when k = 2 and each
edge has a unit length, which is based on interesting algebraic techniques. This result was
recently generalized to the case with two terminal pairs by Hirai and Namba [8].

1.3 Our results

In this subsection, we describe our results, which are summarized in Table 1.
As mentioned in Section 1.1, it is not difficult see that the directed k-DSPP is NP-hard
even when k = 2 if the length of each edge can be zero.

» Proposition 1. Both vertez-disjoint and edge-disjoint versions of the directed k-DSPP are
NP-hard even when k = 2.

Proof. Suppose that the length of each edge is equal to zero. In this case, since any path
is a shortest path, the directed k-DSPP is equivalent to finding two vertex-disjoint (or
edge-disjoint) paths P; and P, such that P; is from s; to ¢;. This problem is known to be
NP-hard [6], and hence the directed k-DSPP is NP-hard even when k = 2. <

The main result of this paper is to show that the directed k-DSPP can be solved in
polynomial time when the length of each dicycle (directed cycle) is positive and k = 2.

» Theorem 2. If the length of each dicycle is positive, both vertez-disjoint and edge-disjoint
versions of the directed 2-DSPP can be solved in polynomial time. In particular, the directed
2-DSPP can be solved in polynomial time if each edge has a positive length.
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Figure 1 Reduction to the directed case.

The proof of this theorem is given in Section 3. It is posed as an open problem by Eilam-
Tzoreff [5] to determine whether or not the directed k-DSPP can be solved in polynomial
time when each edge has a positive length and k is a fixed constant. Theorem 2 answers this
problem affirmatively for the case of k = 2. It is interesting to note that the assumption on
the edge length affects the polynomial solvability of the problem as we can see in Proposition 1
and Theorem 2. We also note that a polynomial time algorithm for the undirected version
can be derived from Theorem 2, that is, we obtain an alternative elementary proof for the
following result.

» Corollary 3 (Eilam-Tzoreff [5]). If each edge has a positive length, both vertex-disjoint and
edge-disjoint versions of the undirected 2-DSPP can be solved in polynomial time.

Proof. Suppose we are given an instance of the undirected 2-DSPP in which ¢(e) > 0
for every e € E. Replace each edge e = wv with two new vertices z.,y. and five new
directed edges uxe,vxe, Tele,Yelt, yev (see Fig. 1). Define a new length function ¢ by
U(uze) = U (vee) = O(weye) = € (yeu) = €' (yev) = é(lg'u)' Then, each edge has a positive
length in the obtained digraph. In this way, we can reduce the undirected 2-DSPP to the

directed 2-DSPP, which shows the corollary by Theorem 2. |

Theorem 2 can be extended to the case when the input digraph contains two terminal
pairs and k is a fixed constant, which is discussed in Section 4.

We also discuss the case when the input (di)graph is restricted to be planar in Section 5.
We first show that the vertex-disjoint version of the directed k-DSPP can be solved in
polynomial time in planar digraphs.

» Theorem 4. If k is a fized constant and the input digraph is planar, the vertez-disjoint
version of the directed k-DSPP can be solved in polynomial time.

The proof is given in Section 5. Our proof is based on the reduction technique used in
the proof of Theorem 2 and the algorithm for the disjoint paths problem in planar digraphs
proposed in [16]. Note that this result implies that we can also solve the undirected version
in polynomial time. Since Schrijver’s algorithm for the disjoint paths problem [16] works only
for the vertex-disjoint case, the proof of Theorem 4 cannot be extended to the edge-disjoint
case directly. However, when the graph is undirected, we can show the following theorem,
whose proof is given in Section 5.

» Theorem 5. If k is a fized constant and the input graph is planar, the edge-disjoint version
of the undirected k-DSPP can be solved in polynomial time.

2  Preliminary

For a digraph G = (V, E), a directed edge from u to v is denoted by wwv. For a directed edge
e in G, the head and the tail of e are denoted by headg(e) and tailg(e), respectively, that is,
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o

Figure 2 Reduction to the edge-disjoint version.

e is a directed edge from tailg(e) to headg(e). A dipath (or a directed path) is a sequence
(vo,€1,v1,€2,...,€p,vp) such that vy, v1,...,v, € V are distinct vertices and e; = v;_1v; € E
for each i. If vy = v, in the definition of a dipath, the sequence is called a dicycle (or a
directed cycle). If no confusion may arise, a dicycle, a dipath, and a directed edge are simply
called a cycle, a path, and an edge, respectively. For a dipath, a dicycle, or a subgraph @Q, its
vertex set and edge set are denoted by V(Q) and E(Q), respectively. For a length function
¢:E — Ry and for an edge set F' C E, we denote {(F) = > . {(e). For a dipath or a
dicycle @, we identify Q with its edge set, and ¢(E(Q)) is simply denoted by £(Q).

3 Proof of Theorem 2

In this section, we give a proof of Theorem 2, that is, we show that the directed 2-DSPP
can be solved in polynomial time if the length of each dicycle is positive. To solve this

problem, we will efficiently reduce it to a set of 2 disjoint paths problem in acyclic digraphs.

Although the original digraph is not necessarily acyclic, we decompose the digraph into
smaller subgraphs and modify each subgraph to an acyclic digraph.

We first note that the vertex-disjoint version of the directed 2-DSPP can be reduced to
the edge-disjoint version of the directed 2-DSPP by the following procedure: replace each
vertex v with two vertices v and v, replace each edge uv with an edge utv™ of the same
length, and add an edge v~ v™ of length zero for each v (see Fig. 2). Therefore, it suffices to
give a polynomial time algorithm for the edge-disjoint version of the problem.

Suppose we have an instance of the edge-disjoint version of the directed 2-DSPP in which
each dicycle is of positive length. For ¢ = 1,2, let E; C E be the set of edges that are
contained in some shortest path from s; to t;. By the definition, an s;-t; path is a shortest
s;-t; path if and only if it consists of edges in F;. Note that we can compute F; in polynomial
time as follows. We first apply a shortest path algorithm (e.g., Dijkstra’s algorithm) and
obtain the distance d;(v) from s; to v for every v € V. Let E! C E be the set of all the edges
wv with d;(v) — d;(u) = (uwv). Then, {uv € E! | E! contains a v-t; path} is the desired set
E;. With this observation, the edge-disjoint version of the directed 2-DSPP can be reduced
to the following problem: given a digraph G = (V, E), subsets E1, E; C E, and two pairs of
vertices (s1,t1) and (s9,t2) in G, find edge-disjoint paths P; and P, such that E(P;) C E;
and P; is a path from s; to t; for ¢ = 1,2. We now show some properties of E;.

» Lemma 6. The edge set E; forms no dicycle for i =1,2.

Proof. Assume that E; forms a dicycle C. By the definition of d; and E;, d;(v) —d;(u) = £(uv)
for each uv € E(C). This shows that £(C) =3_,,cp(c) Luv) =3, ,cp(c)(di(v) —di(u)) = 0,
which contradicts that the length of each dicycle is positive. |

For a set I of directed edges, let ' be the set of directed edges obtained from F by
reversing all the edges, that is, ' = {vu | uv € F}. Then, we have the following lemma.
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» Lemma 7. Suppose that C' is a dicycle in EyUEy. Then, EyNE(C) C Ey and E;NE(C) C
E;.

Proof. Since C is a dicycle in E; U Es, it can be decomposed into subpaths P;, Q1, Ps, Q2,
..., P.,Q, such that P; is a dipath from u; to v; with E(P;) C E; and Q; is a dipath from
;11 to v; with E(Q;) C Ey for i = 1,...,r, where we denote u,11 = uy. By the definition
of dl and El, dl(UZ‘) — dl(uz) = E(Pz) and dl(vi) — dl(uH_l) < g(Qz) for i = 1, ceay T By
combining them, we obtain >\, £(P;) < >°!_, £(Q;). Similarly, by the definition of dy and
EQ, dQ(UZ‘) — dQ(Uz’) S E(Pz) and dg(’Uz’) — dg(ui+1) = Z(QZ) for i = 1, ceey Ty which shows that
Sl U(P) > 300, 6(Q;). Therefore, >0, £(P;) = >_._, £(Q;) and all the above inequalities
are tlght That iS, dl(vi) — dl(ui+1) = é(Ql) and dg(l}i) — dg(uz) = E(Pz) for i = 17 ceey Ty
which shows that F(Q;) C E} and E(F;) C Ej. Since E(FP;) C Ey for i =1,...,r, there is a
v;-t; path in Ej. This implies that E{ contains a v-t; path for any v € V(Q;), and hence
E(Q;) C E;. Similarly, since F(Q;) C Fy for i = 1,...,r, there is a v;-t; path in E}, which
shows that E(P;) C Es. <

We add four vertices s, sh,t], and t5, and four edges s|si1, shse, t1t], and toth. We
update E; < E; U {s}s;,t;t;} for i = 1,2. Then, a path from s; to ¢; is corresponding to a
path whose first and last edges are ss; and t;t}, respectively. By using this correspondence,
we can rephrase the problem to the following: find edge-disjoint paths P, and P such that
E(P;) C E; and P, is a path whose first and last edges are ss; and ¢;t}, respectively.

Let Ey := E1 N Ey, Ef = Ey \ Ey, and Ej = E; \ Eg. We remove all the edges in
E\ (E1 U Ey) from G, contract all the edges in Ey, and reverse all the edges in F3. Then,
we obtain a digraph G* = (V*, E*). Let Vj C V* be the set of all the vertices in V* that
are newly created by contracting Fy. In other words, V*\ Vj C V is the set of all original
vertices. For v € Vj, let G, be the subgraph of G — (F \ (E; U E»)) induced by the vertex
set corresponding to v. For any edge e in G, by the definition of G, either e € Ey or there
exist edges f1, fo,..., fr € Ey such that e, fi, fo,..., fr form a cycle when we ignore the
direction of the edges. In the latter case, these edges induce a dicycle C in E; U Eo, which
shows that e € Ey by Lemma 7. Thus, every edge in G, is in Ey, which implies that we can
identify E* with E} U Ej. Furthermore, since every edge in G, is in Ey, G, is an acyclic
digraph by Lemma 6.

We can also see that, by Lemma 7, G* is an acyclic digraph. In what follows, roughly,
we find two disjoint paths in G* such that one is from s to t] and the other is from #} to
sh. Our algorithm is based on the algorithm for finding disjoint paths in digraphs proposed
in [6].

We define a new digraph G whose vertex set is W = E} x B as follows. For (e1, e2), (€], ¢5) €
W, G has a directed edge from (eq, e3) to (e}, e4) if one of the following holds.

€] = ey, headg-(e2) = tailg~(e) =: v, and there is no path in G* from headg-(e1) to v.

Furthermore, if v € Vp, then G, contains a path from tailg(e}) to headg(ez).

ey, = eq, headg~(e1) = tailg=(e]) =: v, and there is no path in G* from headg-~(e2) to v.

Furthermore, if v € Vg, then G, contains a path from headg(eq) to tailg(e}).

headg~(e1) = headg»(e2) = tailg=(€}) = tailg«(e}) =: v. Furthermore, if v € V;, then

G, contains two edge-disjoint paths such that one is from headg(e1) to tailg(e)) and the

other is from tailg(e5) to headg(es).

To construct G, it suffices to solve the two disjoint paths problem in each acyclic digraph G,
which can be done in polynomial time by [6]. We now show that we can solve the edge-disjoint
version of the directed 2-DSPP by finding a path in G from (s]s1, thta) to (t1t], s255).
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» Lemma 8. There is a path in G from (s)s1,thta) to (t1t), s2s5) if and only if G has two
edge-disjoint paths Py and Py such that P; is from s; to t; and E(P;) C E; fori=1,2.

Proof. Sufficiency (“if” part). Suppose that G has two edge-disjoint paths P; and P, such
that P; is from s; to t; and E(P;) C F; for i = 1,2. E(Py)\ Ep forms a path P;* from s; to t;
in G*, and E(P,) \ Ey forms a path Py from t3 to so in G*. Suppose that P} traverses edges

. . 1 o e
el,e?, ..., el in this order, and let €9 := s} s; and ezf+ = t1t]. Slnmll&urly7 suppose that Py
traverses edges e}, e3,..., e} in this order, and let €3 1= thty and eg+ := 898%. It is obvious

that e} € Ef for i =0,1,...,p+ 1 and €} € Fj for j =0,1,...,q+ 1. Since G* is acyclic,
for any ¢ =0,1,...,p+ 1 and for any j =0,1,...,¢g+ 1, at least one of the following holds.
(1) There is no dipath in G* from headg-(e%) to headg- ().

(2) There is no dipath in G* from headg-(€}) to headg- ().

(3) headg-(e}) = headg-(e2).

For each case, we obtain the following by the definition of the edge set of G.

If (1) holds and j # ¢ + 1, then G has an edge from (ei,¢}) to (ei,e}™). Note that

if v := headg-(e}) € Vo, then E(Py) N E(G,) forms a path in G, from tailg(el™) to

headg(€).

If (2) holds and i # p+ 1, then G has an edge from (e, e}) to (ei*!,el). Note that

if v := headg:(e%) € Vy, then E(P1) N E(G,) forms a path in G, from headg(e}) to

tailg (el ™).

If (3) holds, then G has an edge from (e},el) to (ei*! el™'). Note that if v :=

headg-(e}) = headg-(e}) € Vo, then E(P) N E(G,) and E(Py) N E(G,) form two

edge-disjoint paths in G, such that one is from headg(e}) to tailg(ei™) and the other is
from tailg (e} ™) to head(e)).
By observing that (1) holds if i = p+ 1 and (2) holds if j = ¢+ 1, we can see that G has an
edge from (e%,el) to (ei,el™), (i1, ed), or (it el ™) unless (i,5) = (p+1,q+1). We
begin with (i,) = (0,0) and find an edge leaving (e, e%) in G as above, repeatedly. Then,
we obtain a path in G from (9, €9) = (551, thta) to (21!, ed™) = (118}, s2s}), which shows
the sufficiency.

Necessity (“only if” part). Suppose that there is a path in G from (fY, f9) := (s}s1,tht2)
to (f7, f5) := (t1t}, s2sh) that traverses vertices (fY, f3), (fi, f3), ---, (fT, f3) of G in this
order. In this proof, we regard a path in G as a sequence of edges, and the concatenation of
two paths P and @ is denoted by P - Q. We define two paths P, and P, as follows.

1. SetPlzPQ:(Z).

2. Fori=0,1,2,...,r, we update P; as follows.
Suppose that fiT' = fi, headg-(f3) = tailg-(fat!) =: v, and there is no dipath in
G* from headg-(f}) to v. In this case, let Q be the path in G,, from tailg(f3™) to
headg(f3) if v € Vg and let Q = 0 if v € V. Then, update P, as Py < fé“ Q- Ps.
Suppose that fit! = fi, headg-(f}) = tailg-(fi™') =: v, and there is no dipath in
G* from headg-(f4) to v. In this case, let @ be the path in G, from headg(fi) to
tailg ( f“) ifveVyandlet Q=0if v &Vy. Then, update P, as Py < P, - Q - ff“.
Suppose that headg-(fi) = headg-(fi) = tailg- (fi™') = tailg-(fi™') =: v. In this
case, if v € Vj, then G, contains two edge-disjoint paths Q1 and Q)5 such that @ is from
headg(ff) to tailg(fit!) and Qs is from tailg(fi™') to headg(fi). Let Q1 = Q2 =0
if v € V. Then, update P; and P, as P; + Py - Q1 - f“ and P, + f§+1 - Qs - Ps.

Then, P; and P, are edge-disjoint paths in G such that P; is from s; to ¢t; and E(P;) C F;

for ¢ = 1,2, which shows the necessity. |
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