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Preface

This volume contains the proceedings of the second Imperial College Computing Student
Workshop (ICCSW’12). The workshop took place on 27th–28th September 2012 in London,
UK and was hosted by Imperial College London.

ICCSW is an event organised with the “by students, for students” ethos in mind. All of
the organisation of the workshop was done by the steering committee of Ph.D. students at
Imperial College London, with all papers and reviews also being written by students. This
year, ICCSW also introduced an “ambassador” programme for students who wished to act as
external publicity chairs. The ambassadors proved to be invaluable as they helped increase
the national and international visibility of the event.

These proceedings contain 24 original contributions in various fields from across computer
science, including both theoretical and applied papers. The workshop received 47 submissions,
and after rigorous peer review, the final selection was cut down to 24 papers (and even those
24 were difficult to schedule!). From ICCSW’11, this is a 105% increase in the number of
submissions and a 41% increase in the number of accepted papers. Along with having more
submissions, there was also a significant improvement in the quality of the papers – this
made the committee’s job in selecting the final programme very tough!

Both days of the workshop featured a keynote talk on a facet of computer science – our
renewed thanks go out to our keynote speakers. The talks were titled:

Cloud Centric Networking, by Greg Page (Cisco Systems, Inc.); and

The Art of Programming Language Design: Confessions of a Connoisseur, by Gilad
Bracha (Google Inc.)

ICCSW’12 once again proved to be an international event, attracting both submissions
and attendees from the UK and the rest of Europe. The workshop was pleased to host in
excess of 100 participants from the following countries: Cyprus, France, Germany, Italy,
Poland, Romania, Switzerland and the United Kingdom. Furthermore, the workshop also
received submissions from: Greece, Ireland, the Netherlands, Saudi Arabia, Slovakia and
Taiwan!

We wish to thank all authors, accepted or not, who acted as reviewers, plus the handful
of external reviewers. Furthermore, our thanks also go out to our sponsors: Imperial College
London, who provided us with more than just financial support; Google and Cisco for their
gold-level sponsorship; and, finally, HP for providing travel bursaries to numerous authors.
Without the continual confidence and financial support of these organisations, ICCSW’12
would not have been possible. For this support we are truly grateful!

October, 2012
London

Andrew V. Jones
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Knowledge Transformation using a Hypergraph
Data Model
Lama Al Khuzayem1 and Peter McBrien1

1 Imperial College London
South Kensington Campus
London SW7 2AZ
l.al-khuzayem11@imperial.ac.uk
p.mcbrien@imperial.ac.uk

Abstract
In the Semantic Web, knowledge integration is frequently performed between heterogeneous know-
ledge bases. Such knowledge integration often requires the schema expressed in one knowledge
modelling language be translated into an equivalent schema in another knowledge modelling
language. This paper defines how schemas expressed in OWL-DL (the Web Ontology Language
using Description Logic) can be translated into equivalent schemas in the Hypergraph Data Model
(HDM). The HDM is used in the AutoMed data integration (DI) system. It allows constraints
found in data modelling languages to be represented by a small set of primitive constraint op-
erators. By mapping into the AutoMed HDM language, we are then able to further map the
OWL-DL schemas into any of the existing modelling languages supported by AutoMed. We show
how previously defined transformation rules between relational and HDM schemas, and our newly
defined rules between OWL-DL and HDM schemas, can be composed to give a bidirectional map-
ping between OWL-DL and relational schemas through the use of the both-as-view approach in
AutoMed.

1998 ACM Subject Classification H.2.5 Heterogeneous Databases

Keywords and phrases Knowledge Transformation, Hypergraph Data Model, BAV Mappings

Digital Object Identifier 10.4230/OASIcs.ICCSW.2012.1

1 Introduction

One of the crucial impediments that hinder the realisation of the Semantic Web vision is the
integration of ontologies [1, 2]. Since ontologies are a form of knowledge representation, we
use the terms ontology integration (OI) and knowledge integration (KI) interchangeably.

The increasing number of ontologies that were made publicly available on the Web,
has evolved the Web into a global ontology [3]. The main purpose of this global ontology
is to provide a unified query interface for the local ontologies. A crucial problem in this
context is how to specify the mappings between the global ontology and the local ontologies
[1]. The main mapping approaches cited in the literature are Global-As-View (GAV) [4],
Local-As-View (LAV) [4], Global-Local-As-View (GLAV) [5], and Both-As-View (BAV) [6].

The problem of OI has been extensively investigated in the literature (e.g. [1, 2, 7, 8,
9, 10, 11]). By closely examining these OI proposals, we have identified two things. Firstly,
while BAV is the most expressive mapping approach, none have used it. In contrast to GAV,
LAV, and GLAV, BAV is not only capable of providing a complete mapping between schemas
in both directions, but also the mappings between schemas are described as a pathway
of primitive transformation steps applied in sequence in the form of add, delete, rename,

© Lama Al Khuzayem and Peter McBrien;
licensed under Creative Commons License NC-ND
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2 Knowledge Transformation using a Hypergraph Data Model

extend, and contract. Hence a further advantage of the approach, is that composition of
data mappings may be performed such that mapping two schemas to one common schema
will produce a bidirectional mapping between the original two data sources [12]. Secondly,
current approaches integrate ontologies represented, for example, in the Resource Description
Framework Schema (RDFS) [13] or the Web Ontology Language (OWL) [14] by choosing one
of them as the Common Knowledge Model (CKM) and converting all the other modelling
languages into that CKM. Using a high-level CKM such as RDFS or OWL greatly complicates
the mapping process. This is because there is rarely a simple correspondence between their
modelling constructs [15].

In this paper, we show how to integrate knowledge bases, represented in OWL-DL, using
a low-level Hypergraph Data Model (HDM) as the CKM. Our approach has the advantage
of clearly separating the modelling of data structure from the modelling of constraints on
the data. Moreover, the HDM supports a very small set of low-level elemental modelling
primitives (nodes, edges, and constraints) which makes it better suited for use as a CKM
than higher-level modelling languages [15]. The HDM is the common data model of the
AutoMed DI system [12]. The AutoMed system [12] is distinguished from other DI systems
for handling a wide range of data modelling languages through representing their constraints
as BAV transformations [16]. Furthermore, by mapping into AutoMed’s HDM language, we
are then able to map the OWL-DL schemas into any of the existing modelling languages
supported by AutoMed.

The remainder of this paper is structured as follows. Section 2 gives a brief description
about the HDM. In Section 3, we show some of the representations of OWL-DL axioms
in HDM and in Section 4, we show how previously defined transformation rules between
relational and HDM schemas [16], and our newly defined rules between OWL-DL and HDM
schemas, can be composed to give a mapping between relational and OWL-DL schemas.
Finally, we state our conclusions in Section 5.

2 HDM Overview

In this Section, we provide a brief overview over the HDM and we refer the reader to [16]
for full details. An HDM schema is a structure in which data may be held and is defined as
follows:

I Definition 1. HDM Schema Given a set of Names that we may use for modelling the
real world, an HDM schema, S, is a triple Nodes, Edges, Cons where:

Nodes ⊆ {〈〈nn〉〉 | nn ∈ Names} Nodes is a set of nodes in the graph, each denoted by
its name enclosed in double chevron marks.
Schemes = Nodes ∪ Edges

Edges ⊆ {〈〈ne, s1, . . . , sn〉〉 | ne ∈ Names ∪ {_} ∧ s1 ∈ Schemes ∧ . . . ∧ sn ∈ Schemes}
Edges is a set of edges in the graph where each edge is denoted by its name, together
with the list of nodes/edges that the edge connects, enclosed in double chevron marks.
Cons ⊆ {c(s1, . . . , sn) | c ∈ Funcs ∧ s1 ∈ Schemes ∧ . . . ∧ sn ∈ Schemes} Cons is a set
of boolean-valued functions (constraints) whose variables are members of Schemes and
where the set of functions Funcs forms the HDM constraint language. In this paper we
only use the following:
1. inclusion(s1, s2) ≡ s1 ⊆ s2
2. mandatory(s1, . . . , sm, s) ≡ < s1, . . . , sm > B s

3. unique(s1, . . . , sm, s) ≡ < s1, . . . , sm > C s

4. reflexive(s1, s) ≡ s1
id→ s



L. Al Khuzayem and P. McBrien 3

I Example 1. We list in here the contents of an example HDM schema that we shall later, in
Figure 2, show to be equivalent to a relational schema. Note how the names of edges are
sometimes given as the character ‘_’ representing an unnamed edge.
Nodes = {〈〈ug〉〉, 〈〈ug:ppt〉〉, 〈〈student〉〉, 〈〈student:name〉〉, 〈〈student:sid〉〉,

〈〈result:grade〉〉, 〈〈course〉〉, 〈〈course:code〉〉, 〈〈course:dept〉〉}
Edges = {〈〈_,ug,ug:ppt〉〉, 〈〈_,student,student:sid〉〉, 〈〈_,student,student:name〉〉,

〈〈result,student,course〉〉, 〈〈_,〈〈result,student,course〉〉,result:grade〉〉,
〈〈_,course,course:dept〉〉, 〈〈_,course,course:code〉〉}

Cons = {〈〈ug〉〉C 〈〈_,ug,ug:ppt〉〉, 〈〈ug〉〉B 〈〈_,ug,ug:ppt〉〉,
〈〈ug:ppt〉〉B 〈〈_,ug,ug:ppt〉〉, 〈〈ug〉〉 ⊆ 〈〈student〉〉,
〈〈student〉〉C 〈〈_,student,student:sid〉〉, 〈〈student〉〉B 〈〈_,student,student:sid〉〉,
〈〈student:sid〉〉B 〈〈_,student,student:sid〉〉, 〈〈student〉〉C 〈〈_,student,student:name〉〉,
〈〈student〉〉B 〈〈_,student,student:name〉〉, 〈〈student〉〉 id→ 〈〈_,student,student:name〉〉,
〈〈student:name〉〉B 〈〈_,student,student:name〉〉,
〈〈result:grade〉〉B 〈〈_,〈〈result,student,course〉〉,result:grade〉〉,
〈〈result,student,course〉〉C 〈〈_,〈〈result,student,course〉〉,result:grade〉〉,
〈〈course〉〉C 〈〈_,course,course:dept〉〉, 〈〈course〉〉B 〈〈_,course,course:dept〉〉,
〈〈course:dept〉〉B 〈〈_,course,course:dept〉〉, 〈〈course〉〉C 〈〈_,course,course:code〉〉,
〈〈course〉〉B 〈〈_,course,course:code〉〉, 〈〈course〉〉 id→ 〈〈_,course,course:code〉〉,
〈〈course:code〉〉B 〈〈_,course,course:code〉〉}

3 Representing OWL-DL in HDM

We now discuss how OWL-DL axioms and facts may be represented in the HDM, and hence
translated into other modelling languages. For conciseness, we only discuss those OWL-DL
constructs listed in Table 1, which are sufficient to describe how the OWL-DL ontology
depicted in Figure 1 can be translated into the HDM shown in Figure 1(b).

Table 1 HDM Representations of Some OWL-DL Axioms.

OWL-DL Name DL Syntax Scheme HDM Representation
owl:Thing > 〈〈owl:Thing〉〉 Node 〈〈owl:Thing〉〉
owl:Nothing ⊥ 〈〈owl:Nothing〉〉 Node 〈〈owl:Nothing〉〉
Class C 〈〈C〉〉 Node 〈〈C〉〉
SubClassOf (C1 C2) C1 v C2 〈〈v, C1, C2〉〉 Constraint 〈〈⊆, 〈〈C1〉〉, 〈〈C2〉〉〉〉
ObjectProperty P 〈〈P, C1, C2〉〉 Edge 〈〈P, 〈〈C1〉〉, 〈〈C2〉〉〉〉
FunctionalProperty T v≤ 1P 〈〈P, C1, C2, func〉〉 Edge 〈〈P, 〈〈C1〉〉, 〈〈C2〉〉〉〉

Constraint 〈〈B, 〈〈C1〉〉, 〈〈C2〉〉〉〉
Constraint 〈〈C, 〈〈C1〉〉, 〈〈C2〉〉〉〉

I Example 2. Consider the OWL-DL schema illustrated in Figure 1(a) which represents
concepts in a university Universe of Discourse and its relationships. Using the representations
of OWL-DL axioms shown in Table 1, we present an equivalent HDM schema for the OWL-DL
schema depicted in Figure 1(b). All classes such as owl:Thing, student, and course were
represented as HDM Nodes. Functional properties such as hasName, hasSid, and hasPpt were
represented as HDM edges with mandatory (B) and unique (C) constraints. The SubClassOf
axioms such as (student v owl:Thing), (course v owl:Thing), and (ug v student) were
represented as an inclusion constraint (⊆). Note that in the HDM diagram, HDM nodes are

ICCSW’12



4 Knowledge Transformation using a Hypergraph Data Model

student ⊑ owl:Thing ⊓ 1 hasName.name ⊓ 1 hasSid.sid

course ⊑ owl:Thing ⊓ 1 hasCode.code ⊓ 1 hasDept.dept

ug ⊑ student ⊓ ∃ hasPpt.ppt

result ⊑ owl:Thing

result ≡ 1.forStudent
result ≡ 1.forCourse
1.hasGrade ⊑ result

grade ⊑ ∃ hasGrade

T ⊑ hasGrade.grade

T ⊑ hasGrade−.result

T ⊑ forStudent.student

T ⊑ forStudent−.result

T ⊑ forCourse.course

T ⊑ forCourse−.result

student ⊓ course ⊑ ⊥

(a) An OWL-DL schema of the student-course knowledge base

ug

ug:

ppt

✄

✁

✄

student:
name

✄

student

✄

✁

student:
sid

✄

✁

✄

⊆

⊆ ⊇

⊆

owl:
Thing

✄

✁

✄

✁

✁

✄

result

result:
grade

course:
code

✄

course

✄

✁

forStudent forCourse

hasDepthasGradehasSidhasPpt

hasName hasCode

course:
dept

✄

✁

✄

(b) HDM representation of the OWL-DL schema

Figure 1 An OWL-DL schema and its equivalent HDM schema.

represented by white circles with thick outlines, and HDM edges are represented by thick
black lines. The HDM constraint language is represented by grey dashed boxes connected by
grey lines to the nodes and edges to which the constraint applies. Edges pass through black
circles in a straight line, hence any edge or constraint applying to an edge meets that edge at
an angle.

4 OWL-DL Knowledge Bases Transformation using the BAV Model

In [16], five general purpose equivalence mappings that allow the transformation between
different modelling languages were proposed namely: Inclusion Merge, Identity Node Merge,
Unique-Mandatory Redirection, Identity Edge Merge, and Node Reidentify. In this paper, we
show how we can use them to transform between a knowledge model, the OWL-DL shown
in Figure 1(a) and a data model, the relational shown in Figure 2(a). Taking the HDM
equivalent schemas of these OWL-DL and relational schemas illustrated in Figure 1(b) and
Figure 2(b) respectively and applying some of these BAV-defined mappings, we were able to
transform the HDM relational schema into an HDM OWL-DL schema through 21 steps as
shown below.
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ug(name,ppt)
student(name,sid)
course(code,dept)
result(code,name,grade?)

ug.name → student.name
result.name → student.name
result.code → course.code

(a) Relational schema for the student-course database

ug:
name

✄

ug

id
→

✄✁

ug:

ppt

✄

✁

✄

student:
name

✄

student

id
→

✄✁

student:
sid

✄

✁

✄

⊆

id
→

✄✁

✶

result:
name

✄

✁

result

result:
grade

✄

⊇
result:
code

✄

⊆
course:
code

✄

course

id
→

✄✁

course:
dept

✄

✁

✄

(b) HDM representation of the relational database schema

Figure 2 A relational schema and its equivalent HDM schema.

The first 5 steps are identical to those in transforming relational to ER HDM schemas
shown in [16]. Applying these 5 steps results in Figure 3. When transforming from a key
based model (such as relational) and a knowledge model that does not provide means to
define keys (such as OWL-DL), we must overcome some fundamental differences which
require, in our example, extending the object identifiers (OIDs) of 〈〈student〉〉, 〈〈course〉〉, and
〈〈result〉〉 respectively as illustrated in steps 6-8. The transformations associated with step
6 are illustrated in Example 3. Steps 7 and 8 are similar to step 6 thus, we do not explain
them here. Step 9 is again similar to step 7 in relational and ER HDM schemas conversion
given in [16]. Steps 10-13 illustrate adding the 〈〈owl:Thing〉〉 node along with three inclusion
constraints (⊆) to it from the 〈〈student〉〉, 〈〈course〉〉, and 〈〈result〉〉 nodes. Finally, all we need
to do to obtain the OWL-DL HDM schema is to rename the edges as shown in steps 14-21.
The result of these 21 steps is the schema shown in Figure 1(b).

1. inclusion_merge (〈〈student:name〉〉,〈〈_,result:name, result〉〉)
2. inclusion_merge (〈〈course:code〉〉, 〈〈_, result:code, result〉〉)
3. identity_node_merge (〈〈_,ug:name, ug〉〉)
4. unique_mandatory_redirection (〈〈_, student:name, result〉〉, 〈〈_, student:name, student〉〉)
5. unique_mandatory_redirection (〈〈_, course:code, result〉〉, 〈〈_, course:code, course〉〉)
6. extend_OID (〈〈student〉〉 id→〈〈_,student,student:name〉〉)
7. extend_OID (〈〈course〉〉 id→〈〈_,course,course:code〉〉)
8. extend_OID (〈〈result〉〉 id→〈〈_,result,student:name〉〉 on 〈〈_,result,course:code〉〉)
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6 Knowledge Transformation using a Hypergraph Data Model

9. move_dependants (〈〈student:name〉〉, 〈〈student〉〉, 〈〈_,student:name, student〉〉)
10. addNode (〈〈owl:Thing〉〉)
11. addCons (〈〈student〉〉 ⊆ 〈〈owl:Thing〉〉)
12. addCons (〈〈course〉〉 ⊆ 〈〈owl:Thing〉〉)
13. addCons (〈〈result〉〉 ⊆ 〈〈owl:Thing〉〉)
14. renameEdge(〈〈_,course,course:dept〉〉,〈〈hasDept,course,course:dept〉〉)
15. renameEdge(〈〈_,course,course:code〉〉,〈〈hasCode,course,course:code〉〉)
16. renameEdge(〈〈_,result,result:grade〉〉,〈〈hasGrade,result,result:grade〉〉)
17. renameEdge(〈〈_,result,course〉〉,〈〈forCourse,result,course〉〉)
18. renameEdge(〈〈_,result,student〉〉,〈〈forStudent,result,student〉〉)
19. renameEdge(〈〈_,student,student:sid〉〉,〈〈hasSid,student,student:sid〉〉)
20. renameEdge(〈〈_,student,student:name〉〉,〈〈hasName,student,student:name〉〉)
21. renameEdge(〈〈_,ug,ug:ppt〉〉,〈〈hasPpt,ug,ug:ppt〉〉)

ug

ug:

ppt

✄

✁

✄

student:
name

✄

student

id
→

✄✁

student:
sid

✄

✁

✄

⊆

id
→

✄✁

✶

✁

✄

result

result:
grade

course:
code

✄

course

id
→

✄✁

course:
dept

✄

✁

✄

Figure 3 Intermediate HDM schema in relational to OWL-DL conversion, after steps 1–5.

I Example 3. Transformations associated with step 6:
1. inverse_identity_node_merge(〈〈student〉〉,〈〈student:oid〉〉)
2. deleteCons(〈〈student〉〉 id→〈〈_,student,student:oid〉〉)
3. node_reident(〈〈student〉〉, { 〈x, y〉 | 〈o,x〉 ∈ 〈〈_,student,student:oid〉〉∧〈o,y〉 ∈ 〈〈_,student,student:name〉〉})
4. deleteCons(〈〈student〉〉 id→〈〈_,student,student:name〉〉)
5. deleteCons(〈〈student〉〉 C 〈〈_,student,student:name〉〉)
6. deleteCons(〈〈student〉〉 B 〈〈_,student,student:name〉〉)
7. deleteCons(〈〈student:oid〉〉 C 〈〈_,student,student:name〉〉)
8. deleteCons(〈〈student:oid〉〉 B 〈〈_,student,student:name〉〉)
9. contractEdge(〈〈_,student,student:name〉〉)

10. contractNode(〈〈student:name〉〉)
11. renameNode(〈〈student:oid〉〉, 〈〈student:name〉〉)

Note that the inverse of identity node merge in transformation 1 generates a new
node 〈〈student:oid〉〉, connected to 〈〈student〉〉 by a new edge 〈〈_,student,student:oid〉〉. Trans-
formations 2-4 have the net effect of repopulating the 〈〈student〉〉 node with values of the
〈〈student:name〉〉 attribute, and deleting the keys from name and oid. Transformations 5-11
delete the 〈〈student:name〉〉 node (with its associated constraints and edge) and rename the
node 〈〈student:oid〉〉 with 〈〈student:name〉〉.
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5 Conclusions

In this paper, we have defined how schemas expressed in OWL-DL can be translated into
equivalent schemas in HDM. We have also given an example, using the AutoMed system,
that shows how to map between HDM OWL-DL schemas and HDM relational schemas
which results in a bidirectional mapping between OWL-DL and relational schemas, and vice
versa. Our future work will expand our approach by defining schemas expressed in other
knowledge modelling languages such as OWL 2 in HDM. This might include extending the
HDM constraint language in order to accomodate the richness of such modelling languages.
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A heuristic for sparse signal reconstruction
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Abstract
Compressive Sampling (CS) is a new method of signal acquisition and reconstruction from fre-
quency data which do not follow the basic principle of the Nyquist-Shannon sampling theory.
This new method allows reconstruction of the signal from substantially fewer measurements than
those required by conventional sampling methods. We present and discuss a new, swarm based,
technique for representing and reconstructing signals, with real values, in a noiseless environ-
ment. The method consists of finding an approximation of the l0-norm based problem, as a
combinatorial optimization problem for signal reconstruction. We also present and discuss some
experimental results which compare the accuracy and the running time of our heuristic to the
IHT and IRLS methods.
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1 Introduction

Over the last few years, a number of different methods for sparse approximation in signal
reconstruction have arised including the Compressive Sampling technique. Compressive
Sampling (CS) states that it is possible to reconstruct signals accurately and almost exactly
from much fewer number of measurements than those required by the Nyquist-Shannon
sampling theory. To achieve this, the method relies on two major principles: sparsity of signal
and incoherence of the measurements being taken [2, 7, 8, 9, 10, 11, 13, 15, 20]. Sparsity
implies that only a small percentage of the signal entries (less than 40%) in a known transform
domain is nonzero or significantly different from zero [8, 11, 20, 21, 15, 20]. Incoherence in
measurements states that all the collected samples of a signal are randomly generated and
independent to each other [7, 8, 11, 15, 20, 21]. For simplicity, we use signals with real values
each of which can be presented as a vector X = [x1, x2, . . . , xn]. In this article we propose a
new swarm based method for sparse signal representation and reconstruction based on the
key mathematical insights underlying this new theory. We compare the proposed method
with two well-known signal reconstruction methods in terms of time and recovery error. The
rest of this article is organised as follows: The next section presents the signal reconstruction
problem and how the algorithm deals with it. Then, the algorithm is stated in Section 3,
while in Section 4, we briefly describe the alternative algorithms used for comparison. Section
5 provides and presents some experimental results of our algorithm and its comparison with
the other two methods.
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2 The Signal Reconstruction problem

Obtaining sparse solutions from an under-determined system of linear equations has been of
paramount importance in the area of signal processing and analysis. The CS theory aims
to obtain the sparsest possible representation of the signal X = [x1, x2, . . . , xN ], from an
under-determined system of linear measurements Y ∈ <M , so as Y = CX, where X ∈ <N is
the signal vector we want to find and C ∈ <M×N is a Sensing matrix used for under-sampling
X (with M � N). This ill-posed problem can be modelled as an optimisation problem
(signal reconstruction problem) as follows [2, 7, 9, 11, 13, 15, 20, 21]:

min ‖X‖l0 s.t. Y = CX, (1)

where ‖X‖l0 is the l0 norm which is equal to the number of non-zero components in the
vector X. Finding the solution to problem (1) is NP-hard due to its nature of non-convex
combinational optimization [2, 7, 9, 11, 13, 15]. For this reason many researchers suggested
replacing the l0 norm with the convex approximation of l1 norm [7, 9, 11, 13, 15, 19]. However,
it is still possible to reconstruct sparse signals using the constrained l0-minimisation, which
in many situations outperforms even l1-minimisation in the sense that substantially fewer
measurements are needed for recovery [1, 14, 16, 17, 19, 22]. The main idea is to approximate
the l0 norm by a smooth continuous function which is easier to handle and does not suffer
from the discontinuities of the l0 norm. This function can be defined as [1, 14, 16, 17, 22]:

‖X‖l0 ≈ fσ(X) = N −
N∑
i=1

fσ(xi) = N −
N∑
i=1

exp(−|xi|
2

2σ2 ), (2)

where xi is the i-th element of the signal (vector) X of N terms (length) and fσ(X) is a
continuous function, which belongs to the Gaussian family of functions. The σ is actually a
decreasing sequence of constants [σ1, σ2, . . . , σj ] for every iteration of the method so as to
maximise the smoothed l0 norm of the problem. Then, the problem can be defined as:

max fσ(X) = (N −
N∑
i=1

exp(−|xi|
2

2σ2 )) s.t. Y = CX (3)

Now we have a smooth objective function, though non-linear, which is much easier for
calculations. The purpose is to maximise the objective function in (3) together with the
minimisation of the real parameter σ. The value of this parameter represents the tradeoff
between accuracy and smoothness of the approximation.The smaller the σ, the better the
approximation, while the larger the σ, the smoother the approximation. Also note that the
minimisation of l0 norm is actually equivalent with the maximisation of the fσ for sufficiently
small σ. For small values of σ, fσ contains a lot of local maxima and thus it is difficult to
maximise it. Therefore, we need to set this parameter initially very large so as to make
the objective function convex and then gradually decrease it according to the value of the
objective function so as to enter the region close to its global maximiser.

3 The Proposed Algorithm

In this section we present the pseudocode of the proposed method (Pseudocode (1)) together
with the parameter settings used. The method is an iterative process which is based on the
swarm optimisation. The computation is conducted by a group of agents, where every agent
carries a solution which is slightly different from the other agents. At each iteration t the
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10 A heuristic for sparse signal reconstruction

Pseudocode 1
Problem : Determine a vector X s.t. CX = Y .
Inputs : σ, C, Y , Iterations , Agents , Sparsity level S, fσ(X).
Outputs : best value fσ∗(X), best sparse vector X∗.
Proposed swarm based method :
Generate Initial X

(0)
i using (4) for every swarm i

Set σ
(0)
i = 2 ×Xmax for every swarm i

While (t < Iterations) (for all iterations )
For all Agents (for all swarms )

Evaluate fσ(X) for every X
(t)
i

Find current best X
(t)
∗ so as max fσ(X) and minσ

Set X
(t)
∗ = X

(t)
i′ (keep the best i’th solution )

Check X
(t)
∗ entries for non - feasible values ( Pseudocode (2))

Consider the constrains CX = Y ( project back to feasibility
set ): X

(t)
∗ = X

(t)
∗ − CT (CCT )−1(CX(t)

∗ − Y )
Set all but S largest entries of X

(t)
∗ to zero

Generate new solutions for all the other agents based on (5)
End For all Agents (for all swarms )

Set σ(t+1) = σ(t) × 0.5
End While (t < Iterations)

Display the signal reconstruction error using equation (9).

current best solution X(t)
∗ that maximises fσ and minimises σ is chosen. It is then corrected

in terms of feasibility and bounds of its values. All the other agents are destroyed and a new
solution is generated for each of them based on the previously created one. Again all the
solutions are evaluated against the current best solution, which is updated, till the method
completes all the number of iterations given. Also, note that the σ value is initially assigned
to twice the maximum value of the vector X and then it is gradually decreased by half at
each iteration. This particular assignment was chosen based on the nature of the given
test vector (signal). Finally, it is notable that every solution vector generated is projected
back to the feasibility set based on the constraints equation CX = Y and then only the S
largest entries are kept, setting all the others equal to zero. This step of the method is very
important as it achieves the necessary feasibility of the new solution and also follows the
sparsity level of the original vector (signal).

3.1 Initial Solution
The initial solution generated in vector format, for each swarm i, is given as:

X
(0)
i = ((CTC)−1CTY ) + k, (4)

where, (CTC)−1CTY is the pseudo-inverse of matrix C, X(0)
i is the initial solution vector for

agent i and k is a vector of small random numbers based on the lowest value of the original
signal X. This k value is slightly different for every agent that carries a solution.

3.2 Solution Generation
The generation of a new solution in vector format for each swarm i is generated as:

X
(t)
i = 2× kt ×X(t−1)

i × σ4L + (1− kt)× 1/M × L, (5)
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Pseudocode 2
Repeat for each dimension d of vector X (for each element xj)

If xj < Xmin, Then xj = Xmin
Else If xj > Xmax, Then xj = Xmax
Else the value of entry xj is kept the same.

End of Repeat for each dimension d of vector X

where, M is the number of samples, k is a vector of small random numbers between 0 and 1,
different for every swarm i, t is the current iteration, while X(t)

i and X(t−1)
i is the current

and the previously generated solution vector of the i-th swarm. L is the norm ‖Y −CX(t)
∗ ‖l2

which stands for the Euclidean distance between the samples vector Y and the product
between the Sampling matrix C and the current best solution at iteration t, X(t)

∗ .

3.3 Solution Correction
Every solution vector X(t)

i created in Equation (5) is tested and corrected so as to be within
the given ranges of the original vector (signal). Xmin and Xmax are the minimum and
maximum value of the given original signal, which remain the same for all iterations. The
whole procedure is presented in Pseudocode (2).

4 Alternative Algorithms

Several methods have been proposed to find the sparsest solution of the under-determined
system of linear equations in (1), including many methods for obtaining signal representations
in over-complete dictionaries. These methods range from general approaches, like the Basis
Pursuit (BP), Orthogonal Matching Pursuit (OMP) and the method of Matching Pursuit
(MP) [6, 18] to more sophisticated ones such as a Steepest Descent/Ascent methods [1, 16]
together with the IHT [3, 4, 5] and IRLS [12] methods, which will be briefly described in
this Section. In our point of view, all these methods have both advantages and shortcomings;
some are very slow in convergence, such as BP and OMP methods, while others have low
estimation quality especially for large systems of equations, such as IRLS. Furthermore, to
the best of our knowledge, we are not aware of any swarm based techniques used in the
Compressive Sampling framework so far.

4.1 Iterative Hard Thresholding (IHT)
Iterative Hard Thresholding Algorithm (IHT) is a simple, yet efficient, iterations based
method for signal reconstruction, which uses a non-linear operator (Pk) to reduce the value
of the l0 norm at every iteration. The new solution is generated as follows [3, 4, 5]:

X(t) = Pk(X(t−1) + CT (Y − CX(t−1))), (6)

where, Y is the samples vector, C the Sensing matrix, and X(t−1), X(t) are the current and
the new generated solution. Pk is a hard thresholding operator that sets all but K largest
elements to zero. The algorithm can be summarised in Pseudocode (3) [3, 4, 5].

4.2 Iteratively Re-weighted Least Squares (IRLS)
This algorithm tries to reconstruct sparse signals, using a re-weighted least squares method
for computing local minima of the non-convex problem. It replaces the l0 norm with a
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12 A heuristic for sparse signal reconstruction

Pseudocode 3
Input : Matrix C, vector Y , sparsity level k, number of iterations T

Output : Approximation vector X

The IHT Method :
Set X(0) = 0
while (t < T ) ( number of iterations )

X(t) = Pk(X(t−1) + CT (Y − CX(t−1)))
end while (t < T )

weighted l2 norm, as follows [12]:

min
N∑
i=1

wix
2
i , s.t. CX = Y, (7)

where, the weights wi are calculated based on the previous solution so as the objective
function is a first order approximation of the lp objective function (0 ≤ p ≤ 1). The new
solution at k-th iteration is generated as follows [12]:

x(k) = QnC
T (CQnCT )−1Y, (8)

where, Qn is a diagonal matrix with entries 1/wi = 1/((x(k−1)
i )2 + ε)p/2−1 and ε > 0 is a

small constant used to regularise the optimisation problem. The whole procedure is repeated
a number of iterations based on the nature of the problem.

5 Experimental Results

In this Section we conduct numerical experiments to test the performance and the efficiency
of the proposed heuristic. Table (1) shows the average time and the recovery error of the
methods for the test run. It can be seen that the proposed heuristic performed faster than the
others with better results. Notice that all the algorithms are based on non-linear problems
and that all of them performed well in the under-sampled case of 70 samples. In experiments
conducted, the Revised Simplex method (used for solving the l1 equivalent convex problem)
performed better than all the previous methods (10−16 error) for more than 200 samples
and failed in smaller sample sizes (70, 100, 150 samples), where the three methods discussed
achieved very good results. However, all the three methods failed to recover a signal using less
than 70 samples, which appears to be the limit for efficient recovery. All the computations

Table 1 Average Time and Recovery Error for IHT, IRLS and Proposed method.

Iterations Time Recovery Error Complexity Algorithm
30 0.32335 0.0338 linear IHT
30 0.27018 0.0653 linear IRLS
23 0.24875 0.0281 linear Proposed method

were performed on an Intel Core2 Duo CPU (2 GHz) with 2 GB RAM, using Matlab R2010a
under MS Windows 7 Ultimate. The whole experiment took less than 2 mins. A discrete
time randomly generated signal (in vector format) of 500 entries with 10% sparsity (non-zero
entries) has been used for 100 test runs with 70 samples. This simple signal was constructed
using the Real Gaussian model (i.e. using Standard Normal distribution) to generate real
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values between 0 and 10, which constitutes a realistic model for testing the efficiency of the
methods. The signal reconstruction error is defined as [7, 9, 11, 15, 20]:

Recovery Error = ‖X − X̂‖l2/‖X‖l2 , (9)

where X and X̂ is the original and the recovered signal, while ‖X − X̂‖l2 stands for the
Euclidean distance between these two vectors. Note that the Euclidean distance of the vector
‖X‖l2 is simply the square root of the sum of the squares of its elements. The CPU time was
used as a rough estimation of time in secs, while 12 agents have been used by the proposed
method, during this simulation.

6 Conclusions – Future work

In this article, an efficient heuristic for finding a sparse approximation of a signal, by solving
an under-determined system of linear equations with non-linear objective function, has been
proposed. It is based on maximising a smooth approximation of the l0 norm. Although the
presented heuristic has no guarantee of achieving a global minimum as does its convex l1
analogue, the local minimum found by solving the non-convex problem in (1) typically allows
for accurate and successful signal reconstruction even at much higher under-sampling rates
where linear optimisation fails. Overall, the method has shown to be better in accuracy
for a small number of samples and a bit faster than other alternative algorithms, without
adding complexity, for the same randomly generated signal in a noiseless environment. A
potential improvement of this heuristic is to re-weight the smooth l0 norm using coefficients
at every iteration; a technique that has been applied successfully to similar l0 and l1 norm
based CS problems [10, 12, 17]. The algorithm’s adaption in noisy environments constitutes
another realistic improvement with much higher applicability since it is already known that
the IHT and IRLS have not been extensively tested in noisy environments. Finally, potential
applications of this method include the areas of signal separation, de-noising in images and
signals, image sparse representation and inpainting (i.e. the process of reconstructing lost
parts of images) [15, 20].
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Abstract
The ability to recognise new concepts and incorporate them into our knowledge is an essential part
of learning. From new scientific concepts to the words that are used in everyday conversation,
they all must have at some point in the past, been invented and their definition defined. In
this position paper, we discuss how a general framework for predicate invention could be made,
by reasoning about the problem at the meta-level using an appropriate notion of top theory in
inductive logic programming.
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1 Predicate Invention

In Inductive Logic Programming (ILP) a hypothesis H (a set of rules) is learned from some
background knowledge B and a set of observed positive and negative examples E = E+∪E−,
using mode declarations as bias for the syntax of the rules. The learned hypothesis should
be the most general one that will make the positive examples derivable once the hypothesis
is added to the background knowledge (B ∪H � E+) and is consistent with the negative
examples (∀e− ∈ E− : B ∪H 2 e−).

Mode declarations contains the schema for the allowed literals in the rule, and can be of the
form modeh(s) or modeb(s) for the head or body of the rule respectively. The schema s is a
grounded literal with placemarkers of the form ‘+type′, ‘−type′, or ‘#type′, with type corres-
ponding to the type of the literal’s argument. The symbols ‘+′, ‘−′, and ‘#′ indicates whether
the argument should be a variable in the head of the rule or one from previous body literals
in the rule (input variable), a new fresh variable (output variable), or a constant respectively.
Thus, the mode declarations modeh(fly(+bird)) and modeb(wings(+bird, #property,−int))
would allow a rule such as fly(X)← wings(X, has_flight_feathers, Y ) to be constructed,
where X is a bird and Y is an integer, with has_flight_feathers being a property of the
bird’s wings.

Predicate Invention is when the hypothesis includes a predicate that was neither within
the background knowledge nor the examples. There are two reasons why a new predicate
may be invented:
1. Reformulation: To identify interesting concepts not directly related to the learning goal

that could be used to restructure the program. For example, if the background knowledge
contains the rules:
pigeon(X)← beak(X), feathers(X), wings(X), f ly(X).
penguin(X)← beak(X), feathers(X), wings(X),¬fly(X).
These rules share many conditions which could be factored out by inventing a new
predicate bird/1, with the definition of bird(X) ← beak(X), feathers(X), wings(X).
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16 Predicate Invention in Inductive Logic Programming

The new predicate can then be used to replace all occurrences of the shared conditions
within the background knowledge:
pigeon(X)← bird(X), f ly(X).
penguin(X)← bird(X),¬fly(X).
bird(X)← beak(X), feathers(X), wings(X).

2. Bias Shift: To specialise an overgeneral hypothesis and make it consistent with the
examples. This is when the vocabulary available to the learner is not sufficient for
constructing a consistent hypothesis. Therefore a new predicate is needed for specialising
the overgeneral hypothesis such that it would no longer cover negative examples. Consider
the following ILP problem:

B = { bird(alex). E+ = { fly(alex). }
bird(bob). } E− = { fly(bob). }

M = { modeh(fly(+bird)). }
The current vocabulary is not strong enough to construct a consistent hypothesis. The
mode declaration only allows the rule fly(X), which is not sufficient for discriminating the
negative example fly(bob) from the positive one. Furthermore, no other conditions can
be added to solve this problem given the current mode declaration. Thus, a new predicate
p and the fact p(alex) need to be added so that the consistent rule fly(X)← p(X) can
be learned.

There are three main difficulties [13] that need to be considered when inventing new predicates:
1. When to invent new predicate

There needs to be a criteria for deciding when a new predicate is necessary, as we would
not like to add useless predicates to the background knowledge that would only hinder
the learner in future tasks.

2. How to invent new predicate
What structure should the new predicate have and how can its definition be found?
Would a recursive call to the ILP algorithm in use be sufficient, or would a separate
algorithm be required for learning the new predicate’s definition?

3. How to control the search space of the new predicate
The search space for the new predicate could potentially be infinitely large, and the mode
declarations for the original learning problem may no longer applies for learning the new
predicate. There needs to be a way of limiting or directing the search space for the new
predicate.

In this position paper, we discuss how a general framework for predicate invention,
which is able to accommodate both cases of of theory reformulation and bias shift, could
be developed. This takes advantage of recently proposed meta-level abductive approach
to inductive logic programming, whereby inductive tasks are transformed into equivalent
abductive task, reducing the computation to the search of equivalent abductive explanations.
After a brief summary of the current state of art of the field, we show how a predicate
invention task can be formulated as a meta-level search problem, that can compute new
predicates for compacting the given background knowledge as well as specialising hypothesis.

2 Related Work

Past systems have concentrated on one of either reformulation or bias shift when inventing
new predicates. DIALOGS [5], SIRIES [14] and CHAMP [12] all invents new predicate for
bias shift, while INDEX [4] invents new predicates for reformulating the theory. Although in
Cigol [11] the main goal is to find new rules for reformulation, its new predicates are only
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invented when negative examples are confirmed by the oracle, the same situation as bias shift.
There are also methods such as Statistical Predicate Invention (SPI) [9] and matrix sorting
[8] that do not follow the framework of ILP, but are also able to introduce new predicates
into existing theories. These methods find new predicates by identifying trends within the
theory then grouping objects together, and the new predicates are introduced to restructure
the theory according to those trends and groupings.

While each system’s exact method is different from one another, they use the same
strategy for inventing a new predicate. They start by identifying the appropriate structure of
the new predicate then use it as an input to a learning algorithm, often the main inductive
learning algorithm, to learn the definition of the new predicate. For instance, CHAMP invents
its predicate by finding the smallest set of arguments that would completely discriminate the
positive and negative examples, while Cigol finds the predicate’s arguments by identifying
non-unifiable arguments when generalising its examples. Having identified the structure,
both systems then use it in a recursive call to their main learning algorithm.

The way each system controls the search space for the new predicate is more varied.
Both DIALOGS and SIRIES prioritise some hypothesis structures over others, giving lower
priorities to those that are more complicated or with new predicates. CHAMP and Cigol
prefer a hypothesis that will achieve the most compression of their theory. While INDEX,
SPI and matrix sorting uses some scoring mechanism for the most appropriate representation
of their data.

3 Predicate invention at meta-level

Our framework is general enough for both bias shift and reformulation. Abstracting the
problem to the meta-level would be suitable for inventing new predicates, as past methods
have shown that meta-knowledge is often needed for deciding the new predicate’s structure
regardless of its purpose. ILP systems already have some means for reasoning about the
language of its hypotheses by using the top theory, a theory on the encoding of the hypothesis
as allowed by the mode declaration. Furthermore, the top theory should be flexible enough
for importing any heuristics for inventing predicates.

Firstly, we briefly describe an existing ILP system called ASPAL that performs standard
ILP tasks using meta-level abduction. We use this system to automate our framework as
ASP uses sophisticated mechanisms for optimising search.

3.1 ASPAL

ASPAL (ASP Abductive Learning) is the Answer Set Programming (ASP), declarative
programming based on stable model semantics [7], implementation of TAL. TAL (Top-
directed Abductive Learning) [1, 2] is a top-down nonmonotonic ILP algorithm implemented
in Prolog, using abductive learning to find the correct hypothesis. It solves an inductive
problem by converting it into an abductive one. The hypothesis of the problem is found
using a top theory, the theory concerning the construction of the hypothesis according to the
mode declarations of the inductive problem. By reasoning with the top theory, TAL and
ASPAL abstract the problem to the meta-level of the hypothesis’ encoding.

M = { modeh(fly(+bird)).
modeb(pigeon(+bird)).}

For example, using the mode declarations above, the corresponding top theory in ASPAL
is as follows:

ICCSW’12



18 Predicate Invention in Inductive Logic Programming

TASP AL = { fly(X)← bird(X), $rule(r((fly, c, v))).
f ly(X)← bird(X), pigeon(X),

$rule(r((fly, c, v), (pigeon, c, v(1)))). }
The top theory matches the head of its clauses to examples of the ILP problem, testing
conditions for those clauses and abducing the rule encoding $rule/1 should no negative
example satisfies the clause. Each tuple in $rule/1 corresponds to a mode declaration (using
fly or pigeon for identification). The constants c and v are used to represents empty lists
[] of constants and variables, while v(1) represents the list [1] with a single index linking
to the first variable in the rule. The constant list is used when the literal has constants in
its arguments, while the variable list links variables in the rule together using their indexes.
Using the top theory above with the background and examples:

B = { bird(alex). E+ = { fly(alex). }
bird(bob). E− = { fly(bob). }
pigeon(alex). }

The examples are used to construct an integrity constraint in the ASP program, such
that all answer sets in the solution must include all positive examples and none of the
negative ones. The first clause in TASP AL prevents the rule fly(X) from being added
to the hypothesis as the negative example fly(bob) would also satisfy the clause. Thus
$rule(r((fly, c, v))), the encoding for fly(X), would not be included in the answer set.
However, as the condition pigeon(bob) is not satisfiable by the rule fly(X)← pigeon(X), its
representation $rule(r((fly, c, v), (pigeon, c, v(1)))) can be abduced.

ASPAL was used rather than TAL as the ASP solver is extremely efficient when solving
a grounded program, ASPAL’s current implementation avoids costly computation of the
ASP grounder by using a preprocessor for constructing an ASP program with all possible
grounded hypotheses. These advantages allow for many number of mode declarations to be
used without high increase in computational time.

3.2 Predicate invention using meta-level abduction
In [10], a simple method for introducing new predicates through the mode declarations was
shown by using placeholders. Placeholders are mode declarations of new predicates that were
neither within the problem’s example, its background knowledge, nor its mode declarations.
For example, suppose we have the following problem:

B = { alpha(a). E+ = { q(a, d), q(a, c). }
alpha(b). E− = { q(c, d). }
alpha(c). M = { modeh(q(+alpha, +alpha)). }
alpha(d). }

To solve this using placeholders, we can add new mode declarations modeh(new(#alpha,

#alpha)) and modeb(new(+alpha, +alpha) to the problem, such that rules and facts such
as p(X, Y ) ← new(X, X) and new(a, a) can be learned. Running the problem in ASPAL
takes only 0.01 seconds to solve. Should we want to add other seventeen alternative mode
declarations for modeb(new(+alpha, +alpha) (with negation and different combinations of
constants, input and output variables), and limiting to maximum of one body literal per rule
and two rules per hypothesis, ASPAL will solve the problem in 0.078 seconds and output 20
hypotheses. Many of the hypotheses subsumes each other, for instance:

H1 = {p(X, Y )← new(X, Z). H2 = {p(X, Y )← new(X, X). H3 = {p(X, Y )← new(a, a).
new(a, a).} new(a, a).} new(a, a).}

From the hypotheses above, simply selecting the shortest one is not sufficient as they
all have the same length. Instead, we could lower the number of hypotheses by discarding
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hypotheses that are subsumed by others. In the case above, H2 and H3 can be discarded as
they are both subsumed by H1, making H1 the most general hypotheses out of the three
hypotheses.

For reformulating a theory, [3] has shown how an ILP system can be used to revise
theories by transforming the revisable section of the background knowledge and learning
revision operators. Each revisable rule ri ← ci,1, . . . , ci,n can be transformed to:

ri ← try(i, 1, ci,1), . . . , try(i, n, ci,n), ext(i, ri).
try(i, 1, ci,1)← ci,1, use(i, 1).
try(i, 1, ci,2)← not use(i, 2).
. . .
use(i, j)← not del(i, j).

Each try/3 clause is used to test if a condition j in a rule i is not used in the rule. Due to
the definition of use/2, the condition ci,j is removed from the theory when the corresponding
del(i, j) is learned. The literal ext/2 is used for learning additional conditions to be added
to the body in the rule. For instance, ext(i, ri)← p(a) indicates that the rule ri should be
extended with the literal p(a).

We have applied this method to reformulate the clauses:
grandfather(X, Y )← male(X), parent(Z, Y ), parent(X, Z).
grandmother(X, Y )← female(X), parent(Z, Y ), parent(X, Z).

As well as the mode declarations needed for revising the clauses, additional mode declarations
were included such that the rule new(X, Y ) ← parent(Z, Y ), parent(X, Z) can be learnt.
This is so the learner can find a solution that would reformulate the rules to:

grandfather(X, Y )← male(X), new(X, Y ).
grandmother(X, Y )← female(X), new(X, Y ).
new(X, Y )← parent(Z, Y ), parent(X, Z).

While we were able to acquire the above solution, the learner outputs many more solutions,
with most not decreasing the size of the theory. This is because the search is only guided by
the examples given, not by how much each hypothesis could compact the theory. Thus, to
the learner, the following solution would be as good as the previous one:

grandfather(X, Y )← male(X), parent(Z, Y ), new(X, Z).
grandmother(X, Y )← female(X), parent(Z, Y ), new(X, Z).
new(X, Y )← parent(X, Y ).
While comparing the literal count could help us identify the best revision, another simple

solution is by using the optimisation feature of iClingo [6], the ASP solver used by ASPAL.
As del/2 instances indicated removal of clauses, by asking the solver the find the maximum
number of del/2 instances possible, we can then use it to find only solutions that will most
reduce the size of the background knowledge. Similarly, finding the minimum number of new
clauses added to the background knowledge can also help to find the solutions that will least
increase the size of the background knowledge.

In conclusion, as well as the general ILP task, our framework is also capable performing
the following tasks with predicate invention:
1. A bias shift task 〈E, B, M〉, where E is a set of examples, B is the background knowledge,

and M is the set of mode declarations. A set of rules, a hypothesis HB , is a solution to
the task 〈E, B, M〉 if HB is compatible with M extended by a new predicate p, HB ∪B

is consistent with E, and HB the predicate p such that p /∈ B, p /∈ E, and p /∈M .
2. A reformulation task 〈BN , BR, M〉, where BN is the non-revisable background knowledge,

BR is the revisable background knowledge, and M is the set of mode declarations. A
solution to the task 〈BN , BR, M〉 is tuple HR = 〈HN , HO〉, where HN (possibly empty)

ICCSW’12
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is a set of new rules, and HO is a sequence of revision operations, these include adding
conditions to existing rules and deleting conditions or rules in BR. HR is a valid solution
to 〈BN , BR, M〉 if HN is compatible with M extended by a new predicate p, and for
o1, . . . , on ∈ HO: BR⊗{o1, . . . , on}∪BN∪HN to have the same answer sets with BN∪BR

for their shared predicates, and HR may contain the predicate p such that p /∈ BN ∪BR,
and p /∈M .

3. By combining the previous two tasks, predicates can also be invented for correcting
erroneous knowledge. Expanding the theory revision task to give a task 〈E, BN , BR, M〉,
where E is a set of examples, BN is the non-revisable background knowledge, BR is the
revisable background knowledge, M is the set of mode declarations, and BN ∪ BR is
inconsistent with E. A solution to the task 〈E, BN , BR, M〉 is a tuple HT = 〈HN , HO〉,
where HN is a set of new rules and HO is a sequence of revision operations. HT is a valid
solution to 〈E, BN , BR, M〉 if HN is compatible with M extended by a new predicate
p, and for o1, . . . , on ∈ HO: BR ⊗ {o1, . . . , on} ∪BN ∪HN is consistent with E, and HT

contains a new predicate p such that p /∈ BN ∪BR, p /∈ E, and p /∈M .

4 Future Work

The objective of our research is a general ILP framework with capacity for an efficient way of
inventing new predicates, able to invent new predicates for both reformulation and bias shift.

The simple approach of generating all placeholders seems to be able to handle all issues
we outlined in Section 1: (i) placeholders can be added to the ASP program when the original
learning problem fails to produce a hypothesis, (ii) use all possible placeholders, starting from
one argument and increasing the number of its arguments until solutions are found, and rely
on the learning algorithm of ASPAL to compute the hypotheses, (iii) search can be controlled
by limiting the number of rules within the hypothesis and increasing it until the minimum
number of rules is found. However, we still need to test it on larger problems to ensure that
high number of mode declarations does not lead to a great increase in computational time or
the number of solutions. If so, then we will need to find a way to limit the number of mode
declarations that are considered for each time new predicates are needed.

For theory reformulation, we still need to determine when should the theory be refor-
mulated, and how to control the search. A way to control the search is by associating each
revision operator with a measure of its effect on the program size, so that the learner can
use it to discard hypothesis that do not reduce the theory’s size.

ASPAL already has some preliminary work done on hypothesis refinement, which could
be used after the learner has gone through the search space from the given mode declarations.
We plan to complete this hypothesis refinement framework of ASPAL, as this will help with
determining when to invent new predicates for bias shift. It will allow us to invent new
predicates only when demanded, similar to systems such as CHAMP and SIRIES.
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Abstract
We approach the task of topological localization in mobile robotics without using a temporal
continuity of the sequences of images. The provided information about the environment is con-
tained in images taken with a perspective colour camera mounted on a robot platform. The
main contributions of this work are quantifiable examinations of a wide variety of different global
and local invariant features, and different distance measures. We focus on finding the optimal
set of features and a deepened analysis was carried out. The characteristics of different features
were analysed using widely known dissimilarity measures and graphical views of the overall per-
formances. The quality of the acquired configurations is also tested in the localization stage
by means of location recognition in the Robot Vision task, by participating at the ImageCLEF
International Evaluation Campaign. The long term goal of this project is to develop integrated,
stand alone capabilities for real-time topological localization in varying illumination conditions
and over longer routes.
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1 Introduction and Related Work

Topological localization is a fundamental problem in mobile robotics. Most mobile robots
must be able to locate itself in their environment in order to accomplish their tasks. Robot
visual localization and place recognition are not easy tasks, and this is mainly due to the
perceptive ambiguity of acquired data and the sensibility to noise and illumination variations
of real world environments. In order to help reduce this gap, this work addresses the
problem of topological localization of a robot that uses a single perspective camera in an
office environment. The robot should be able to answer the question where are you? when
presented with a test sequence representing a room category seen during training [25, 28, 17].

Many approaches during last years have been developed using different methods for
robotic topological localization such as topological map building which makes good use
of temporal continuity [30], simultaneous localization and mapping [8], using Monte-Carlo
localization [32], appearance-based place recognition for topological localization, panoramic
vision creation [31].

The problem of topological mobile localization has mainly three dimensions: a type
of environment (indoor, outdoor, outdoor natural), a perception (sensing modality) and a
localization model (probabilistic, basic). Numerous papers deal with indoor environments [30,
31, 10, 15] and a few deal with outdoor environments, natural or urban [29, 13]. Experimental
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results for wide baseline image matching suggest the need for local invariant descriptors
of images. Earlier research into invariant features focused on invariance to rotation and
translation. There has also been research into the development of fully invariant features
[5, 18, 19]. In his milestone paper [16], D. Lowe has proposed a scale-invariant feature
transform (SIFT) for recognition based on local extrema of difference-of-Gaussian filters
in scale-space that is invariant to image scaling and rotation, illumination and viewpoint
changes. Lately, a new method has been proposed, Affine-SIFT (ASIFT) that simulates all
image views obtainable by varying the two camera axis orientation parameters, namely the
latitude and the longitude angles, left over by the SIFT method [21]. However, full affine
invariance has not been achieved due partly to the impractically large computational cost.
SIFT is a 128 dimensional feature vector that captures the spatial structure and the local
orientation distribution of a region surrounding a keypoint. The SIFT method has been
popularly applied for scene recognition [33, 1] and detection [11, 23] and robot localization
[2, 24, 22].

We analyze the problem of topological localization without taking in consideration the use
of the temporal continuity of the sequences of images which could be considered an advantage
by adding an additional understanding of the space. Our approach represents an extension
of our previous work [3, 4] where each RGB image is processed to extract sets of SIFT
keypoints from where the descriptors are defined. In this paper the comparison is carried out
for different configurations of features and matching distances of a topological localization
system. We perform an exhaustive evaluation and introduce new analysis statistics between
the quantization solutions.

2 Experimental Setup

2.1 Feature Matching

In this section we introduce different dissimilarity measures to compare features. That is,
a measure of dissimilarity between two features and thus between the underlying images
is calculated. Many of the features for images are in fact histograms (color histograms,
invariant feature histograms, texture histograms, local feature histograms, and other feature
histograms). As comparison of distributions is a well known problem, a lot of comparison
measures have been proposed and compared before [26]. In the following, dissimilarity
measures to compare two histograms H and K are proposed. Each of these histograms has
n bins and Hi is the value of the i-th bin of histogram H.

Minkowski-form Distance (L1 distance is often used for computing dissimilarity
between color images, also experimented in color histograms comparison [14]):

DLr(H,K) = (
∑
i=1
|Hi −Ki|)

1
r (1)

Jensen Shannon Divergence (also referred to as Jeffrey Divergence [9], is an
empirical extension of the Kullback-Leibler Divergence. It is symmetric and numerically
more stable):

DJSD(H,K) =
∑
i=1

Hi log 2Hi

Hi +Ki
+Ki log 2Ki

Ki +Hi
(2)
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χ2 Distance (measures how unlikely it is that one distribution was drawn from the
population represented by the other, [20]):

Dχ2(H,K) =
∑
i=1

(Hi −Ki)2

Hi
(3)

Bhattacharyya Distance [7] (measures the similarity of two discrete or continuous
probability distributions). For discrete probability distributions H and K over the same
domain, it is defined as:

DB(H,K) = − ln
∑
i=1

√
(HiKi) (4)

2.2 Datasets (Benchmark)
The chosen dataset contains images from nine sections of an office obtained from CLEF
(Conference on Multilingual and Multimodal Information Access Evaluation).
Detailed information about the dataset are in the overview and ImageCLEF publications
[25, 28, 17]. This dataset contains images that are widely used in topological localization
image classification papers and it has already been split into three training sets of images, as
shown in Table 1 one different from another. The provided images are in the RGB color space.
The sequences are acquired within the same building and floor but there can be variations in
the lighting conditions (sunny, cloudy, night) or the acquisition procedure (clockwise and
counter clockwise).

Areas Training1 Training2 Training3
Corridor 438 498 444
ElevatorArea 140 152 84
LoungeArea 421 452 376
PrinterRoom 119 80 65
ProfessorOffice 408 336 247
StudentOffice 664 599 388
TechnicalRoom 153 96 118
Toilet 198 240 131
VisioConference 126 79 60

Table 1 Training Sequences of An Office Environment.

2.3 Comparison of Different Distance Functions for Global Features
Global features capture the diagnostic structure of the image, an overall view of the image
that is transformed in histograms of frequencies. Existing color-based general-purpose image
retrieval systems as [27, 6] roughly fall into three categories depending on the signature
extraction approach used: histogram, color layout, and region-based search. In this paper,
histogram-based search methods are investigated in two different color spaces, RGB (Red,
Green, and Blue) and HSV (Hue, Saturation, and Value). RGB and HSV color histograms
are subject to tests with Jeffrey Divergence, χ2, Bhattacharyya, Minkowski and respectively
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the widely used Euclidean distance measure. These were chosen considering the literature
that underlies them as achieving the best results in image matching [7, 26].

The retrieved classes for images (Corridor, LoungeArea etc.) depend on a threshold, those
below this value being rejected. This becomes an optimization problem of finding the best
value that will cut the unwanted results, considering that it is better to have no results than
inconsistent results. To accomplish this, we used the genetic algorithm explained in detail in
[12]. For these experiments, we used a population of 200 individuals, the mutation probability
of 0.15, and the crossover, of 0.7. The optimization process is stopped after 1000 generations.
We used a selection scheme rank selection with elitism. For RGB histograms, as can be seen

Figure 1 Precision and recall depending on measure distance (RGB & HSV Histograms).

in Figure 1, Bhattacharyya and Jeffrey Divergence obtained the highest recall and also, high
precision, the highest F-measure being obtained by Jeffrey Divergence (0.806) extremely
close to Bhattacharyya (0.802). The lowest performance is with Euclidean distance, having
not only a low recall which means that this solution will bring more irrelevant results than
using the other distances, but also a lower precision. In the case of using HSV histograms,
the Bhattacharyya distance leaded to good results with a F-measure of 0.81 close to χ2

distance with 0.807 and Minkowski with a F-measure of 0.805 . Folowing these chosen
metrics, we adopted the vizualization with confusion matrices. Entries on the diagonal of the
matrix, in blue, count the correct calls. Entries off the diagonal, in fading blue, count the
misclassifications. Corresponding to the confusion matrix represented in Figure 2, the results
show that HSV histogram with Bhattacharyya distance yielded very similar results with
RGB choices of distances but clearly outperforms RGB histogram comparison with Jeffrey
Divergence distance, similarity probabilty peaking at 100% in some of the office sections
(PrinterRoom, StudentOffice).

2.4 Comparison of Different Distance Functions for Local Features
The two types of features used in the experiments are SIFT (Scale Invariant Feature
Transform) and ASIFT (Affine Scale Invariant Feature Transform). The advantages of using
these features are that they describe localized image regions (patches), the descriptors are
computed around interest points, there is no need for segmentation and they are robust to
occlusion and clutter. The disadvantage is that images are represented by different size sets
of feature vectors and they do not lend themselves easily to standard classification techniques.

These results were obtained performing experiments on local feature histograms obtained
using the bag-of-visual-words model. The descriptors are quantized and normalized. Different
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Figure 2 Confusion Matrix (RGB/HSV Histograms) using Jeffrey Divergence/Bhattacharyya
Distances.

dissimilarity measures for the different types of features are compared experimentally and
the performance for the different types of features is quantitatively measured.

For matthcing features, we chose literature-based distances known as having the best
results: Euclidean, Minkowski, χ2 and Jeffrey Divergence distances. For each of the local
features descriptors we created Precision/Recall graphs from which we determine the superior
runs. Figure 3 shows the Precision/Recall graphs for SIFT, respectively ASIFT and also
shows that there is still vast room for improvement but the most promising results were
obtained in the case of the usage of SIFT descriptors with Minkowski and Euclidean distance.
The results show that Euclidean and Minkowski distance yielded very similar results, in the
case of SIFT features matching.

Figure 3 PR curves using different distance measures (SIFT & ASIFT).

3 Conclusions and Future Work

In this work, we approached the task of topological localization without using a temporal
continuity of the sequences of images using a broad variety of features for image recognition.
The provided information about the environment is contained in images taken with a
perspective color camera mounted on a robot platform and it represents a know office
environment dataset offered by ImageCLEF.

A large scale of global and local invariant features of images was presented, investigated,
and experimentally evaluated. To analyze the features various dissimilarity measures were
implemented and tested, as different features require different comparison methods.
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The experiments show that the configurations from different feature descriptors and
distance measures depends on the proper combinations. One important aspect is to use
a selection of features accounting for the different properties of the images as there is no
feature capable of covering all aspects of an image. The experiments showed the following
features are suitable:

RGB & HSV color histograms
SIFT (Scale Invariant Feature Transform) as visual words with an Euclidean 100-means

The experiments showed also that the following image matching settings are suitable:
RGB color histograms with Jeffrey Divergence distance & HSV color histograms with
Bhattacharyya distance
SIFT (Scale Invariant Feature Transform) matched with Minkowski distance

From the fact that most of the works cited are from the last couple of years, topological
localization is a new and active area of research. which is increasingly producing interest
and enforces further development. A first starting point for this field is given in this thesis,
along with notable experimental results, but there is still room for improvement and further
research.
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Abstract
There is an increasing demand for systems which handle higher density, additional loads as
seen in storage workload modelling, where workloads can be characterized on-line. This paper
aims to find a workload model which processes incoming data and then updates its parameters
"on-the-fly." Essentially, this will be an incremental hidden Markov model (IncHMM) with an
improved Baum-Welch algorithm. Thus, the benefit will be obtaining a parsimonious model which
updates its encoded information whenever more real time workload data becomes available. To
achieve this model, two new approximations of the Baum-Welch algorithm are defined, followed
by training our model using discrete time series. This time series is transformed from a large
network trace made up of I/O commands, into a partitioned binned trace, and then filtered
through a K-means clustering algorithm to obtain an observation trace. The IncHMM, together
with the observation trace, produces the required parameters to form a discrete Markov arrival
process (MAP). Finally, we generate our own data trace (using the IncHMM parameters and
a random distribution) and statistically compare it to the raw I/O trace, thus validating our
model.
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1 Introduction

A hidden Markov model (HMM) is a bivariate Markov chain which encodes information
about the evolution of a time series. First developed by Baum and Petrie in 1966 [1], HMMs
can faithfully represent workloads for discrete time processes and therefore be used as port-
able benchmarks to explain and predict the complex behaviour of these processes. When
constructing a HMM, the three main problems that need to be addressed are: First, given
the model parameters, compute the probability that the HMM generates a particular se-
quence of observations, solved by the Forward-Backward algorithm; Second, given a sequence
of observations, find the most likely set of model parameters, solved by statistical inference
through the Baum-Welch algorithm, which uses the Forward-Backward algorithm; Third,
find the path of hidden states that is most likely to generate a sequence of observations,
solved using a posteriori statistical inference in the Viterbi algorithm. In this paper, we pro-
pose an incremental variation of the Baum-Welch algorithm by creating two approximations
of the Forward-Backward algorithm. This way, we will be able to process incoming I/O trace
data incrementally and update our HMM parameters "on-the-fly" as new trace data becomes
available. The HMM which uses this incremental Baum-Welch algorithm (IncHMM) pro-
duces the required parameters to form a discrete Markov arrival process (MAP), which we
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refer to as our Workload Model. For our results, we validate two Workload Models using
averages from the raw and IncHMM-generated traces. Finally, we compare our results with
current work in the field, identifying any improvements for the future.

2 Forward-Backward Algorithm

The Forward-Backward algorithm, which is used in our incremental Baum-Welch algorithm,
solves the following problem: Given the observations O = (O1, O2, . . . , OT ) and the model
λ = (A,B, π)1, calculate P (O | λ) (i.e. the probability of the observation sequence given
the model), and thus determine the likelihood of O. Based on the solution in [5], we ex-
plain the "Forward" part of the algorithm, which is the α-pass, followed by the "Backward"
part or the β-pass. We define the forward variable αt(i) as the probability of the observa-
tion sequence up to time t and of state qi at time t, given our model λ. In other words,
αt(i) = P (O1, O2, . . . , Ot, st = qi | λ), where i = 1, 2, . . . , N , N is the number of states,
t = 1, 2, . . . , T , T is the number of observations, and st is the state at time t. The solution
of αt(i) is inductive:

1. Initally, for i = 1, 2, . . . , N : α1(i) = πibi(O1)
2. Then, for i = 1, 2, . . . , N and t = 2, 3, . . . , T : αt(i) = [

∑N
j=1 αt−1(j)aji]bi(Ot)

where αt−1(j)aji is the probability of the joint event that O1, O2, . . . Ot−1 are observed
(given by αt−1(j)) and there is a transition from state qj at time t−1 to state qi at time
t (given by aji), and also bi(Ot) is the probability that Ot is observed from state qi.

3. It follows that: P (O | λ) =
∑N
i=1 αT (i)

where we used the fact that αT (i) = P (O1, O2, . . . , OT , sT = qi | λ).

Similarly, we can define the backward variable, βt(i) as the probability of the observation
sequence from time t + 1 to the end, given state qi at time t and the model λ. Then,
βt(i) = P (Ot+1, Ot+2, . . . OT | st = qi, λ) and the recursive solution is:

1. Initially, for i = 1, 2, . . . , N : βT (i) = 1
2. Then, for i = 1, 2, . . . , N and t = T − 1, T − 2, . . . , 1: βt(i) =

∑N
j=1 aijbj(Ot+1)βt+1(j)

where we note that the observation Ot+1 can be generated from any state qj .

With the α and β values now computed, we attempt to create an incremental version of
the Baum-Welch algorithm, which will use both of these values.

3 Incremental Baum-Welch Algorithm

Given the model λ = (A,B, π), the Baum-Welch algorithm (BWA) trains a HMM on a fixed
set of observations O = (O1, O2, . . . , OT ). By adjusting its parameters A,B, π, the BWA
aims to maximise P (O | λ). As explained in Section 2.3.2 of [6], the parameters of the BWA
are updated iteratively by the following formulas:

1. Initially, for i = 1, 2, . . . , N : π′i = γ1(i)

2. For A: a′ij =
∑T −1

t=1
ξt(i,j)∑N

j=1

∑T −1
t=1

ξt(i,j)

1 A is the state transition matrix, B is the observation matrix, and π is the initial state distribution.
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3. For B: bj(k)′ =
∑T

t=1,Ot=k
γt(j)∑T

t=1
γt(j)

where ξt(i, j) = αt(i)aijbj(Ot+1)βt+1(j)
P (O|λ) and γt(i) =

∑N
j=1 ξt(i, j)

We can now re-estimate our model using λ′ = (A′, B′, π′) where A′ = {a′ij}, B′ = {bj(k)′}
and π′ = {π′i}. However, this re-estimation only works on a fixed set of observations, and a
useful upgrade for the BWA would be to handle infrequent, higher density, additional loads
mainly for on-line characterization of workloads [2]. To have an incremental HMM auto-
matically updating its parameters as more real time workload data becomes available would
achieve this, as well as consistently analyse processes over time in a computationally efficient
manner. This new model will be a hybrid between a standard HMM and an incremental
HMM which updates the current parameters A,B, π based on the new set of observations.
Therefore, after the standard HMM has finished training on its observation set, we aim to
calculate the α, β, ξ and γ variables on the new incoming set of observations. For example,
if we have trained a HMM on T observations and wish to add new observations to update
our model incrementally, we notice that αT+1(i) = [

∑N
j=1 αT (j)aji]bi(OT ). Since we pos-

sess the values of αT (j), aji and bi(OT ), the new α values can be computed quite easily
using the forward recurrence formula. However, to find βT+1(i) is not so easy as it relies on
the backward formula with a one step lookahead βT+1(i) =

∑N
j=1 aijbj(OT+2)βT+2(j) and

unfortunately we do not have βT+2(j). Therefore an approximation for the β variables is
needed, preferrably a forward recurrence formula similar to the α formula. The new ξ and
γ variables (and therefore the new entries a′ij and bj(k)′) can be calculated easily once we
have the complete α and β sets. Building on previous work seen in Section 4.8.3 of [6], we
attempt to find several new approximations for the β values.

3.1 First β Approximation
The first approximation for the β variables will assume that, at time t and for state i, we
have that βt(i) = δ(t, i) is a decay function which tends to 0 as t → 0. Therefore, for
a sufficiently large observation set and at a sufficiently small t, we obtain the approximate
result δ(t, i)−δ(t, j) ≈ 0, where i and j are different states. This then gives the near equality
δ(t, i) ≈ δ(t, j) and hence by our earlier assumption we have the important approximation:

βt(i) ≈ βt(j) (1)

Let us now transform our β recurrence formula βt(i) =
∑N
j=1 aijbj(Ot+1)βt+1(j) into

matrix form, using the notation bj = bj(Ot+1) for ease of use. Since we are using two states
in our Workload Model, we set N = 2. It then follows that(

βt(1)
βt(2)

)
=
(
a11b1 a12b2
a21b1 a22b2

)(
βt+1(1)
βt+1(2)

)
then pre-multiply by

(
αt(1) αt(2)

)
:

(
αt(1) αt(2)

)(βt(1)
βt(2)

)
=
(
αt(1) αt(2)

)(a11b1 a12b2
a21b1 a22b2

)(
βt+1(1)
βt+1(2)

)
and multplying out we get

∑2
i=1 αt(i)βt(i) =

(
αt(1)a11b1 + αt(2)a21b1 αt(1)a12b2 + αt(2)a22b2

)(βt+1(1)
βt+1(2)

)
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where by defintion of αt+1(i) it follows that

∑2
i=1 αt(i)βt(i) =

(
αt+1(1) αt+1(2)

)(βt+1(1)
βt+1(2)

)
We notice that

∑2
i=1 αt(i)βt(i) = P (O | λ) =

∑2
i=1 αT (i) where T is the total number

of observations. Quite fittingly, the term P (O | λ) is already calculated for us from the
α-pass. Finally, assuming that t + 1 is sufficiently small and using (1) we can deduce that
βt+1(1) ≈ βt+1(2), giving us

P (O | λ) ≈
(
αt+1(1) αt+1(2)

)(βt+1(1)
βt+1(1)

)
we then factor out βt+1(1)

P (O | λ) ≈ βt+1(1)
(
αt+1(1) αt+1(2)

)(1
1

)
and multiply out the RHS

P (O | λ) ≈ βt+1(1)[αt+1(1) + αt+1(2)]

which gives our final approximation result:

βt+1(1) ≈ βt+1(2) ≈ P (O | λ)∑2
i=1 αt+1(i)

(2)

The β approximation seen in (2) produced very good results in our simulation. To
achieve this simulation, we obtained a network trace (aka raw trace) from NetApp servers
made up of timestamped I/O commands (single Common Internet File System reads and
writes). We then partitioned this raw trace into one second intervals (aka binned trace)
counting the number of reads and writes present in each interval or "bin". This binned
trace was then filtered through a K-means clustering algorithm (assigning 7 clusters, i.e.
K=7) and we obtained a discrete time series (aka observation trace) where each point is an
integer between 1 and 7. This observation trace was given as a training set of 7000 points
(i.e. 7000 seconds) to a HMM. Afterwards, 3000 new observations were added to this set,
evaluating the 3000 points using our new β approximation. Thus, we were able to create the
IncHMM, which stored information on 10000 consecutive observation points. Statistics on
a raw trace of 10000 observations were compared with those of an IncHMM-generated trace
(using our model parameters A,B, π and a random distribution to generate this trace) also
of size 10000. The results are summarised below in Figure 1:

Reads/bin Writes/bin
Raw Mean: 111.350 Raw Mean: 0.382
IncHMM Mean: 111.278 IncHMM Mean: 0.366
Raw Std Dev: 254.942 Raw Std Dev: 0.550
IncHMM Std Dev: 255.039 IncHMM Std Dev: 0.461

Figure 1 Statistics for raw and IncHMM traces using the first β approximation.

Figure 1 is divided into Reads/bin and Writes/bin to simplify analysis, where the bin is
simply a one second interval. For example, a "Raw Mean of 111.350 Reads/bin" means that
the raw I/O trace produced on average 111.350 read commands per second. Similarly, we
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analyse the average number of writes per second as our I/O trace contains both reads and
writes. Therefore, we can see from Figure 1 that the statistics for raw reads and IncHMM
reads match extremely well, almost identical over the 10000 points. For the writes, there is
a higher difference in the standard deviations than in the means. This is possibly due to a
significant drop in the number of write procedures presented by the I/O trace, which the
IncHMM did not reproduce entirely when generating its trace.

3.2 Second β Approximation
As before, we begin with the following vectors and the 2× 2 transformation matrix (D):(

βt(1)
βt(2)

)
=
(
a11b1 a12b2
a21b1 a22b2

)(
βt+1(1)
βt+1(2)

)
where we use bi = bi(Ot+1), for ease of notation.

We then pre-multiply by the inverse of the transformation matrix (D−1):(
a11b1 a12b2
a21b1 a22b2

)−1(
βt(1)
βt(2)

)
= I2

(
βt+1(1)
βt+1(2)

)
where D−1D = I2 and I2 is the 2× 2 identity matrix.

By using Gauss-Jordan elimination to work out D−1, the final equation is(
βt+1(1)
βt+1(2)

)
= 1

b1b2(a11a22−a21a12)

(
a22b2 −a12b2
−a21b1 a11b1

)(
βt(1)
βt(2)

)
where b1 6= 0, b2 6= 0 and a11a22 6= a21a12.

In the case that bi = 0 for a state i, D has a column of all zero values, which means
that D−1 cannot exist, and therefore a simple approximation for βt+1(i) is needed here.
Considering all three cases, we present the full set of equations in (3). Underneath this,
Figure 2 summarises the results of the simulation with the β approximation from (3):

(
βt+1(1)
βt+1(2)

)
=



(
1.0
βt(2)
a22b2

)
, if b1 = 0

(
βt(1)
a11b1

1.0

)
, if b2 = 0

D−1

(
βt(1)
βt(2)

)
, if b1 6= 0, b2 6= 0, a11a22 6= a21a12

(3)

Reads/bin Writes/bin
Raw Mean: 111.350 Raw Mean: 0.382
IncHMM Mean: 110.231 IncHMM Mean: 0.357
Raw Std Dev: 254.942 Raw Std Dev: 0.550
IncHMM Std Dev: 254.155 IncHMM Std Dev: 0.463

Figure 2 Statistics for raw and IncHMM traces using the second β approximation.
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The results obtained were satisfying, including the reads which performed very well. In
comparison, the writes slightly underperformed, possibly due to the read-dominated trace
or perhaps a slight misjudgement by our clustering algorithm.

4 Conclusion and Future Work

The β approximations used in this paper have been successful after statistical comparisons
between raw and IncHMM-generated traces. Thus, we have created two Workload Models
(each with their own β approximation) which characterize data traces incrementally. Ana-
lysing current work in this field, for example Stenger et al. in 2001 [4] (where all new β

variables were given a value of 1), it is clear that either Workload Model provides a better
β approximation. When comparing our models with the incremental HMM from [3], all
three models produced accurate results, except the latter had a backward formula that was
not recursive in terms of the β values. A general improvement to our models would be
to increase the accuracy for the standard deviation of the IncHMM writes. This may be
achieved by using significantly more observations from our I/O trace to obtain a greater
variation in write entries. Perhaps adjusting the K parameter for our K-means clustering
algorithm might also improve our results. Finally, we could test the IncHMM with another
discrete time data trace, for example using a binned trace of hospital arrival times which
stores the number of patients arriving every hour. Then, by choosing the most accurate
β approximation of the two, we would obtain an incremental Workload Model capable of
analysing a variety of discrete time series.
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Abstract
In the last few years there have been many activities towards coupling CPUs and GPUs in
order to get the most from CPU-GPU heterogeneous systems. One of the main problems that
prevent these systems to be exploited in a device-aware manner is the CPU-GPU communication
bottleneck, which often doesn’t allow to produce code more efficient than the GPU-only and
the CPU-only counterparts. As a consequence, most of the heterogeneous scheduling systems
treat CPUs and GPUs as homogeneous nodes, electing map-like data partitioning to employ
both these processing resources. We propose to study how the radical change in the connection
between GPU, CPU and memory characterizing the APUs (Accelerated Processing Units) affect
the architecture of a compiler and if it is possible to use all these computing resources in a
device-aware manner. We investigate on a methodology to analyze the devices that populate
heterogeneous multi-GPU systems and to classify general purpose algorithms in order to perform
near-optimal control flow and data partitioning.
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Keywords and phrases HPC, APU, GPU, GPGPU, Heterogeneous computing, Parallel comput-
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1 Introduction

In the last few years various researches demonstrated that GPU computing power isn’t suitable
to accelerate many algorithms[4], mostly due to the execution model and to the limited
performances of the interconnection between the GPUs and the rest of the system. From the
execution model point of view, SIMD doesn’t fit very well with some computations, such as
algorithms containing many branches and fine-grained data-parallel computations. Among
the algorithms falling into these categories we can find Huffman Coding[6, 7] and KD trees
construction[8]. To get the highest performances, the characteristics of the CPUs, such as wide
caches and Multiple Thread Multiple Data (MTMD) execution model, should be employed
to accelerate portions of such kind of algorithms. Unfortunately, partitioning algorithms to
run heterogeneously on CPU-GPU systems is hold by the CPU-GPU interconnection and
communication performance[2]. Whereas an algorithm may benefit to be carefully staged
across the two computing resources, the time spent in transferring data often outweighs the
time saved in executing code on the most specific resource. Given this, recent researches
have mostly focused on exploiting the CPU and the GPU in an homogeneous way, ignoring
the specific characteristics of each computing resource and partitioning data in a task-farm
manner instead of scheduling differents parts of the control flow. S. Venkatasubramanian
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and R. W. Vuduc [9] propose a solution to employ heterogeneous CPU-GPU platforms to
accelerate Jacobi’s iterative method for 2D Poisson equations. Since the target of this work
is quite specific, hand-crafted implementations for CPU and GPU are proposed instead of a
methodology to partition more general stencil algorithms and to automatically produce target
code. C. Luk and S.H.H. Kim [11] present an entire programming system for CPU-GPU
platforms where mapping between tasks and processing resources can be either performed
by the programmer or automatically by the scheduler. While manual mapping may allow
to partition control flow in addition to data, it substatially charges the programmer of
determining a good partitioning strategy and hand-coding the implementations for both
CPU and GPU. In [10], a machine learning approach is employed to statically decide a
near-optimal scheduling strategy. Like in the other works, partitioning is based only on data
and predictors are used to determine the amount of data to schedule to each processing
element instead of which part of the algorithm to execute on it. In [14] a performance-history
based scheduler is proposed to schedule tasks on the computing resource that demonstrated
to be the most efficient in executing those tasks during previous executions. Since tasks
are not analyzed nor classified on the bases of their features but are instead considered as
blackboxes of which only the completion time is known, the scheduler requires to be retrained
every time it is ported to a different CPU-GPU platform. E. Hermann et al. present a
task scheduling approach for interactive physics simulations that allows to split tasks across
multiple CPUs and GPUs[12] on the basis of task size and estimated completion time.

With the introduction of APUs, such as the Intel Ivy Bridge® and the AMD Fusion®

family, the CPU-GPU communication performance has decisively increased[1], thanks to
a novel architectural interconnection that overcomes the limits of the PCI-express bus
and to the chance for the CPU and the GPU to effectively share data without the need
for copies. APUs may therefore raise the chance for algorithms to be partitioned across
heterogeneous processing resources in a device-specific manner. At the same time, given the
different balances between computing and communication performance of integrated versus
discrete GPUs, APU’s and discrete GPUs in a hybrid multi-GPU system can be indepedently
specialized to accelerate different kind of computations.

Our work consists in leveraging on the APU’s capabilities to investigate on the chances
to specialize both the on-chip resources and discrete GPUs in order to schedule portions of
data and control flow on the bases of the specific characteristics of each device. Since APUs
represent a relatively recent architecture, there are currently few resources on them, such
as costs models, performance analysis or researches towards scheduling strategies to exploit
this kind of tightly coupled platforms. S. Keely[8] discusses about adaptive mapping kd-tree
construction on APUs to get the most from both the CPU and the integrated GPU, showing
that on-chip communication performance allows to reduce the penalities of synchronization
and host-device data transfer costs. K. Spafford et al.[5] propose an extensive comparison
of various algorithms running on discrete versus APU’s GPUs, illustrating the benefits of
tighter coupling when data exchange becomes a dominant portion of the runtime. M. Daga
at al. show a similar comparison[1], but int this case the intergrated GPU and a discrete
one are tested using two different platforms. Since the two GPUs do not share the CPU
executing the host code, comparing their performances is difficult and not fully reliable.

2 Methodology

The main aspects that characterize APUs is an high CPU-GPU communication performance
and a computing power usually much lower than the computing power of mainstream discrete
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GPUs. Given this, computations for which the time spent in CPU-GPU communication
outclasses computing time should benefit of integrated GPU execution. The first step
of our work consists in verifying this idea using a set of algorithms with different data-
transfer/operations ratio (section 3.1).

The second step of the research consists in defining a reliable metric for classification
of algorithms in terms of the device (integrated or discrete GPU) that is more suitable for
their execution. We plan to train this metric on a particular system using a set of samples
(i.e. popular and widely used parallel programming patterns) and taking into account the
characteristics of the various devices in order to obtain a convenience threshold. Algorithms
for which the value of the metric is below the threshold should be scheduled on the APU’s
GPU while algorithms for which the metric is above the threshold should be run on the
discrete GPU. Following the results of the first step, the classification metric should be
mainly based on the amount of data transferred and on the amount of operations executed on
data. The term "operations" may refer to device ISA or intermediate language (PTX, AMD
IL) instructions, to higher-level assembly instructions (MSIL, LLVM), to source-language-
based operations (C/C++ assignments, arithmetic operations, etc.) or to language-unaware
algorithmic complexity. Even if moving from device ISA to virtual machine assembly affects
the amount of instructions executed, the number of operations considered in the metric
should not necessarly match instructions executed by a device but instead characterize the
complexity of the algorithm in a device-unaware manner. Moreover, as shown in section 3, the
relative integrated versus discrete GPU performance seems to be correlated to the complexity
of the (sequential) algorithm, which suggests the reliability of expressing operations in terms
of sequential algorithms. The first definition of this metric, based on language-unaware
algorithmic complexity, is discussed in section (3.2). For future work we plan to move to
LLVM and to analyze LLVM code to determine the value of the metric for generic algorithms.
LLVM provides various tools and services, such as loop informations, dead-code elimination
and more, that can be exploited to simplify code analysis.

In addition to the operations executed and to the amount of data transferred other
aspects may affect the GPUs relative performance, such as synchronization, branching,
number of working threads and memory conflicts. While most of these aspects might be
taken into account, we decide to start with a very simple metric and to refine it introducing
additional parameters as soon as we encounter examples for which the metric fails in modeling
the integrated versus discrete GPU performance. In addition, some of these features, like
synchronizations and memory conflicts, are not exposed at LLVM level. Whenever the metric
requires to take them into account, an OpenCL implementation of the algorithm should be
available or it should be generated starting from LLVM implementation. AMD is currently
developing an LLVM backend to produce AMD IL binaries, while an LLVM to Nvidia PTX
is already available [19].

Founding our work on a device-unaware analysis of operations allows to overcome the
dependency of device ISA/IL from the specific GPU model and vendor and of the source
code from a specific programming language. Moreover, working on LLVM allows to extend
the analysis to include the CPU as a scheduling target.

Since the final target of our research is to partition and to schedule generic algorithms in a
control-flow-aware manner, the most important step consists in developing a partitioning and
scheduling system based on code similarity pattern discovery engine to recognize well-known
parallel patterns inside generic algorithms. The engine is paired with a database of popular
computations, such as map, reduce, scan, convolution, matrix reduction and multiplication.
The classification metric defined in the previous steps is used to train the scheduler on a

ICCSW’12



38 Device specialization in heterogeneous multi-GPU environments

Table 1 Specifications of the testing platform.

Device Clock rate SIMDs Cores Processing power
AMD A8-3850 (CPU) 2.9 GHz - 4 CPUs -
AMD 6550D (Integrated) 600 MHz 5 400 radeon 480 GFLOPS
AMD HD 5870 (Discrete) 850 MHz 20 1600 radeon 2720 GFLOPS

particular system to determine the integrated versus discrete GPU convenience threshold.
For each computation in the database we store a marker representing the device on which it
is more suitable to execute. Finally, the database and the markers are employed to partition
a generic algorithm in terms of the patterns it contains, scheduling each pattern recognized
on the device stored in the relative marker. For this part of the work we can benefit of many
researches on code similarity and pattern discovery [16, 17, 18].

3 Preliminary results

In order to investigate on the chance for the CPU, the integrated and the discrete GPU to be
specialized to accelerate different sets of computations, we start analyzing the performances
of integrated and discrete GPUs in running a set of algorithms with specific computing
requirements. The algorithms that compose the test suite are vector/matrix addition (saxpy),
reduction, convolution and matrix multiplication. The choice of the set of algorithms has been
driven by the aim to take into account both memory-bound and compute-bound algorithms.

Each algorithm is executed on the testing platform (table 1) under different conditions.
In particular, we run each algorithm using all the possible data-transfer strategies, like
mapping, placement (ALLOC_HOST_PTR, USE_PERSISTENT_MEM_AMD, etc.) and
pre-pinning and employing different data types (float, float2, float4, etc.). For each algorithm
and for each device we select the conditions that lead to the lowest completion time.

3.1 Experimental results

Figures 1, 2 and 3 compare the completion times of the integrated GPU and of the discrete
GPU resulting from the execution of the benchmarks. Since we show the ratio between the
completion times of the two devices, values higher than one mean that the integrated GPU
is faster than the discrete GPU, while a ratio lower than one signifies that the discrete GPU
is faster than the integrated one.

The integrated GPU is more efficient in executing both saxpy and reduction for every
input size. Matrix multiplication falls into the opposite situation, since the discrete GPU
outperforms the integrated one regardless the matrix size. Finally, convolution exhibits a
mixed behaviour, where the discrete GPU is faster for small input matrixes and gradually
becomes slower than the integrated GPU as bigger the matrix size. Since the convolution
algorithm depends on both the input matrix size and the filter size, we also run the algorithm
fixing the input matrix size and gradually increasing the filter. The results of this test, shown
in figure 4, confirm the partial convenience of the integrated GPU and allow to conclude that
the discrete GPU outperforms the integrated one for small input matrixes and for big filters.
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Figure 1 Saxpy completion time ratio: dis-
crete GPU / integrated GPU.

Figure 2 Matrix multiplication completion
time ratio: discrete / integrated GPU.

Figure 3 Convolution completion time ratio:
discrete / integrated GPU.

Figure 4 Convolution completion time ratio
varying filter size: discrete / integrated GPU.

3.2 Computation Density
For each algorithm, we calculate the ratio between the number of operations performed on
data and the amount of data transferred between the CPU and the GPU. We call this metric
Computation Density(CD). The aim of this metric is to classify the efficiency of integrated
versus discrete GPUs in executing a particular algorithm. As shown in table 2, saxpy and
reduction have a constant CD while matrix multiplication is characterized by a CD that is
linear on the data size. In matrix convolution, the CD depends both on the input matrix size
and on the filter size. When the matrix size is much bigger than the filter area (N � M2),
the CD can be approximated to the following, which is constant on the input matrix size.

CDsmallfilter = 2M2 (1)

When the matrix size and the filter area are similar (N u M2), the ratio can be instead
approximated using the below formula, which is linear on the input size.

CDbigfilter = 2N3

2N2 = N (2)

The values of CD calculated for the algorithms taken into account suggest that the
efficiency of integrated GPUs versus discrete GPUs is highly correlated to the balance
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between the amount of operations performed on data and the amount of data transferred to
and from the GPU. In particular, when the CD is constant and below a certain threshold, the
integrated GPU is the faster device. Whereas the CD is more than constant on the input size
(e.g. linear, for matrix multiplication), the discrete GPU is instead capable of outclassing the
integrated GPU. The most interesting test revealing this correlation is the matrix convolution,
where CD can be considered constant on the input size except for matrixes and filters of
similar sizes. Since the filter size is always smaller than the input matrix size, there are two
chances for input matrix and filter to have similar sizes, that is decreasing the input matrix
size and increasing the filter size. These two situations are the one discovered executing the
algorithm on the testing platform (fig. 3 and 4).

Table 2 Computation Density of the tested algorithms

Saxpy N2

3N2 = 1
3 (N2 matrix size)

Reduction N
N+1 ≈ 1 (N vector size)

Matrix multiplication 2N3

3N2 = 2
3 N (N2 matrix size)

Matrix convolution 2M2N2

2N2+M2 (N2 matrix size, M2 filter size)

4 Conclusion

In this paper we shown that APU’s GPUs and discrete GPUs can effectively accelerate
different kind of computations, giving us the chance to specialize algorithms in order to
obatain the best performances from an hybrid multi-GPU system. We also tried to correlate
the test results with the characteristics of each specific algorithm, leading to a metric called
Computation Density. Actually, many aspects can influence the completion time, such as
thread synchronization, memory access patterns (influencing bank conflicts and coalescing)
and loop unrolling. We are working to refine the metric to take into account all these aspects
while trying to keep it as simple as possible. The following step is to take into account
the CPU, which is particularly challenging due to it’s different execution model and to
the CPU-GPU memory sharing. In particular, memory sharing poses contention problems,
since empoying the CPU to perform part of a computation may limit the memory access
bandwidth and therefore the performances of the integrated GPU. Finally, we plan to use the
Computation Density1 to train a classifier on a large set of widely used computational patterns.
The target is to employ machine-learning and parallel patterns discovery to partition and
classify general purpose algorithms on the basis of the set of parallel computational patterns
recognized during code analysis.
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Abstract
The reachability problem, whether some unsafe state can be reached, is known to be undecidable
for nonlinear dynamical systems. However, finite-state abstractions have successfully been used
for safety verification. This paper presents a method for automatically abstracting nonpolynomial
systems that do not have analytical or closed form solutions.

The abstraction is constructed by splitting up the state-space using nonpolynomial Lyapunov
functions. These functions place guarantees on the behaviour of the system without requiring
the explicit calculation of trajectories. MetiTarski, an automated theorem prover for special
functions (sin, cos, sqrt, exp) is used to identify possible transitions between the abstract states.
The resulting finite-state system is perfectly suited for verification by a model checker.
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1 Introduction

Abstracting continuous systems into a finite state representation has been a successful
method for the formal verification of real world problems. Current abstraction methods can
only handle linear or polynomial nonlinear systems. Nonpolynomial terms must be either
linearised or over-approximated [4]. These approximations can introduce abstract states
that are seen as false-positives by the model checker. In this paper, the automated theorem
prover MetiTarski is used to create an abstraction of a nonpolynomial continuous system by
working with the nonpolynomial terms directly. This goal is to enhance the quality of the
resulting finite state abstraction.

MetiTarski [2] is an automated theorem prover for arithmetical conjectures involving
transcendental functions (sin, cos, exp etc.). It has been successful in proving arithmetical
theorems that are used to verify analogue circuits [3] and linear hybrid systems [1].

Most systems of interest can only be specified using nonlinear differential equations. This
is because, not surprisingly, nonlinear systems present a richer set of dynamics. It is for these
reasons that both qualitative analysis and repeated numerical simulation is used [10]. The
finite level of precision of numerical methods is often a source of significant error.

Safety, the fact that some bad behaviour will never happen, is the most important
property that should be verified for a system. The reachability computation remains the most
common way to check safety of a system. Unfortunately, the reachability decision problem of
continuous systems is undecidable [6]. Abstraction methods are commonly employed to solve
this problem.

By abstracting properly and preserving the relevant underlying behaviour of the system,
tools that are already developed can be used. Sloth and Wisniewski [12] developed a method
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for creating a sound and complete abstraction of continuous systems using Lyapunov functions.
By using the Lyapunov function as a predicate for partitioning, they were able to convert
the infinite state space of a continuous system into timed automata. They are however only
able to abstract a restricted class of linear systems.

Another abstraction method borrows ideas from the domain of qualitative reasoning.
Qualitative reasoning is motivated by the idea that numerical simulation is limited when not
all the parameters of the system are known. Instead of trying to compute a solution, it is
sufficient to look at how the vector field itself changes over time. Tiwari [14] uses predicates
that evaluate over the three symbols {+,−, 0} to split up the infinite state space. This
construction of the abstraction uses the decidability of the first order theory of real closed
fields [13] to compute the transitions between abstract states. Once the abstraction is created
then a model checker is used to evaluate Computation Tree Logic (CTL) properties on the
abstract system. The method proposed by Tiwari is limited to nonlinear polynomial vector
fields.

2 Dynamical Systems

A dynamical system can be thought of as an abstract entity that changes its behaviour and
state with respect to time. The state is the current value of the variables of the system. The
behaviour is a function that returns the next state of the system, given the current state.
These two quantities are required to completely model the system.

I Definition 1 (Dynamical System). An n-dimensional dynamical system DS is represented
by the state vector x(t) ∈ Rn and a function f : Rn → Rn

For continuous systems time will progress as a smooth function. Instead of giving an
explicit value of the next state, function f will define how the system evolves continuously.
The simplest way to model this smooth change of variables is using differential equations.

I Definition 2 (Continuous Dynamical System). A continuous dynamical system is compactly
modelled using a set of differential equations of the form

x′(t) = f(x(t)) (1)

It is common convention to drop the explicit reference to the time variable.

x′ = f(x) (2)

The benefit of using differential equations is that continuous systems can be completely
represented by how their variables change. Even for the simplest of systems, it can be quite
difficult and in most cases impossible to analytically solve Equation (1). If the functions f(x)
are polynomial, that is f(x) = anx

n + an−1x
n−1 + ...+ a1x+ a0 where n is a non-negative

integer and a0, a,.., an are constants then the resulting system is polynomial. Otherwise the
system is nonpolynomial.

I Example 1 (The Pendulum). Take for instance the friction-free pendulum of Figure 1a.
A rod of length L is attached to a ball of mass m. As the ball swings, the angle θ between
the rod and the vertical changes. The angular velocity (rotational speed in the tangential
direction) ω(t) is equivalent to the change of the angle θ or dθ

dt . Acceleration, velocity and
position of the ball are related by a = v′ = x′′. The arc-distance travelled by the ball is
x = θL. The effective force returning the ball to the center is mg sin θ. The differential
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(a) Regular pendulum (b) Whirling pendulum

Figure 1 Two nonpolynomial systems.

equations of the system can be derived from Newton’s 2nd Law F = ma. Taking F
m = a,

a = x′′ = (θL)′′ = ω′L gives the system in state space form

θ′ = ω (3a)

ω′ = − g
L

sin θ (3b)

This model is exactly described by two simple differential equations. The problem is that
there is no known method that can obtain a solution with respect to time for either of the
state variables (θ(t) or ω(t)). This is due to the nonpolynomial sin θ term in Equation (3b).
Under certain conditions, nonpolynomial systems like Example 1 can be approximated by a
linear system that is guaranteed to have a closed form solution.

I Definition 3 (Linear System). When f(x) (Equation (2)) is defined by an affine line ax+ b,
the continuous system is said to be linear. If the state vector x is n-dimensional then,
f(x) = Ax+ b where A is an n by n matrix b is an n vector.

Since the linear system is defined using a square matrix, it is easy to extract the eigenvalues
[11]. These eigenvalues can be used to construct the solution to the system of equations and
to understand the qualitative behaviour of the system’s trajectories. The interesting result is
that if a nonpolynomial system is replaced by a linear approximation, the eigenvalues of the
approximation can be used to understand the behaviour of the original system. The linear
approximation is only valid in a close neighbourhood of a particular point. In dynamical
system analysis, this is usually chosen to be an equilibrium point.

I Definition 4 (Equilibrium Point). An equilibrium or fixed point is a location in the state-
space x̃ where f(x̃) = x̃. When the system is at the equilibrium point, it will stay there for
all time if not disturbed. If a slight disturbance causes the system to leave the equilibrium
point and never return then the equilibrium point is unstable, otherwise the system is stable.

Since nonpolynomial systems cannot be solved analytically, verification relies on the
analysis of the qualitative behaviour of the system near its equilibrium points. This qualitative
analysis looks to see how sets of trajectories move in the state-space. For linear systems,
if the eigenvalues of the system all have a negative real part, then the stability of the
equilibrium point is guaranteed. If the real parts of the eigenvalues are all 0 then nothing
can be concluded and the linearisation method fails. An alternative method that operates
on the original nonlinear vector field directly can be used instead.
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I Definition 5 (Lyapunov Function). A function V (x) is a Lyapunov function, if for an
equilibrium point (fixpoint) located at the origin (0,0) the following conditions hold

V (x) > 0 for x 6= 0 (4a)
V (0) = 0 (4b)

∂V (x)
∂t

≤ 0 for all x (4c)

If a Lyapunov function exists, then the equilibrium point is guaranteed to be stable [10].
The Lyapunov property is a sufficient condition for stability.

Return to Example 1 but assume now that the system is real by including friction
effects. V (x) can be chosen as the total energy (kinetic plus potential) of the system. It is
clear that when the pendulum is displaced, energy is put into the system causing V (x) to
increase and V (x) > 0 . The energy of the system will only be zero when the pendulum
has stopped swinging and is hanging straight down at position 0, therefore V (0) = 0. The
system continuously loses energy due to friction and V (x) is always decreasing, implying
that V ′(x) < 0. Since the three constraints have been met, V (x) is an Lyapunov function
and by definition the equilibrium point at rest is stable.

The Lyapunov method does not require that V (x) be the energy of the system, any
function can be used. The caveat is that finding a Lyapunov function in general can be quite
difficult. There are several advanced methods based on sum-of-squares (SOS) techniques that
make the search for the Lyapunov function tractable. These methods have been implemented
in a MATLAB package called SOSTOOLS [9]. The next section describes an abstraction
algorithm that uses Lyapunov functions.

3 Abstracting the Dynamical System

The end-goal of verification is to prove that a system has been built correctly. For continuous
systems we specifically want to prove that all trajectories starting in a safe state will never
reach a bad or unsafe state. This reachability analysis is known to be decidable for discrete
systems such as finite automata, but it is undecidable for nonpolynomial systems. Abstraction
methods are a shortcut used to obtain a decidability result from the undecidable brick wall.

The abstraction method of Tiwari [14] discretizes the state-space using predicates evalu-
ated over three symbols {+,−, 0}. Each abstract state is defined by a conjunction of these
predicates. For the example in Figure 2a, predicates P1 and P2 represented by thick lines
have been used to discretize a two dimensional state space. Taking P1 : f(x, y) = x and P2 :
f(x, y) = y, state S1 is P1 > 0 ∧ P2 > 0, S7 is P1 = 0 ∧ P2 > 0 and so on.

The difficulty in creating finite state abstractions is choosing the predicates used to
discretize the state space. Tiwari has developed several heuristics for defining good predicates.
Lyapunov functions are a good choice because they represent a positively invariant set. By
definition, the solutions of the system will only pass through the level sets of Lyapunov
functions in one direction. Including Lyapunov functions greatly simplifies the construction
of abstract transition relations by limiting the reachable state space.

A decision procedure is used to determine all possible transitions between the abstract
states. For instance, in the example shown in Figure 2a the following cases must be checked
to determine the transitions between S2, S4 and S5. For brevity, P1 is assumed to be positive.
Transitions between abstract states are decided by checking the sign of the derivative of the
predicate with respect to the vector field of the system. To take this derivative, the chain
rule for partial derivatives is used dPn

dt = ∂Pn
∂x

dx
dt + ∂Pn

∂y
dy
dt .
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(a) Discretizing the state space with predicates (b) Transitioning between abstract states

Figure 2 Tiwari’s Abstraction Method.

1. If the current state is S4 : (P2 < 0) then:
If P2′ > 0, the next state is either S4 or S5
If P2′ = 0, the next state is S4
If P2′ < 0, the next state is S4
If unknown, the next state is S4 or S5

2. If the current state is S5 : (P2 = 0) then:
If P2′ > 0, the next state is S2
If P2′ = 0, the next state is S5
If P2′ < 0, the next state is S4
If unknown, the next state is S2 or S5 or S4

3. If the current state is S2 : (P2 > 0) then:
If P2′ > 0, the next state is S2
If P2′ = 0, the next state is S2
If P2′ < 0, the next state is S5 or S2
If unknown, the next state is S2 or S5

One issue is that the decision procedure used by Tiwari is only applicable to polynomials.
This restriction limits the type of systems that can be analysed. The next example shows
how Tiwari’s method is extended to work with nonpolynomial systems. MetiTarski is used
to reason about the inequalities that are generated during the abstract transition analysis
described above.

I Example 2 (Whirling Pendulum). Consider Figure 1b, where a pendulum of length lp
is attached to a movable rigid arm of length la. Taking the following assumptions: the
pendulum is light enough to be swung up with a small φ′, ignore friction and consider that
each pendulum arm is thin enough to make the moment of inertia negligible [5]. With x1 = φ

and x2 = φ′ the system of equations are

x′1 = x2 (5a)

x′2 = ω2 sin x1 cosx1 −
g

lp
sin x1 (5b)

The predicates used to split up the state space are obtained by repeatedly taking the
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Figure 3 The whirling pendulum system.

derivative of the vector field.

P1 = x′′2 = −x2 sin2(x1) + x2 cos2(x1)− 10x2 cos(x1) (6a)

P2 = P1′ = 1
4 sin(x1)(8x2

4(8 cos(x1)− 5)− 8x2
2(561 cos(x1)− 210 cos(2x1)

+ 11 cos(3x1)− 65)− 1104 cos(x1)− 8040 cos(2x1) + 2304 cos(3x1)
− 175 cos(4x1) + 4 cos(5x1) + 4095) (6b)

and a Lyapunov function of the system is found using SOSTOOLS

V 1 = 0.3345x2
2 + 1.4615 sin2 x1 + 1.7959 cos2 x2 − 6.689x2 + 4.8931 (7)

The behaviour of the system is shown in the vector field plot of Figure 3a with x1 on the
horizontal axis and x2 on the vertical axis. Using the predicates obtained from the equations
of the system (Equations 6a and 6b) along with several level sets of the Lyapunov function
(Equation 7 : V 1 = 0.25, V 1 = 0.5, V 1 = 0.85 and V 1 = 2), the state-space is discretized as
shown in Figure 3b. MetiTarski is used to determine the transitions between the abstract
states using the method described in Section 3. The methods of Sloth, Wisniewski and
Tiwari cannot deal with this system because of the nonpolynomial components.

4 Conclusion

An abstract system has been constructed by choosing the appropriate predicates and dis-
cretizing the continuous state space of a nonpolynomial dynamical system. The abstract
transitions have been automatically obtained using MetiTarski. The resulting finite state
transition system can be sent to a model checker for verification purposes.

One important open question is concerned with choosing good predicates. Tiwari’s method
uses predicates that are constructed by taking repeated derivatives of the vector fields. The
motivation being that for polynomial systems this process terminates. For nonpolynomial
systems this is not necessarily the case. It will be necessary to quantify the quality of the
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abstractions. One potential option to increase the quality of the generated abstractions is to
use the Counter Example Guided Abstraction Refinement (CEGAR) framework.

Barrier Certificates can be used for safety analysis [7] and are another source of good
predicates. Instead of being concerned with the stability of an equilibrium point, they are
used to prove that certain states of a system cannot be reached. This is done using Lyapunov
theory (see Definition 5). The important point is that SOSTOOLS can be used to search
for Barrier Certificates. Linear hybrid systems have been successfully verified using these
techniques [8]. Future work includes using MetiTarski for determining abstract transitions of
systems discretized by Barrier Certificates.
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Abstract
Dynamic service composition promotes the on-the-fly creation of value-added applications by
combining services. Large scale, dynamic distributed applications, like those in the pervasive
computing domain, pose many obstacles to service composition such as mobility, and resource
availability. In such environments, a huge number of possible composition configurations may
provide the same functionality, but only some of those may exhibit the desirable non-functional
qualities (e.g. low battery consumption and response time) or satisfy users’ preferences and
constraints. The goal of a service composition optimiser is to scan the possible composition
plans to detect these that are optimal in some sense (e.g. maximise availability or minimise data
latency) with acceptable performance (e.g. relatively fast for the application domain). However,
the majority of the proposed optimisation approaches for finding optimal composition plans,
examine only the Quality of Service of each participated service in isolation without studying
how the services are composed together within the composition. We argue that the consideration
of multiple factors when searching for the optimal composition plans, such as which services are
selected to participate in the composition, how these services are coordinated, communicate and
interact within a composition, may improve the end-to-end quality of composite applications.
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1 Introduction

Service-orientation promotes the creation of new value-added applications by composing pre-
existing services regardless their location and platform technology [16]. Service composition
[8, 9] is not only limited to functional composition, but also takes into account non-functional
issues. Indeed, an application that does not obey the user’s Quality of Service (QoS)
constraints might be as useless as a service not providing the desired functionality.

Service composition in distributed environments faces four challenges: (a) a large space
of possible deployment architectures are possible, (b) satisfaction of multiple users’ (possibly
conflicting) QoS preferences and constraints, (c) continuous system evolution and high
dynamism since the components and their relationships are not known at design-time and
may change at run-time, and (d) absence of an entity with global knowledge. These challenges
demand a dynamic self-adaptive distributed solution [11, 17] for finding the composition
architectures of high-quality that achieve the users’ functional and non-functional goals.
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We argue that to achieve high-quality compositions, the composer should take into account
not only the quality of each service in isolation, but also how services are coordinated, how
they communicate and how they interact within the composition. Despite the vast research
on the field of service composition, little is known about how these factors combined affect
the aggregation of optimal compositions. The contention of this research is that the combined
consideration of these factors may improve the overall quality of the composed applications.

The remainder of this paper is organised as follows. In Section 2 we present a motivating
scenario for our research. Section 3 discusses some representative alternative approaches for
optimising the process of service composition. Section 4 outlines our preliminary work for
enabling the efficient on-the-fly creation of high-quality composite services. Finally, Section
5 concludes by outlining the plans of future work towards achieving our research goals.

2 Motivating Scenario

Our case study is a time-critical continuously evolving application: a fire-fighter tactical
information and decision support system. The system’s goal is to achieve improved knowledge
of the emergency situation for better decision making via efficient sharing of real-time
information between people in various hierarchical levels. For example, a commanding
officer in an fire-fighting situation wants real-time information about on-field conditions, the
availability of resources, and others, to make better decisions for risk identification, resource
allocation, and others.

Figure 1 High-level architecture of the fire-fighting application scenario.

Figure 1 presents the groups emerging during an emergency operation which are (in order
of hierarchy): team, engine group, group, and column. Each group has a leader, and each
leader is equipped with a tablet. Each fire-fighter carries a number of special sensors (e.g.
temperature, air quality, GPS module), and a number of sensors are deployed in the field to
provide real-time data. The Field Commanding Officer (FCO), who is the highest ranked
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person in the field (in our example the Column Leader), combines real-time information
about the condition of the fire, local geography, fire evolution prediction services, available
resources (e.g. personnel, water pumps), and others, to achieve better decision making.
This application is composed of spatially distributed service components hosted on back-end
servers and on-field mobile devices that cooperate to achieve a global goal.

Frequent changes of the composition architecture are necessary to deal with system
dynamism (e.g. disconnections, battery depletion). Also, the system must continuously
adapt to hierarchical and team changes, for example, due to initial danger underestimation
there is a need for reinforcements which must be followed by corresponding adaptations (e.g.
hierarchical changes, arrival of new services, etc.). Furthermore, the system must take into
account that users of different hierarchical levels have different non-functional requirements.
For example, the FCO demands to get information from the field in a fast way, while the
Group Leader may require to have reliable messaging with all the members of his group.

For a given composite application, there may be many architectures that provide the
same functionality, but with different levels of QoS. However, the parameters that influence
the quality are not known before system execution. As a result, continuous reconfiguration
is necessary to maintain the the high quality of the application during run-time.

3 Related Work

The related work of our research span several areas of the literature: (a) service composition
models; (b) QoS-aware service composition; (c) self-adaptation; and (d) optimisation. We
summarise the key lessons learned from our literature review that we will use to design our
solution approach to the studied problem.

Service Composition Models. In inherently distributed environments, decentralised
coordination of services may alleviate the problems (performance bottleneck, single-point-of-
failure) [3] of traditional service orchestration [9], by enabling the distributed formation of
compositions based on dynamic conditions (e.g. battery level, current bandwidth, etc.).

As services can be combined in unpredicted ways, there are many possible configurations
to decentralise the coordination of a composite service which raises the question of what is
the best way to achieve a decentralised coordination which satisfies a set of non-functional
goals. Many researchers studied the problem of how to distribute service orchestration
[2, 3, 4, 7, 15]. The inherent distributed and dynamic nature of service-oriented systems
indicates the need for an adaptive and automated technique which can dynamically switch
between possible orchestration approaches based on run-time conditions.

QoS-Aware Service Composition. In the current literature, optimal service composi-
tion is synonymous with the process of optimal QoS-aware service selection [5, 10, 12, 18]. In
this problem, the goal is to find the combination of services that offers the required functional-
ity, respects user’s QoS requirements, and optimises the overall QoS of the composition. The
main limitation of this family of approaches is that they only take into account the QoS of
each service in isolation without studying how services are composed together. For instance,
consider two services of very good quality (e.g. high availability, low response time). However,
when it comes to composing them, the overall QoS of the composite application may be very
low due to various reasons (e.g. slow/faulty communication link between interacting services
or with the orchestrator that coordinates them).

Self-Adaptation. To realise a self-adaptive composition system, the following questions,
as presented by Salehie and Tahvildari [14], need to be answered: (a) where the adaptation
should occur; (b) when the adaptation action(s) should be applied; (c) what elements should
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be affected; (d) why should adaptation be performed (adaptation goals); (e) who should be
involved in the adaptation process; and (f) how the adaptation actions should be realised.
The work of Cardellini et al. [6] is a first step in the right direction for answering the
above questions in the context of dynamic service composition. We motivate the need for
an autonomic controller with the goal to adjust the system’s configuration on-the-fly based
on the current conditions, because the configuration of the composition system is highly
sensitive to the dynamic nature of the service-based environment.

Optimisation. Dynamic service composition can be seen as a dynamic multi-objective
optimisation problem, where, given a set of services and a set of composition plans, the goal of
the optimiser is to find the trade-off configurations that optimise the overall composition based
on dynamic functional requirements and multiple, conflicting non-functional objectives. The
optimisation algorithms used to solve this problem can be divided into two main categories:
exact [12, 19] and approximative [5, 13], based on their precision (how close to optimal)
and computational (how fast) complexity. Exact algorithms are able to produce solutions
with guaranteed optimality but at exponential cost. On the other hand, approximative
algorithms are able to produce sub-optimal solutions of “good” quality at polynomial time
complexity. Some of the techniques applied to solve the studied problem are the following:
linear and integer programming methods [12, 19], local search techniques [13], evolutionary
metaheuristics [5], and others.

Composition Optimisation Frameworks Ardagna and Mirandola in [1] proposed a
broker-based framework for run-time QoS-aware composition optimisation. However, their
approach focuses only on the optimisation problem of QoS-aware service selection, ignoring the
important issues of run-time adaptation, dynamic conditions, and distributed orchestration.
Cardellini et al. [6] proposed a framework for run-time QoS-driven adaptation of SOA
systems. However, their solution ignores the dynamic networking conditions for achieving
the optimal composition. At the same time, they ignore the interaction and communication
patterns for optimising the exchange of data between the various participating services.
Finally, they only consider centralised orchestration, neglecting the fact that coordination of
decentralised services may increase the overall composition performance.

4 Towards our Research Goal

Our goal is to supply a decision maker1 with a set of trade-off composition configurations,
and based on some problem-specific knowledge (e.g. QoS preferences, application context,
etc.), to choose the optimal one.

As depicted in Figure 2, the composition system receives as input a set of abstract
composition plans which describe abstractly the required functional tasks, a set of dynamic
user functional and non-functional requirements, and a set of already deployed concrete
services. Users insert requests into the composition engine, the front-end of the system.
The composition engine identifies which concrete services implement the abstract tasks
required by the service composition. Then, the optimisation engine tries to produce optimal
composition configurations to realise user’s goals. These configurations are provided to the
decision maker agent who is responsible for optimising users’ profit based on their dynamic
preferences and constraints.

After a composite application is deployed, the monitoring component supervises the
performance of the participating services and checks periodically whether it is necessary to

1 An automatic agent whose goal is to maximise the user’s profit.
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Figure 2 High-level Architecture and Focus of Our Research.

trigger a reconfiguration action by checking the quality of the composition. If an adaptation
is triggered, the composition configuration will be dynamically updated according to the
reconfiguration policy. The adaptation manager is responsible for implementing/applying
the selected strategy. A simple adaptive behaviour of the composition system is to replace
dynamically the bad performing services with better ones.

4.1 Scope of Research
The scope of our work is limited to finding, and maintaining a high-quality composition
architecture based on users’ dynamic preferences and real-time conditions. This means that
other optimisation actions that may achieve the same goal, such as reconfiguring the amount
of resources reserved for each service, replicating services, and others, are not considered
in this study. Also, we do not focus on how to discover services in a distributed service
environment. In our use-case scenario, this assumption can be justified by the fact that the
descriptions (not the actual implementation) of the various services is known in advance.

4.2 Degrees of Freedom
The first step for optimising the composition process is to identify the most interesting degrees
of freedom that enable us to change the provided quality of the composite applications without
modifying their functionality. According to our literature review, we identified the following
freedom variables: (a) how to decentralise the coordination of the service composition, (b)
how to choose the communication patterns between interacting parties in a composition, and
(c) how to select the concrete services for participating in the composition (see QoS-Aware
Service Composition in Section 3).

As mentioned previously, there are many ways to decentralise the coordination of services
in a distributed environment (e.g. how many distributed orchestrators to choose, where
to place them, and others). Indeed, the way of realising the coordination of distributed
services affects the overall quality of the composite application. Secondly, the various
possible communication and interaction patterns between the participated services create
opportunities for further improving the quality of the composition. For example, a Team
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Leader A wants to send some data to his Group Leader. However, due to physical obstacles
(e.g. in a building emergency scenario), the communication link between them is slow and
faulty. Another Team Leader B passes nearby A that has a better connection with the Group
Leader. Thus, it is better to forward A’s data through B.

While there is a lot of work for service composition optimisation, to the best of our
knowledge, there is no approach that takes into account simultaneously the above degrees of
freedom for providing high-quality service compositions configurations at run-time.

4.3 Choosing an Optimisation Technique
The process of choosing the ideal technique is itself a multi-objective problem. Guided by our
use-case scenario, we focus on approximate algorithms, and especially on the promising field
of optimisation metaheuristics, such as Evolutionary Algorithms [20], that can provide “good
enough” solutions in polynomial time, rather than solving the problem to true optimality.

5 Conclusion and Future Plans

Configuring composite applications of high quality that respect users’ conflicting QoS
objectives in the context of a continuously evolving distributed service-oriented environment, is
a highly challenging research problem that requires deep investigation. Existing optimisation
approaches focus only on the QoS of the participated services in isolation and ignore
the existence of multiple factors that may affect the end-to-end quality of the composite
application. In this paper, we proposed the consideration of multiple degrees of freedom
when optimising the overall quality of a composite application. These degrees of freedom
include the following: how services are selected to form a composition, how these distributed
services are coordinated, how they communicate and interact with each other.

Further work needs to be done to establish whether the consideration of multiple factors
leads to composite applications of improved quality. The next step towards achieving our
goals is to design the meta-model that captures the main concepts of our service composition
domain and abstracts from low-level details. The designed meta-model will enable the
generation of model instances that represent possible composition plans. After generating the
set of the possible plans (design space), our goal is to apply and compare various optimisation
techniques (exact and approximate) to choose the more suitable approach. Finally, we aim
at investigating the trade-off of executing the actual optimisation in a fully centralised way,
hierarchical way, or totally distributed way among the network nodes.
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Abstract
The main focus of this paper is to investigate methods for opinion extraction at a more detailed
level of granularity, retrieving not only the opinionated portion of text, but also the target of that
expressed opinion. We describe a novel approach to fine-grained opinion mining that, after an
initial lexicon based processing step, treats the problem of finding the opinion expressed towards
an entity as a relation classification task. We detail a classification workflow that combines
the initial lexicon based module with a broader classification part that involves two different
models, one for relation classification and the other for sentiment polarity shift identification.
We provided detailed descriptions of a series of classification experiments in which we use an
original proximity based bag-of-words model. We also introduce a new use of syntactic features
used together with a tree kernel for both the relation and sentiment polarity shift classification
tasks.
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1 Introduction

Opinion mining is one of the applications of natural language processing with the biggest
growth in recent years concerning the number of publications and dedicated conferences as
well as industry applications. Most of them refer to opinion mining as a text classification
task in which a text fragment is labeled as either positive or negative. In this paper, we
focus on a more detailed approach of identifying the opinion expressed towards a certain
target in a text fragment.

One of the basic and most used approaches for opinion mining is lexicon-based opinion
generation and it has been used for opinion retrieval as a standalone method but there
are also many research works that combined both lexicon based and text classification
techniques in opinion mining systems [1]. The authors of [11] mention probabilistic models
as methods that have also been used to retrieve and classify opinions from documents [3].
The probabilistic approach relies on probabilistic assumptions based on frequency of query
terms [4]. Another method described in [11] is the language model approach that has also
been used for opinion retrieval [12]. Most language models imply word level processing,
sentence level processing and paragraph level processing, but the core of language models is
the bag-of-words representation. The state of the art statistical methods are based on the
observation that similar opinion words frequently appear together in a corpus, as detailed
in [14]. If two words frequently appear together within the same context, they are likely to
share the same polarity.
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2 Proposed approach

We present in this section a novel fine-grained opinion classification workflow that combines
an initial lexicon based step with a broader classification part that involves two different
models and we briefly describe a new proximity based bag-of-words model and the use of
tree kernels for relation classification and polarity shift identification.

2.1 A novel mixed lexicon/machine learning classification workflow

Figure 1 Classification workflow.

In Figure 1, we present an overview of our proposed classification workflow. The annotated
text contains tags for entities and for sentiment bearing expressions. The actual entities
and sentiments will be later replaced by an abstract token for the classification model as
detailed in the following sections. The pre-processing module deals with the word level and
sentence level text processing methods, such as lemmatization, part of speech tagging or
generating a parse tree and depends on the features that will be later used in the workflow
by the classifiers. The feature extraction module builds feature vectors both for the relation
identification classifier as well as for the polarity shift identification one.

One of the key aspects of our approach is that we treat the fine-grained opinion identific-
ation problem as a relation identification one that is independent of the entity identification
and sentiment extraction modules. This also represents one of the main advantages of the
workflow that we propose, the fact that it can be easily adapted for different sentiment iden-
tification contexts, not only allowing different types of entities, but also different semantics
of the expressed sentiments.

2.2 Relation identification with a novel proximity based bag-of-words
model

The bag-of-words model is a common practice in text classification in which a document is
represented by a vector of words. The vector is built from a dictionary that gathers all of
the words from all the documents in the corpus. Three basic variations of the bag-of-words
model can be identified: occurrence, where the values of the vector are 1 if the word appears
in the document and 0, otherwise; appearances, where the values of the vector represent the
number of times a word appear in that document and tf-idf, where the term frequency-inverse
document frequency of the words of that document in respect with the whole corpus is used.

The main motivation for a different type of a bag-of-words model is the intrinsic nature
of the classical model that does not take into consideration the position of the words in the
sentence. Models that try to solve this problem by using n-grams (usually up to 5-grams)
instead of unigrams have the problem of an exponential increase in feature space. This is
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why we propose a different type of a bag-of-words model designed specifically for the binary
relation identification problem that uses the proximity measured in number of tokens between
words.

The model is built as follows: For each word in the dictionary that is found in the
sentence, we first compute the number of tokens (words, punctuation) between the word and
the SENTIMENT token and then the number of tokens between the word and the TARGET
token. If the word appears in the sentence after the SENTIMENT token, the value that is
put in the feature vector is the number of tokens between the word and the SENTIMENT
token multiplied by -1. The same applies for the case in which the word is situated after the
TARGET tag.

2.3 Relation identification with a tree kernel based model
The tree kernel is a function K(T1, T2) that returns a normalized similarity score in the
range (0,1) for two trees T1 and T2 [2]. Details regarding the formal definition and in depth
descriptions of tree kernels can be found in [16].

For the task of relation identification in the context of fine-grained opinion mining, we
used Alessandro Moschitti’s implementation of tree kernels that is described in [10] and [9]
and is based on the SVM-Light library [5]. The SVM-Light implementation takes as input a
parse tree with the binary label, but it also allows a combination of parse trees and numerical
feature vectors for which the RBF or polynomial kernels can be used. It also allows the user
to explicitly specify the way in which the results from each kernel are combined (addition or
multiplication) and what weight is given to each kernel.

2.4 Opinion polarity shift identification with a tree kernel based model
Besides correctly identifying which sentiment bearing expression influences which target in a
sentence, we are also interested to find out when a polarity shift for a sentiment expression
that influences an entity takes place. A polarity shift is usually associated with negation
and it represents the case in which the context changes a positive sentiment expression into
a negative one and vice-versa. For the problem of polarity shift identification, we used a
similar approach as for the relation identification one. For this task, we consider a positive
instance, the case in which a polarity shift does not occur and a negative one, the case in
which a polarity shift takes place.

3 Experiments and results

3.1 Evaluation corpus
Although the MPQA [15] corpus has been used in fine-grained opinion mining experiments,
such as those presented in [8] and [13], most of them are directed to opinion holder and
opinion expression identification and the targets identified in the MPQA corpus are less
structured and can vary from named entities to abstract concepts described in a larger text
span. For these reasons, we chose the JDPA [6] corpus as an evaluation benchmark for our
classification experiments. The creators of the corpus provide details about it in [6].

From the JDPA corpus, we extracted the sentiment expression and their targets. To
respect our proposed workflow described in the previous section, we replaced the actual
sentiment expressions and targets with abstract tokens, "SENTIMENT" and "TARGET",
respectively. Due to the high number of annotated sentiments and entities, we used for our
test the "camera" set of files from the JDPA corpus. For the polarity shift identification task,
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the extraction of the positive and negative instances is done by using the negation indicators
from the JDPA corpus and replacing any sentiment expression with the SENTIMENT token.
We replaced the negation identifier with the NEGATION token, whereas for the relation
identification task we replaced the target expression with the TARGET token.

3.2 Relation classification results
In Table 1, we provide an overview of the best result for each method that we described
in the previous section. For the tree kernel experiments, T represents the parse tree, V1
represents a one dimensional feature vector consisting of the number of tokens between the
SENTIMENT and the TARGET tokens and V2 a two dimensional vector that also contains
the number of punctuation marks between the SENTIMENT and the TARGET tokens. As
it can be observed, the SVM with the tree kernel together with the two distance features
provide the best results for the accuracy, precision and recall.

Table 1 Overview of the best result for each method.

Base Model Variation Accuracy Precision Recall

Classic Bag-of-Words
Naïve Bayes 79.82 80.2 79.8
SVM + RBF 76.2 79.8 76.2
SVM + Poly. 78.4 79.6 78.4

Proximity Bag-of-Words
Naïve Bayes 82.5 84.2 82.6
SVM + RBF 83.09 83.5 83.1
SVM + Poly. 78.27 81.6 78.3

SVM + Tree Kernel
T 83.896 83.684 85.488

T + V1 86.182 86.034 87.534
T + V2 86.442 86.332 87.708

In our experiments, we used the occurrence bag-of-words model because we dealt with
small sentences and the other two types brought little new information for the classifier. For
the feature dictionary generation, we used the lemma of the words that appeared in all of
the sentences.

Figure 2 Comparison with Kessler’s top 3 results.

We compare our best results to those reported by the authors of the JDPA corpus in
their 2009 paper [7]. We retained the results from the best 3 methods that they have used:
Heuristic, Bloom and Rank SVM.
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The results presented in Figure 2 show that our two novel approaches to sentiment target
identification, the proximity bag-of-words model and a tree kernel together with a feature
vector composed of 2 elements outperform the top 3 approaches presented in [7].

3.3 Opinion polarity shift identification results

Given the fact that the tree kernel experiments provided the best results, we used for the
polarity shift identification problem the same classification configurations as in section 4.3,
for the relation identification task. In Table 2, we show the accuracy, precision and recall
results for the tree kernel polarity shift identification experiments.

Table 2 10 Fold cross validation results for tree kernel polarity shift identification.

Window Size Features Accuracy Precision Recall

2
T 84.39 85.94 84.5

T + V1 87.28 88.45 86.68
T + V2 87.64 87.25 86.2

1
T 85.67 85.40 85.62

T + V1 89.8 90.25 88.72
T + V2 89.4 89.92 88.25

0
T 85.05 87.32 86.48

T + V1 86.48 87.48 86.95
T + V2 86.5 87.05 87.25

Because the negation identifier is regularly closer to the sentiment expression than the
target is to the sentiment expression and the words before the negation and those after the
sentiment expression have less influence on these, we chose to test a window size of maximum
2. The windows size represents the number of tokens before the first appearance and the
number of tokens after the last appearance of the SENTIMENT or the TARGET tokens
that are taken into consideration for classification from the whole sentence.

4 Conclusion and future work

We described in this paper a novel approach to fine-grained opinion mining that, after an
initial step that involves the use of lexical resources, treats the problem of finding the opinion
expressed towards an entity as a relation classification task. We detailed our classification
workflow, a novel proximity bag-of-words model and we presented how tree kernels can be
successfully used for relation classification, as well as for polarity shift identification. We
included an overview of the best result obtained when using each method and we showed
that both of our two novel approaches to the detection of sentiments expressed towards a
certain target outperformed the methods proposed by the authors of the evaluation corpus.

Due to the fact that the best results were obtained when we used a tree kernel together
with feature vectors, we plan to investigate the impact of using other features than those
presented in this paper. So far, we focused our research on sentiment target identification
but the same methods we used for this task can be used for another aspect of fine-grained
opinion mining, opinion holder identification. This is a direction worth pursuing.
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Abstract
In various competitive game contexts, gathering information about one’s opponent and relying
on it for planning a strategy has been the dominant approach for numerous researchers who
deal with what in game theoretic terms is known as the best response problem. This approach
is known as opponent modelling. The general idea is given a model of one’s adversary to rely
on it for simulating the possible ways based on which a game may evolve, so as to then choose
out of a number of response options the most suitable in relation to one’s goals. Similarly, many
approaches concerned with strategising in the context of dialogue games rely on such models for
implementing and employing strategies. In most cases though, the methodologies and the formal
procedures based on which an opponent model may be built and updated receive little attention,
as they are usually left implicit. In this paper we assume a general framework for argumentation-
based persuasion dialogue, and we rely on a logical conception of arguments—based on the recent
ASPIC+ model for argumentation—to formally define a number of mechanisms based on which
an opponent model may be built, updated, and augmented.
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1 Introduction & Related work

Numerous researchers who deal with the best response problem rely on opponent modelling
for implementing, employing and analysing strategies [1, 4, 3, 8, 10, 11, 12]. Essentially,
an opponent model (OM) consists of four basic components: an opponent’s knowledge;
abilities; objectives, and; strategy. However, in most cases the methodologies and the formal
procedures based on which such a model may be built and updated are often either left
implicit, or are just concerned with particular components of the model.

Specifically, in the context of argumentation-based dialogue games, Riveret et al. [10, 11]
model the possible knowledge of their opponents in the form of arguments, assuming that
arguers are perfectly informed about all the arguments previously advanced by all other
players. Their investigation concerns games of perfect information, and assumes that the
participants’ goals always comply with the dialogical objectives of the game, an assumption
which, as McBurney et al. argue in [7], does not always hold. Oren et al. [8] present a
generally complete approach through modelling both an agent’s knowledge in the form of
arguments as well as their goals, while in a similar sense to [4] they also allow for nested OMs.
Additionally, they argue that given the knowledge about an opponent’s goals it is also possible
to indirectly model its strategy. However, nowhere in the aforementioned work is the problem
of acquiring and maintaining an OM discussed. An interesting exception proposed by Black
et al. [1] concerns a mechanism that enables agents to model preference information about
others—what is important to another agent—and then rely on this information for making
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proposals that are more likely to be agreeable. In their case the mechanism responsible for
modelling an agent’s preferences is explicitly provided.

In this work, we attempt to formally address the problem of opponent modelling through
providing two mechanisms concerned with how an OM may be built, updated and possibly
augmented. The rest of the paper is structured as follows. In Section 2 we briefly present the
basic components of an ASPIC+-based framework for persuasion dialogue. In Section 3 we
present two mechanisms responsible for building, updating and augmenting an OM. Finally,
in Section 4 we summarise and discuss future directions for our work.

2 An ASPIC+ framework for persuasion dialogues

In [9] Prakken describes an argumentation framework (AF ) by assuming an unspecified
logical language (L) and by defining arguments as inference trees formed by applying strict
(Rs) or defeasible (Rd) inference rules of the form ϕ1, . . . , ϕn → ϕ respectively ϕ1, . . . ,
ϕn ⇒ ϕ. To define attacks between arguments, minimal assumptions on L are made; namely
that certain well formed formulæ (wff) are a contrary or contradictory of certain other wff.
Apart from this the framework is still abstract: it applies to any set of Rs and Rd and
to any L with a defined contrary relation. Arguments are then constructed with respect
to a knowledge base that is assumed to contain three kinds of premises that are wff in L.
These premises are expressed through a set of three disjoint subsets K = Kn ∪ Kp ∪ Ka:
Kn is the (necessary) axioms (which cannot be attacked); Kp is the ordinary premises (on
which attacks succeed contingent upon satisfying certain preference criteria1), and; Ka is
the assumptions (on which attacks are always successful, cf. assumptions in [2]). Thus an
ASPIC+ argument in a set A of arguments that may be constructed from the aforementioned
logical components, may either be a single premise, or a chain of premises and rules that
lead to a certain conclusion. Lastly, three kinds of attack are defined for arguments. B ∈ A
can attack A ∈ A by attacking a premise or conclusion of A, or a defeasible inference step
in A. Some kinds of attack succeed as defeats independently of preference criteria, whereas
others succeed only if the attacked argument is not stronger than the attacking argument.

We assume a general framework for persuasion dialogue where the participants, a pro-
ponent (P ) and an opponent (O), debate the truth of a claim ϕ through exchanging dialogue
moves (DMs) consisting of arguments, based on the attack relationship between them and on
a set of protocol rules that regulate the dialogue process; i.e. a participant can introduce an
argument into the game if it attacks another argument that was previously introduced into
the game by its interlocutor. We assume that the participants share the same L and the same
contrary relation definition; i.e. there is agreement as to whether a given argument attacks
another. In this respect, we define a dialogue D as a sequence of dialogue moves < DM0,
. . ., DMn >, where the content of DM0 is an argument for ϕ, while we assume that the
dialogue process is regulated by a multi-reply protocol. The latter means that backtracking
is allowed, which implies that a participant can return to a previous point in the game and
attack against a previous move of its interlocutor in a different way. Thus a dialogue may
also be expressed in the form of a dialogue tree (T ), as the one illustrated in Figure 1(a),
where each node is a DM and each arc indicates a move’s target (a backtracking example is
P ’s argument G introduced by DM6 in Figure 1(a)). Full details of the ASPIC+ framework
as well as of the proposed dialogue framework can be found in [9] and [5] respectively.

1 An important feature of the ASPIC + framework is the employment of preference-orderings over defeasible
rules and non-axiom premises which we do not take into account for the purpose of this paper.
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We assume that the accumulated logical information introduced by a participant in D is
stored in a commitment store which we define as follows:

I Definition 1. Given a set of agents Ags = {Ag1, . . . , Agν} participating in D = < DM0,
. . ., DMn >, then for any agent Agi we define its commitment store as a tuple CSit =<
Kit,Rit >, where Kit, and Rit, are respectively the premises and the rules moved into the
game by Agi up to turn t, for t = 0 . . . n, such that CSi0 = ∅, and CSit+1 is obtained by
augmenting CSit with the logical information provided by the dialogue move DMt+1.

Finally, we assume that each agent Agi ∈ Ags can engage in dialogues in which its
strategic selection of moves may be based on what Agi believes its interlocutor (in the set
Agj 6=i) knows. Accordingly, and in a similar sense to the approach employed in [8], each Agi
maintains a model of its possible opponent agents. In contrast with [8], the proposed model
consists of the goals and knowledge other agents may use to construct arguments, rather
than just the abstract arguments and their relations.

I Definition 2. Let Ags = {Ag1, . . . , Agν} be a set of agents. For i = 1 . . . ν, the knowledge
base KB of Agi is a tuple KBi =< S(i,1), . . . , S(i,ν) > such that for j = 1 . . . ν, each sub-base
S(i,j) = 〈K(i,j),R(i,j),G(i,j)〉 is an OM expressing what Agi believes is Agj ’s premises (K(i,j)),
rules (R(i,j)), and goals (G(i,j)), and where S(i,i) represents Agi’s own beliefs and goals.

3 Modelling mechanisms

We begin by associating a confidence value c to the logical components of the information sets
found in a sub-base S(i,j). Essentially, for an agent Agi this value expresses the probability
of a certain logical component in S(i,j) being part of Agj ’s actual knowledge. For the
computation of this value we differentiate between whether a particular information is:
gathered directly by Agi, on the basis of its opponent’s updated commitment store, or; a
result of an augmentation attempt of Agi’s current model of Agj . The latter concerns an
incrementation of a current OM with the addition of arguments that are likely to also be
known to Agi’s opponent.

Intuitively, in real life we tend to assume that certain information, if known, is then
likely to be related with other information, i.e. that there is some relevance between distinct
pieces of information, which in our case may be translated as relevance between arguments.
For example, assume that two agents, Agi (a proponent) and Agj (an opponent), engage
in a dialogue as the one described in Figure 1(a), where Agi and Agj introduce arguments
{A,C,E,G} respectively {B,D,F,H}. Assume then, that Agi engages in another dialogue
with the same root move A, but with a different agent Agm who also happens to counter
A with argument B. It is then reasonable to assume that Agm is likely to also know of
arguments D, H or even F . In this respect, the basic idea is, given an OM—which in essence
describes a set of arguments known to one’s opponent—and a mapping of a broader set
of arguments with respect to a relevance factor, to then augment the OM by including
arguments—and thus the logical elements that compose them—that have a high probability
to also be known to that opponent, based on their relevance relationship with arguments
already in the OM.

For assigning a confidence value c to the elements of an S(i,j), we will assume that every
agent retains its own rules and premises without revision but relies on argumentation theory
and semantics for resolving conflicts. In this respect, an agent’s beliefs are formed based
on deciding on the acceptability level of its arguments according to a number of different
acceptability semantics. Thus in the face of new information nothing is replaced or discarded,
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but instead certain arguments may simply cease to be or may become acceptable under
different semantics. We will therefore assume that the confidence value of information acquired
directly from the commitment store of one’s interlocutor is equal to 1, which represents the
highest level of confidence. However, this assumption must exclude information concerned
with goals (G) as those cannot be retained in the face of conflicts, i.e. it is not reasonable for
an agent to be in pursue of conflicting goals at the same time. We leave the provision of a
function for updating an opponent’s goals to future work.

I Definition 3. Assume an S(i,j) ∈ KBi, then for Y ∈ {K(i,j),R(i,j),G(i,j)}, X is a tuple
< x, c > where x ∈ Y , and where c represents the confidence level of x such that:

c[0,1] =
{

1 if x is directly collected by Agi (a)
Pr(x) if x is part of an augmentation of S(i,j) (b)

where Pr(x) is the likelihood of x being also known to Agj , given its current OM (S(i,j)).

I Definition 4. Let Agi and Agj be two agents in Ags such that 1 ≤ i, j ≤ ν and i 6= j, and
h(i,j) =< D1, . . . ,Dµ−1 > be Agi’s history of dialogues with Agj . Then, given the current
version of sub-base Sµ−1

(i,j) = 〈Kµ−1
(i,j),R

µ−1
(i,j),G

µ−1
(i,j)〉 and the commitment store CSj =< Kj,Rj >

of the latest dialogue Dµ, Agi can update its sub-base Sµ(i,j) = 〈Kµ(i,j),R
µ
(i,j),G

µ
(i,j)〉 such

that: (a) Kµ(i,j) = Kµ−1
(i,j) ∪ Kj, and; (b) R

µ
(i,j) = Rµ−1

(i,j) ∪Rj.

For augmenting a current OM, we rely on a relevance graph.

I Definition 5. For an agent Agi, let Hi = {h(i,1), . . . , h(i,ν)} be the set of all its histories,
then an abstract relevance graph (ARG) is a weighted directed graph G = {V,R}, where
V is a set that consists of all arguments AH encountered by Agi in Hi, and where R is a set
of weighted arcs, each of them indicating a relevance relationship between two arguments in
G, based on a weight function w, such that w : R→ [0, 1].

3.1 Building a relevance graph
We assume an ARG to be incrementally built as an agent Agi engages in numerous dialogues,
being empty at the beginning, and constantly updated with newly encountered opponent
arguments (OAs). Notice that OAs appear only in the odd levels of a tree (Figure 1(a)). For
assigning arcs between these arguments one may rely on how and when an argument appears
in a dialogue tree. Specifically, we rely on the following condition:
I Condition 1. Given a dialogue tree T , then for any argument A that appears in level i,
and any argument B that appears in level j, for i and j being odd numbers and j ≥ i, if
j−i

2 ≤ n, and there exists a path between A and B in T , there is an arc from A to B in G.
Figures 1(b) and 1(c) illustrate two distinct ARGs induced from the dialogue tree

of Figure 1(a), for n = 1 and n = 2 respectively. Intuitively, this modelling approach
simply reflects the implied relationship that consecutive OAs have in a single branch of
a tree. Through modifying the n value one can strengthen or weaken the connectivity,
and so the relationship, between arguments in the induced ARG. However, one may
choose to deviate from this particular modelling approach, adopting a different one so as
to reflect a different kind of implied relationship between arguments. Lastly, for a pair of
arguments {A,B} connected with an arc r, let w(rAB) be the weight value of an arc r which
extends from argument A to argument B, we assume w(rAB) to be equal to the number
of agents NAB that have moved A followed by B in a dialogue game, thus satisfying the
relevance condition for n = 1, against the total number of agents |Ags| minus agent Agi, i.e.
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(a) (b) (c)

Figure 1 (a) A dialogue tree T where the grey and the white nodes concern P ’s respectively O’s
moves, (b) A 1-hop ARG modelling approach (c) A 2-hop ARG modelling approach.

w(rAB) = NAB/(|Ags| − 1). Dividing NAB with (|Ags| − 1) is necessary for normalising the
arcs’ weight values into probabilities.

3.2 Relevance augmentation
Given an ARG an agent Agi can then attempt to augment its OM of Agj (i.e. its S(i,j))
by adding to it the logical information comprised in the arguments (nodes) that are of
1-hop distance in G from those that can be constructed from S(i,j). In a trivial case, let
Ags = {Ag1, Ag2, Ag3, Ag4}, and G be an ARG induced by Ag1 based on dialogues D1 and
D2 for n = 1, as it appears in Figure 2(c). Let S(1,4) be Ag1’s OM of Ag4 such that Ag1
believes that Ag4 can construct two arguments A = {B,H}. Thus Ag1’s OM of Ag4 can be
expressed as a sub-graph GA = {A,∅} of G (the yellow nodes in Figure 2(c)). Hence, Ag1
computes the likelihood of each of the possible augmentations A′ ∈ P of A as those appear
in set P = {A′∅,A′D,A′F ,A′DF } (Figure 2(c)), and selects the one with the highest likelihood
for augmenting S(1,4). Given that the instantiation of an augmented OM relies on the arcs’
weights of G, we have to provide an arc-centric formula for computing this probability, as
there are multiple ways based on which a particular augmentation may be induced. In other
words and in graph theoretic terms, a possible augmentation of an OM is interpreted as a
possible graph expansion. Thus a certain A′ may be induced as a result of numerous possible
expansions of GA, each containing different arcs while having the same set of arguments.

For example, assume we want to calculate the likelihood of augmentation A′F = {B,H,F}.
Let S(A′F ) = {G1, G2, G3} be the possible expansions of GA which induce A′F by including
in GA: either only rBF creating G1; either only rHF creating G2, or; only rBF and rHF
creating G3. Hence, the likelihood of A′F is: Pr(A′F ) = Pr(G1) + Pr(G2) + Pr(G3)
⇔ Pr(A′F ) = w(rBF ) · (1−w(rBD)) · (1−w(rHF )) +w(rHF ) · (1−w(rBF )) · (1−w(rBD)) +
w(rBF ) ·w(rHF ) · (1−w(rBD)) ⇔ Pr(A′F ) = 0.35937. Finally, the confidence value c of the
newly included information in S(1,4) is assigned a value equal to the likelihood of the chosen
augmentation as defined by Definition 3(b), i.e. Pr(x) = Pr(A′).

For providing the general formula for computing the likelihood of a possible augmentation
we rely on basic graph theory notation with respect to a node A in a graph G, such as degree
d(A), adjacent vertices N(A) where |N(A)| = d(A), adjacent arcs R(A), and arc weights
w(r). We additionally define NS for a set of arguments S such that NS =

⋃
A∈S N(A)|{X ∈

N(A) : X /∈ S}, and RS =
⋃
A∈S R(A)|{rAB ∈ R(A) : B /∈ S}. Additionally, let A be the
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(a) (b) (c)

Figure 2 (a) A dialogue D1 between Ag1 & Ag2 (b) A dialogue D2 between Ag1 & Ag3 (c) An ARG
induced by Ag1 from D1 & D2, and the image of Ag1’s OM of Ag4 on it (the yellow nodes B & H).

set of all arguments that may be induced from a single sub-base S(i,j), then given that an
ARG is essentially built from a number of OMs, then it must hold that A ⊆ AH. Provided
A, we assume A′ to be an augmentation of A based on G, such that A′ = A∪ S for S ⊆ NA.
In this sense, we assume GA = {A,∅} to be a sub-graph of G representing an image of an
agent’s Agi current OM of another agent Agj in G, while we also assume GA′ = {A′, Ri} to
be a possible expansion of GA, where Ri ⊆ RA. Given these, let P = {A′0,A′1, . . . ,A′µ−1} be
the set of all possible distinct augmentations of A, then the number of all possible distinct
expansions of GA with respect to neighbouring nodes that are of 1-hope distance from it, is:

µ = |P | =
|NA|∑
i=0

(
|NA|
i

)
(1)

Furthermore, let S(A′) = {G1
A′ , . . . , GnA′} be a set of graphs containing all expanded graphs

that have the same set of arguments A′ such that GA′ = {A′, Rj} for Rj ⊆ RA, then the
general formula for computing the likelihood of a possible augmentation is:

Pr(A′) =
n∑

Gi=1
A′ ∈S(A′)

∏
r∈Rj

w(r) ·
∏

r∈RA/Rj

(1− w(r))

 (2)

Finally, since the likelihood of each possible augmentation should define a distribution of
likelihoods then it must hold that:

µ−1∑
A′

i=0

Pr(A′i) = 1 (3)

4 Conclusions & Future direction

In this work we have addressed the problem of building, updating and augmenting an OM in
argumentation-based dialogues. We relied on a logical conception of arguments based on
the recent ASPIC+ model for argumentation, and provided two modelling mechanisms: an
update mechanism, and; an augmentation mechanism.

We have particularly focused on the latter, which relies on the relevance between inform-
ation and attempts an augmentation of a current OM through the addition of information.
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The latter is based on computing the likelihoods of a set of possible augmentations and
choosing the one with the highest value. A drawback of the proposed approach is that,
given a G, all possible augmentations of a set A is equal to |P | = 2|N(A)| (each adjacent
argument is either in or out of the augmentation), where NA is the adjacent arguments of
A (its neighbours), which implies that the complexity of computing the likelihoods of all
possible augmentations of A increases exponentially as the number of the 1-hop neighbours
of A increases. This makes the approach practically intractable.

However, drawing inspiration from the work of Li et al. [6] we intend to rely on an
approximate approach for computing these likelihoods based on a Monte-Carlo simulation.
Therefore our immediate future direction is to formally describe the exact simulation process
for the proposed augmentation method. Additionally, we also intend to evaluate our approach
through experimenting with software agents that engage in dialogue disputes. Particularly,
we will compare the success rate of agents that rely on OMs and a relevance augmentation
mechanism to agents who rely on simple opponent modelling and to agents who do not rely
on opponent modelling at all.
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Abstract
For diagnosis, treatment and study of various cardiac diseases directly affecting the functionality
and morphology of the heart, physicians rely more and more on MR imaging techniques. MRI
has good tissue contrast and can achieve high spatial and temporal resolutions. However it
requires a relatively long time to obtain enough data to reconstruct useful images. Additionally,
when imaging the heart, the occurring motions - breathing and heart beat - have to be taken
into account. While the cardiac motion still has to be correctly seen to asses functionality, the
respiratory motion has to be removed to avoid serious motion artefacts.

We present initial results for a reconstruction pipeline that takes multiple stacks of 2D slices,
calculates the occurring deformations for both cardiac and respiratory motions and reconstructs
a coherent 4D volume of the beating heart. The 2D slices are acquired during free-breathing over
the whole respiratory cycle, using a fast real-time technique. For motion estimation two different
transformation models were used. A cyclic 4D B-spline free-form deformation model for the
cardiac motion and a 1D B-spline affine model for the respiratory motion. Both transformations
and the common reference frame needed for the registration are optimized in an interleaved,
iterative scheme.
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1 Introduction

Physicians are relying more and more on non-invasive imaging techniques to assess the
functionality and morphology of the heart. In present practice echocardiography is still
the standard, due to higher availability, lower costs and shorter acquisition and analysis
times. But with increasing technical advances, both in acquisition hardware and image
reconstruction and processing algorithms, MR imaging is becoming the favoured modality.
MRI takes advantage of the magnetic properties of tissue, explicitly the signal response
of hydrogen, which can be found in abundance in the whole human body, as it is mainly
made out of water. During examination, the patient is placed inside a strong magnetic
field, which aligns the otherwise unoriented nuclear spins of the nuclei. Gradient coils then
spatially encode the signal produced by a radiofrequency exitation pulse, allowing the system
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to gradually fill the so called K-space [6], which is a representation of the image in the
Fourier domain. This raw signal can be Fourier transformed into an image, showing for
example one slice of the human body or even a whole volume, depending on the setting.
But the system has to wait for the tissue to reach a steady state again before continuing
with the acquisition of the next spatial position. This can make MR imaging rather slow
and prone to inconsistencies in the data, due to motion between acquisition steps, either in
between different parts of K-space (results in blurring artifacts) or between slices (results in
an inconsistent image volume). Especially imaging the beating heart, also moving due to
respiration, poses a challenging problem, both from the acquisitional and reconstructional
point of view.

Common methods as described in the literature to deal with this problem can be divided
into two categories. The straight forward method requires the subject to hold its breath
for about 20s. This produces very good results, but is not always feasible, as patients with
heart problems are often not able to hold their breath long enough. Other ways to deal with
respiratory motion rely on so called gating techniques [2]. They use some kind of surrogate
signal (e.g. chest bellows or 1D pencil beam monitoring the diaphragm motion) to divide the
respiratory cycle into small segments and only use data acquired at specific times (usually
end-expiration). The problem with this approach is that it assumes that the breathing
pattern is always the same, which of course is not the case (chest vs. abdominal breathing),
resulting in minor motion artifacts. And the data from all other time points is either thrown
away or not acquired at all, resulting in a much prolonged scanning time. In both cases the
cardiac motion is usually dealt with by using the ECG signal to divide the cardiac cycle into
small, near motion-free intervals and gradually filling the K-space of those time frames over
a couple of heart beats [1].

We propose to use fast real-time imaging techniques to acquire individually motion-free
slices [7], covering the heart volume in dense spatial and temporal positions. Those slices will
be corrected for respiratory motion, with respect to a chosen reference breathing position
and combined afterwards to form a complete 4D cardiac volume. To be able to register all
images, we also have to estimate the cardiac motion towards a reference time point in the
cardiac cycle. We model the cardiac motion by cyclic 4D B-Splines and choose an affine
model for the respiratory motion.

2 Methods

The acquisition train is as follows: The scanner acquires 2D slices of the heart at a fixed
spatial position using real-time techniques. To avoid gaps in the volume, due to translational
motion, the respective slice is scanned over multiple heart beats (approximately one breathing
cycle). After scanning one spatial position, we move to the next adjacent one. This scheme
is necessary, as real-time techniques take some time to build up (to reach steady state).
Thus the first couple of images are of inferior image quality and essentially useless for
reconstruction. For further accelerate the individual slice acquisitions, we apply multiple
receiver coils (SENSE) [8] and half-Fourier reconstruction.

We want to find a 3-dimensional reference volume I0,0 and a time-dependent transform-
ation Tki,l that warps the 2-dimensional observed real-time images Iki,l to locally fit this
reference image. In the setting of free-breathing, cardiac cine MRI, we differentiate between
two occurring motions, which we assume to be independent.

The first is the approximately periodic, non-rigid deformation of the heart TΦc due to its
self-induced contraction and following relaxation. We use a multi-level 4D cubic B-Spline
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model [5] defined on a mesh of control points, where Φc is the vector of deformations in
(x, y, z)-direction for all control points:

FFD(x, y, z, t) =
3∑

o=0

3∑
l=0

3∑
m=0

3∑
n=0

Bo(τ)Bl(u)Bm(v)Bn(w)Φc
i+l,j+m,k+n,h+o (1)

Note that actually Φc also contains a fourth component for the time, which is also modeled by
B-splines. But since we assume the time points of the slices, denoted by the index ki ∈ [0, 1]
with the corresponding cardiac cycle given by i ∈ {0, ..., Nk} to be known (as taken from
the ECG), an optimization for these parameters is not necessary. Since we continuously
acquire one slice for every time point during one cardiac cycle and then jump to the next
slice position, we have to assume that the cardiac movement of the heart is identical over
all heart beats, aside from differences in their duration. To enforce periodicity we simply
change the neighborhood definition for the B-Splines, effectively forcing the last to be equal
to the first temporal control point.

The second transformation is the temporally smooth and approximately affine motion
T l

Φr induced by breathing. Φr is the vector of the 12 degrees of freedom, namely translation,
rotation, scale and screw for all coordinates (x, y, z) respectively, and the index l denotes
the real time points in the acquisition starting with l = 0 for the first slice. With the
use of a navigator l can also be mapped into a smaller 1D or 2D space according to the
momentary breathing state. Although the respiratory motion includes some small, local,
free-form deformation, an affine model defined in a bounding box around the heart is a close
enough approximation to start with [4]. We will try to incorporate a non-rigid motion model
for the breathing motion at a later stage, using the periodicity of the cardiac motion to
separate both simultaneously occurring motions.

To solve for the different degrees of freedom given by I0,0 , TΦc and TΦr
l
we use an iterative

scheme that minimizes the following cost function:

(I0,0, {Φc}, {Φr}) = argmin
I0,0,{Φc},{Φr}

C({Iki,l}, I0,0, {Φc}, {Φr}) (2)

where

C(Iki,l, I0,0, {Φc}, {Φr}) =
Cdata({Iki,l}, I0,0, {Φc}, {Φr}) + λ0Cimg(I0,0) + λ1Ccard({Φc}) + λ2Cresp({Φr})

(3)

The first term is a similarity criterion between the transformed reference volume and the
observed, 2D slices. We chose the sum of squared differences (SSD) measure, since we are
dealing with monomodal data and we can assume that the image intensities stay constant
during motion:

Cdata({Iki,l}, I0,0, {Φc}, {Φr}) = 1
|L||Ω|

∑
{l}

∑
x∈Ωl

(Iki,l(TΦc(TΦr (x, l), ki))− I0,0(x))2
(4)

where Ωl is the 2D domain of the current slice in the 3-dimensional volume Ω and |L| and
|Ω| are the amounts of temporal and spatial voxel coordinates respectively.

The second term in (3) is an optional regularization term for the reference image, that can
be used in a super-resolution framework. For example an image gradient magnitude operator
in an l2-norm would be appropriate if the number of acquired slices is small, thus resulting
in an underdetermined super-resolution volume reconstruction problem. It penalizes the
high-frequency components in the estimated image.
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The last two cost terms regularize the two occurring motions. The periodic B-spline
description of the cardiac motion directly enforces spatial and temporal smoothness. Whether
it is necessary to apply some regularization, for example enforcing diffeomorphic transforma-
tions or an incompressability constraint of the myocardium has yet too be determined.
For the respiratory motion we introduce a temporal smoothness penalty that ensures a slow
and smooth evolution of the motion parameters, starting from an identity transformation for
l = 0:

Cresp({Φr}) =
∑
{i}

dΦr
li,li+1

||Φc
l − Φr

l+1||22 (5)

where dΦr
li,li+1

= 1
li+1−li

is a temporal normalization and i the set of indices of all ls. This is
necessary as the temporal offsets between the acquisition of two slices are not always uniform,
because in real-time imaging changing the slice position costs some time for the excitation to
reach steady-state again. So if the temporal distance is big, the confidence in the solution is
small and dΦr

li,li+1
reduces the weight of the corresponding term.

In the above cost terms λ0, λ1 and λ2 are regularization parameters, weighting the relative
contributions of the corresponding terms. The parameters are chosen experimentally.

The iterative scheme to solve the least square problem (2) starts with an initial estimate
of I0,0 and Φr and alternates between optimizing the 3 different sets of parameters:

Step 1: ({Φ̂c
(n+1)}, {Φ̂r

(n+1)}) = argmin
{Φc},{Φr}

C({Iki,r}, I(n)
0,0 , {Φc}, {Φr})

Step 2: Calculate new I
(n+1)
0,0 using Scattered Data Interpolation

Step 3: Check for stop criterion and if not full-filled increment n and go to Step 1

where the stop criterion is ||C(n+1) − C(n)|| < ε with an empirically chosen ε (usually
ε = 0.0001).

To be able to capture larger deformations, the data is first divided into spatially and with
regard to the cardiac phase temporally continuous blocks/volumes. In subsequent iterations,
these blocks are partitioned into ever smaller blocks. This makes the algorithm much more
robust and we are also able to blur the images in the through-plane direction, which is
necessary to calculate large deformations in that direction. Additionally the image resolution
starts with a larger one and is gradually decreased to its original setting, while the images
are at the same time blurred with a Gaussian in all possible directions.

3 Results

So far we evaluated the performance of the algorithm without respiratory motion. Two data
sets were used. Both are cardiac and respiratory gated. The first one is a 3D cine of the
heart with resolution 1.25x1.25x2mm (fig. 1) and the second was acquired with real-time
techniques depicting the volume by 14 adjacent slices with a resolution of 1.25x1.25x8mm
(fig. 2). Fig. 2 shows the heart in end-systole from different orthogonal views. Due to the
large slice thickness in Fig. 1 we have chosen here only one view (short-axis) at different
positions in the volume also in end-systole. The end-systole time point was chosen because
it has the largest deformations with regard to the reference time point. Although both
volumes have a lot of tissue moving in and out of the field of view, the proposed registration
method manages to capture the deformations of important structures like the myocardium
which will be important for estimating the respiratory motion. This can be seen when
comparing the yellow isolines (taken from the ground truth image) with the edges of e.g. the
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Figure 1 Registration result as tested on a 3D cine of the heart with resolution 1.25x1.25x2mm.
From left to right: short-axis and 2 orthogonal long-axis views, all at end-systole. The yellow lines
show the isolines of the ground truth.

Figure 2 Registration result as tested on a stack of real-time images of the heart with resolution
1.25x1.25x8mm. Images were taken at different spatial positions of the volume, all at end-systole.
The yellow lines show the isolines of the ground truth.

blood pool (lighter regions). When acquiring slices in the proposed way the sampling in the
through-plane direction will be much denser, which will make it easier to accurately capture
also the through-plane deformations.

4 Conclusion

The results show that the proposed method is able to accurately estimate the cardiac motion
induced deformations. And it is robust towards through-plane motion and tissue moving in
and out of the field of view, which is important for 2D to 3D registration. Jiang et al. [3]
showed, for a similar problem the successful registration of 2D slices towards a successively
updated reference frame using a linear transformation model. Based on those results, we are
confident that we will be able to use the proposed iterative motion estimation scheme to
estimate and correct for the respiratory motion.

Future work includes the successful computation of the affine transformation, tested with
an example respiratory motion model applied on a common cardiac cine sequence and with
real free-breathing data. And we want to incorporate super-resolution techniques into the
framework to improve spatial and temporal resolution.
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Abstract
In this paper we present Open Battery, a tool for collecting data on mobile phone battery usage,
describe the data we have collected so far and make some observations. We then introduce the
fluid queue model which we hope may prove a useful tool in future work to describe mobile phone
battery traces.
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1 Introduction and motivation

A recent Forrester study suggests that by 2016 a billion smartphones will be in use around
the world [2]. Understanding battery behaviour and how devices are used (sometimes called
human battery interaction [7]) is important to deliver improved performance in these devices.

Previous studies (e.g. Ferreira et al. [3]) have collected data under privacy agreements
which do not allow the data to be shared outside the named researchers on the original
proposal. This makes further work with the data hard. Data collected in our study is
published under the PDDL on our website http://www.openbattery.com/, is in the public
domain, and can be downloaded and redistributed freely.

In this paper we will make some observations about the data we have collected so far and
then introduce the fluid queue modelling paradigm.

The authors of this paper previously published a result on how battery life of a device
subject to random charging and discharging periods was affected by a power saving mode,
implemented when power reserves fell below some threshold value [5]. In future work we
intend to investigate fitting this model to our data.

2 Data collection

We have written an application for Android which logs battery usage data. The application
listens for ACTION_BATTERY_CHANGED broadcasts and logs the battery state with timestamp
each time the battery state changes. Data is saved locally and sent to our web server when
the device is charging. A sample of the data collected is shown in Figure 1.

So far in this preliminary work, we have collected data for around 20 handsets for 3
months.

3 Observations on collected data

1. There is great variability in the number of data points logged. We observed a Samsung
GT-I9000 handset logging more than 1,000 data points a day (reporting regular small
changes in voltage), while a HTC Wildfire S A510e logged nearer 100 data points a day.
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Figure 1 Sample data trace from July 1-7 2012 for device id 3fd6231afc7fec60, a Galaxy Nexus.
Throughout this trace the reported health was GOOD.
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Figure 2 Linear charging/discharging period for Galaxy Nexus (device id 3fd6231afc7fec60,
8–9 July 2012).

12:00 14:00 16:00 19:00 21:00 00:00 02:00 04:00 07:00 09:00 12:00

20

40

60

80

100

Time

C
ha

rg
e
le
ve
l

Figure 3 Non-linear charging for Nexus S (device id 3fe0f99cef3a49a8, 11-12 July 2012) with
two piecewise linear functions fitted.
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Figure 4 Erroneously reported discharging for asus Transformer Prime TF201 (device id
3fcb2812d3d9e9b8, 9-10 July 2012). From 19:00 to 23:20 the battery level was reported in the
operating system as at a constant value.
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HEALTH ∈ {UNKNOWN, GOOD, OVERHEAT, DEAD, OVER_VOLTAGE, UNSPECIFIED_FAILURE, COLD}.
PLUGGED ∈ {powered by battery, PLUGGED_AC, PLUGGED_USB}
STATUS ∈ {UNKNOWN, CHARGING, DISCHARGING, NOT_CHARGING, FULL}

Figure 5 BatteryManager health, plugged and status values.

Table 1 Average values computed for Galaxy Nexus.

State Average change Average filling/emptying time
AC charging +30 pp/hour 3 hours 15 minutes to fully charge
USB charging +20 pp/hour 5 hours to fully charge
discharging −3 pp/hour 33 hours until fully drained

2. Generally reported charging rates are reasonably linear throughout the charging period
such as for the Galaxy Nexus shown in Figure 2. However, data recorded for five Nexus
S handsets shows linear charging up to 85%, with a non-linear portion up to 100%.
As shown in Figure 3 we could reasonably approximate this with a second linear rate.
Unsurprisingly we have less data for the lower end of battery charging (an earlier version
of the logging application required manual restart), but are now aware that charging
rates need to be level dependent.

3. There are also logging problems with data we need to consider. An ASUS Transformer
Prime TF201 (device id 3fcb2812d3d9e9b8) has misreported the battery level as remain-
ing constant for a few hours before dropping 50 percentage points or more in a matter of
seconds as shown in Figure 4. This is not a bug with our tool, but with the levels that
the battery hardware is reporting to the operating system.

4. Different handsets report their charging state differently. The values documented in the
BatteryManager class are shown in Figure 5, but not all handsets report in the same
way. For example, the HTC Wildfire (device id 3fe37029cced541a) never reports itself
DISCHARGING, only CHARGING, NOT_CHARGING or FULL.

4 Fluid queues

Fluid queues are a particular type of stochastic process which we hope will prove to be a
good model for the charging and discharging behaviour seen in our data.

A fluid queue is a bivariate stochastic process (Jt, Xt) where Jt describes the background
state and Xt the charge level. Jt is a Markov chain on the state space

{AC charging, USB charging, discharging}.

With each of these states we associate a rate of change which determines the rate at
which Xt changes. In Table 1 we show parameters estimated from a 4 month trace from
a Galaxy Nexus (device id 3fd6231afc7fec60). Average charging rates for this device are
broadly similar over all time periods, but average discharging rates varied significantly from
1 to 11 percentage points per hour (pp/hour).

A single exponential distribution holding time in each state is unlikely to describe the
traces well, but extra states can be added within the fluid queue model to give a phase-type
distribution fit to our data.

The process Xt is continuous and piecewise linear with the rate determined by the process
Jt. The process is bounded above and below by the capacity of the battery (0 ≤ Xt ≤ B for
all t).
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Figure 6 Sample trace from a fluid queue. The grey highlights represent time in charging periods
and the white background periods when the device was discharging.

A sample trace from a fluid queue model with just two states {charging, discharging}
is shown in Figure 6.

The busy period of the fluid queue is the time period between instants when the buffer is
empty. The busy period is a stochastic quantity because it is determined by the sequence of
charging and discharging period durations.

The fluid queue model has seen significant attention in the literature and the stationary
distribution and busy period are known for infinite buffer models [4]. We will require an
extension of the model introduced here where charging/discharging rates are dependent on
the charge level and the buffer is of finite capacity.

Authors of this paper published the busy period for a model with level-dependent rates
in a recent paper [5]. The Laplace–Stieltjes transform of the busy period distribution was
computed, from which moments can be computed analyically by differentiation and numerical
inversion can quickly compute particular values (e.g. 95th percentile). Extending this result
to a finite buffer with numerous emptying states remains as future work.

5 Motivation and future goals

Smart phone user feedback on battery life is currently very crude. Android handsets typically
warn the user of low battery at 15% and 5%, irrespective of how long the battery life is likely
to last (on some handsets this might be 8 or more hours).

Some apps already exist to give users a clearer idea of how long their battery will last
(like Battery Monitor Widget [1]), though they do not offer the user time-based alerts. A
significanlty more elaborate system ‘CABMAN’ has been suggested [8] where the device
would make decisions about power usage based on user position and proximity to the next
charging session.

Our theoretical model may be can be improved by considering the ‘phantom recharging’
effects descibed by the KiBaM model [5, 6]. We see voltage recoveries during discharge
periods in our collected data and intend to investigate the effect.

In the longer term we seek to investigate how the same device performs over time and
between different users and quantitatively qualify the degradation in battery performance
over time. This information will be of interest to both users and manufacturers of Android
devices.
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Abstract
We propose a hybrid coalition formation method for multi-agent systems that combines a rational
mechanism and an emotionally-inspired mechanism to reduce the associated computational cost.
To initialise coalition formation, the rational mechanism is used and in subsequent iterations,
the emotional mechanism (that forms coalitions resulting from emotional reactions to aspects
of interactions between agents) is used. The emotions of anger and gratitude are modelled and
used as a basis to model trust which is in turn used to restrict the coalition state-space. We offer
some discussion as to how this hybrid method offers an improvement over using a method that
only considers payoff maximisation and we propose some direction for future work.
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1 Introduction

Multi-agent systems (MAS) are systems of autonomous agents capable of interacting with
one another in some way [19]. In self-interested MAS, agents will attempt to achieve indi-
vidual goals whilst maximising individual payoffs. However, under certain circumstances,
agents may have to temporarily form mutually beneficial partnerships with other agents to
achieve goals [3]. These partnerships are known as coalitions and a set of such coalitions
are known as a coalition structure. Forming coalition structures in MAS has been shown to
be an important topic that can be applied in many different areas. For example, [12] notes
that it has proved useful in: e-commerce, e-business and distributed sensor networks.

In human societies, coalition formation takes into account rational aspects such as expec-
ted monetary payoffs as well as various emotional dispositions towards individuals. Emotions
stemming from one individual’s appraisal of another individual’s actions, such as gratitude
and anger, appear to be integral in the establishment and maintenance of trust [4] and such
emotional appraisals, in conjunction with various cognition-based aspects, form the basis
that enables one individual to trust another [6]. Trust formation of this kind has been
tested using a theoretical framework by [9] who concludes that there is a high importance
placed upon understanding the affective qualities of relationships. Therefore, whilst we can
posit that coalitions in human societies are informed in part by maximisation of current
finances, this does not fully encompass the whole spectrum of reasoning undertaken when
forming coalitions as some consideration is also given to emotional aspects.

With regards to MAS, finding the best coalition structure i.e. the one that maximises
social welfare, is a computationally complex activity as an exponential amount of coalitions
(2n − 1) have to be checked [3, 12]. In this paper we discuss an attempt to model the
emotions of anger and gratitude so that they may be used as a basis to form coalitions.
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We propose that these relationships will reduce the computation costs placed on agents if
coalition formation is highly complex, information about the environment is incomplete or
uncertain, the robustness of other agent’s proposed coalition is questionable, or there is
a time-bound on coalition formation. We believe that modelling anger and gratitude to
inform trust is applicable for use in such a task as trust is utilised when current conditions
are highly complicated and uncertain [17] and it has also been proposed that the primary
function of trust is to reduce complexity [8].

Therefore, we are not aiming to improve the quality of coalitions, instead we aim to
reduce the associated computation cost by considering the roles that anger and gratitude
can play in developing a mechanism of trust for use in coalition structure generation. In this
paper we do not detail experimental results of testing this mechanism rather, we endeavour
to: make the distinction between emotional and rational coalition formation processes clear,
make the novel coalition formation process explicit and propose avenues for future work.

Section 2 of this paper introduces the background on coalition games, some initial discus-
sion on the distinction between rationality and emotion and how emotions are modelled/used
in artificial intelligence. Section 3 outlines the rational and emotional coalition formation
methods used, how they are hybridised and a brief example illustrating how we propose the
process works. Finally, section 4 concludes with an overview of the contributions made and
some proposals for future work.

2 Background

Coalition formation takes place in an n-person cooperative game originally defined in [18]
and is denoted: G = 〈N, v〉 where N represents the set of agents (N = {1, ..., n}) and v is
the characteristic function which assigns every coalition a real number that represents its
payoff (v(2N )→ R). The outcome of an n-person cooperative game is a coalition structure
{C1, ..., Ck} (where the individual coalitions are distinct and exhaustive) and a payoff vector
that divides the gains of the coalition structure between all the agents. The payoff vector is
fully denoted as: x = (x1, ...xn) ∈ Rn where xi denotes the individual payoff for agent i and
xi ≥ 0 for all i ∈ N (see [3]). A payoff vector satisfies the agents of the system if it is said
to be stable i.e. a payoff vector where no subset of agents in the system have an incentive
to deviate from the current coalition structure.

Solutions of coalition games focus on what is mathematically optimal to do but as pre-
viously noted in section 1, the most mathematically rational solution is not the only consid-
eration made in human societies. Such a solution may not be found especially if coalition
formation is time constrained and/or attempted in an environment that is quite complex
[16]. This paper seeks to outline a coalition formation method which simplifies the equilib-
rium computations required in such coalition games. As most scenarios where humans form
coalitions e.g. the workplace, friendships, marriages etc. are not one-shot games (like the
standard coalition game formalism) but iterative interactions, we will take inspiration from
how emotions are formed and used in such iterative interactions so as to affect coalition
formation. The coalition formation method that we are proposing here is an example of
the “good enough, soon enough” design paradigm as we put no guarantees on if optimal
solutions are found; this is left for future work.

Before continuing, we distinguish between the notions of emotional and rational coalition
formation methods as understanding this difference is integral to understanding the approach
outlined. As in [7], we use Axelrod’s tournament [1] as a basis for the distinction. In
Axelrod’s tournament, some submitted strategies considered what action to perform in the
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current round based upon an assessment of past/present/future payoffs. It is this payoff-
based reasoning that we term as rational reasoning whereas emotional reasoning simply
takes into consideration the emotional disposition of the agent towards another i.e. there is
no explicit reasoning regarding past/present/future payoffs when identifying agents to form
coalitions with. Emotional dispositions are concise histories that can take into account a
multitude of interaction features but can be represented easily. These dispositions can be
consulted quickly to not only determine whether or not to form a coalition with an agent
but to also rank potential coalitions. Such an approach is inspired by the way emotions are
used by Nawwab et. al to alter the preference ordering of actions when different emotions
are activated [10]. We should make clear here that in no way at all do we intend for emotion
to be interpreted as irrational, as is the usual dictum.

We model the emotions of anger and gratitude using the Ortony, Clore and Collins model
(OCC) [11] as a basis. We take the view that anger and gratitude play a functional role,
following [5] and use them to inform agents about whether to trust another. The exact
implementation of this emotional approach is detailed in section 3.

3 The Coalition Formation Method

In this section we first outline the rational and emotional coalition formation processes in
sections 3.1 and 3.2 before providing an outline of how we combine these two processes
in section 3.3. Furthermore, in section 3.3 we present mathematical evidence asserting
that such a hybrid technique is capable of buying advantages in computation time over the
standard rational approach. Finally, we talk through a brief example illustrating how we
propose the technique will work in section 3.4.

3.1 The Rational Coalition Formation Process

The rational coalition formation process finds an optimal coalition structure and a stable
payoff vector for the system, i.e. it exclusively considers payoffs. The issue with this process
is that it is computationally expensive: the asymptotically fastest algorithm to solve the
coalition structure generation problem runs in O(3n) time [15]. For our research we will
use the rational model detailed in [14], which is a distributed dialogue game that finds
both an optimal coalition structure and a stable payoff vector. Theoretically however, any
rational coalition structure generation model could be combined with the emotional approach
outlined in sections 3.2 and 3.3.

In the model of [14], communication only occurs between agents when they offer a pro-
posal to form a coalition. Proposals can be simply viewed as a three part tuple: 〈i, C, x(C)〉,
where agent i proposes that coalition C forms with the coalition payoff vector denoted x(C).
If an agent in C cannot object to this coalition and payoff vector with a counter proposal
then this coalition and payoff vector is said to be stable. Once a stable coalition for every
agent in the system exists then a stable coalition structure also exists which entails the
completion of the rational coalition formation process.

3.2 The Emotional Coalition Formation Process

The emotional coalition formation process enables an agent to restrict the state-space of
coalitions it has to search based upon its emotional disposition towards others. This emo-
tional disposition is informed by the performance of those agents in past coalitions. To
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achieve this, each agent i is endowed with the following that are inspired by Reilly’s model
of emotion in [13]:

Anger/gratitude variable: In accordance with the OCC we model opposite pairs of emo-
tions so there is one variable that represents anger/gratitude. This variable is denoted
by AngGrtj where AngGrt is the current value of the variable and j indicates the agent
that the variable applies to. An agent can have AngGrt · (N − 1) variables where N

is the total number of agents in the system (N − 1 is used as anger/gratitude may not
be felt towards the agent experiencing them). If the AngGrt for i is negative towards
another agent j then it can be inferred that i is angry with j and does not trust it. If
the AngGrt for i is positive towards another agent j then it can be inferred that i feels
gratitude towards j and trusts it. If the AngGrt of i towards another agent j is 0 then
i is neither grateful or angry with j. Therefore, an agent may only be grateful, angry
or neutral towards another, it may never activate any combination of these emotions in
tandem with respect to the same agent.
Anger/gratitude activation threshold: two constant values (Ang, Grt) that applies to an
agent’s AngGrt variable. If i’s AngGrtj ≤ Ang, the effect of anger is manifested in i
towards j. If i’s AngGrtj ≥ Grt, the effect of gratitude is manifested in i towards j. The
values of these variables could be varied in order to make agents more/less trusting.
Anger/gratitude effect: Prescribes what happens when an agent’s AngGrt value towards
another agent is ≤ Ang or ≥ Grt. Anger and gratitude have opposing effects: if i’s
AngGrtj ≤ Ang then i will not include j in its coalition state-space search. Conversely,
if AngGrtj ≥ Grt then i will include j in its coalition state-space search. The behaviour
of agents during the course of their interactions are not modified due to the activation
of emotions, only the coalition state-space is affected.

For the purposes of this paper, the value of AngGrt is altered according to whether or
not the coalition succeeds or fails however, the inputs to this emotional disposition alteration
are context-dependent and can vary. If an agent i joins a coalition C with another agent j
then the following two situations may occur in context of this paper:

1. The coalition C succeeds – all agents i ∈ C increase all AngGrtj variables (where j ∈
C\{i}) by some amount.

2. The coalition C fails – all agents i ∈ C decrease all AngGrtj variables (where j ∈ C\{i})
by some amount.

The value of AngGrt implies a notion of anger/gratitude intensity as it is possible that
i’s AngGrtj and AngGrtk variables may infer anger towards both agents but i is less angry
with j than it is with k as AngGrtj may be equal to -30 whilst AngGrtk may equal -40.
Variations in intensity create preference orderings as agent i will propose a coalition with
the agent who has the highest AngGrt value first. If the proposal is refused, the agent will
then propose a coalition with the agent who has the next highest AngGrt value and so on.

3.3 Hybridisation of Rational and Emotional Processes
Initially, all AngGrt variables for each agent are set to 0 i.e. all agents are emotionally
neutral towards all others. So to make a decision about who to form a coalition with, agents
consult the rational coalition formation process detailed in section 3.1 only. However, in
subsequent rounds, if any of agent i’s AngGrt values equal Ang or Grt then the emotion-
based coalition formation approach is used in order to determine who i will work with, with



M. Lloyd-Kelly and L. Riley 85

no input from the rational coalition formation approach unless all AngGrt variables for i’s
coalition choices are equal.

Agent i informs other agents of its anger/gratitude by communicating the tuple 〈i,
{+,−, =}, j〉 where + represents gratitude, − represents anger and = represents emotion
neutrality. As stated, it is initially assumed that ∀ i, j ∈ N the tuple 〈i, =, j〉 holds.

Now for all agents k ∈ N , agent k will know that a proposal for a coalition has to include
i and not j if 〈i,−, j〉 holds, which restricts the state space to search. Alternatively, both
〈i, +, j〉 and 〈j, +, i〉 have to hold to restrict the state space as both i and j have to want
to be in a coalition together before it is fair to force them into one. If it is the case that i’s
AngGrt is negative/positive towards all agents then agent i will try to form a coalition with
the agent(s) it is least angry with/most grateful to, respectively (explained in section 3.2).

The advantage of these restrictions are clear: consider a coalition search space of 2n − 1
coalitions (for n agents) and one anger constriction of 〈i,−, j〉 then there will be (2n −
1) − (2n−2) coalitions to check as 2n−2 is the amount of potential coalitions that any two
agents share. Likewise, given the same coalition search space and one reciprocal gratitude
relationship between agent i and j, then the amount of coalitions to search is reduced to
(2n− 1)− (2n−1) as 2n−1 is the amount of potential coalitions for n agents that hold one of
i and j but not the other. Table 1 shows a 4-person coalition game where there are 24 − 1
possible coalitions that need to be checked. With the addition of one anger tuple 〈1,−, 2〉
the underlined coalitions do not need to be searched. The underlined coalitions are equal to
24−2 so the full amount of possible coalitions to search is: (24− 1)− (24−2) = 11, which is a
reduction from the full 15 used in the rational model. The benefit of this approach increases
as more anger and gratitude relationships hold, especially if n becomes unmanageable for
standard rational coalition structure generation techniques.

Table 1 State space reduction using emotional coalition formation process.

|C| = 1 |C| = 2 |C| = 3 |C| = 4
{1} {3, 4} {2, 3, 4} {1, 2, 3, 4}
{2} {2, 4} {1, 3, 4}
{3} {2, 3} {1, 2, 4}
{4} {1, 4} {1, 2, 3}

{1, 3}
{1, 2}

3.4 Example Process
When the AngGrt variables for multiple agents in a MAS begin to equal or surpass their
Ang/Grt values emotions, a natural representation of these relationships, inspired by [2], is
a directed graph with two arrow types:

Pointed arrow heads from agent i to agent j for the tuple 〈i, +, j〉
Flat arrow heads from agent i to agent j for the tuple 〈i,−, j〉

Figure 1 gives an example of such a directed graph for a MAS coalition game. The emo-
tional dispositions asserted in this game are: 〈1, +, 2〉, 〈2, +, 1〉, 〈2, +, 5〉, 〈3, +, 2〉, 〈4,−, 2〉,
〈5,−, 3〉 and 〈5, +, 4〉. If no arrow exists between two agents then these agents are emotion-
ally indifferent to each other.

ICCSW’12



86 Coalition Structure Generation in MAS Through Using Emotion Modelling

Figure 1 Directed graph denoting emotional dispositions in a 5 agent coalition game.

In this 5 agent game, the agents know that a 2-person coalition is at least needed to
complete a task but a task gets easier with more agents. Let us assume that agent 1 makes
the first proposal for a coalition (the mechanism which determines proposal orders is outside
the scope of this paper). Agent 1 has to include agent 2 in its proposal as the agents have
reciprocal positive emotions (so the current best coalition for agent 1 is C1 = {1, 2}).

Agent 1 then has a choice as to the next agent to invite into the existing coalition
and so considers both C2 = {1, 2, 3} and C3 = {1, 2, 5}. Agent 4 is not considered as
agent 2 is currently angry with agent 4 and therefore does not trust it, so agent 2 would
reject the coalition of {1, 2, 4}. Agent 1 therefore has a choice between 2 agents: 3 and
5. As agent 1 is emotionally indifferent to both, the rational method is used to decide
between the different coalitions. The best possible payoff for each coalition of agent 1’s are:
x1(C3) > x1(C2) > x1(C3), so agent 1 deems C3 to be the best coalition. Adding agent 5
to the proposal means that agent 3 should not be considered as agent 5 feels anger towards
agent 3 and does not trust it. As no more agents can be added to the coalition, C3 is then
proposed, accepted and formed. Notice here that coalition C3 was chosen by agent 1 out
of a possible 25−1 coalitions yet agent 1 only considered and compared 3 different possible
coalition proposals (C1, C2 and C3).

The acceptance of C3 leaves the remaining two agents (3 and 4 who are indifferent to
each other) to form a coalition if they want to complete a task. So, C4 = {3, 4} is also
proposed, accepted and then formed, resulting in a coalition structure of: {{C3}, {C4}}.

4 Conclusion and Future Work

We have discussed the details of a hybrid coalition formation method that uses a previously
established rational coalition formation process augmented with an emotionally-inspired
coalition formation process. We have outlined our proposal for how this method will work
in context of MAS and have outlined the benefits to computation costs that the method
imparts. The modelling of anger and gratitude has also been made explicit and how these
emotions are used to create a notion of trust between agents in MAS. Finally, we have
outlined and discussed an example MAS in which this hybrid method facilitates a reduction
in computational time with regards to forming coalitions.

A number of directions for future work have been outlined in the paper. The obvious
continuation of this work would be to implement agents in a MAS who could use this hybrid
coalition formation method. Ideally, this would be performed in context of a simulation
test-bed so as to investigate whether the method outlined buys us reduced computation
time as anticipated. Further questions may also be asked i.e. how scalable is the method
and does this approach inadvertently produce coalitions of better quality?

Furthermore, it would be interesting to identify other variables that may affect the emo-
tional disposition of an agent rather than just goal success/failure. Such variables could
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include time taken to complete the goal specified, effort expended by other agents, con-
sequences of the actions of another agent in context of goal achievement, shares of payoffs
distributed etc. Such considerations could give rise to coalitions that are of better quality
as more factors are taken into consideration.

Finally we may also consider the effects of varying anger/gratitude activation thresholds
in order to create agents that are more/less trusting. This notion of emotional characters
may be used to extend simulations so that we may identify those characters that are the
most/least successful with respect to the quality of the coalitions formed.
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Abstract
We present a novel approach to the verification of multi-agent systems using bounded model
checking for specifications in LTLK, a linear time temporal-epistemic logic. The method is based
on binary decision diagrams rather than the standard conversion to Boolean satisfiability. We
apply the approach to two classes of interpreted systems: the standard, synchronous semantics
and the interleaved semantics. We provide a symbolic algorithm for the verification of LTLK
over models of multi-agent systems and evaluate its implementation against MCK, a competing
model checker for knowledge. Our evaluation indicates that the interleaved semantics can often
be preferable in the verification of LTLK.
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1 Introduction

It is often crucial to ensure that multi-agent systems (MAS) conform to their specifications
and exhibit some desired behaviour. This can be checked in a fully automatic manner using
model checking [4], which is one of the rapidly developing verification techniques. Model
checking has been studied by various researchers in the context of MAS and different modal
logics for specifying MAS properties [2, 6, 7, 10, 13, 14, 20, 21].

In the verification of multi-agent systems, the construction of the full, reachable state-space
is often required. This exploration can lead to the state-space explosion, where the size of the
model grows exponentially with the number of agents. Therefore, several approaches alleviating
this problem have been proposed. One of them is bounded model checking (BMC) [1], in
which only a portion of the original model, truncated up to some specific depth, is considered.
This approach can be combined either with a translation of the verification problem to the
propositional satisfiability problem (SAT) [10, 18] or with techniques based on binary decision
diagrams (BDDs) [9].

In this paper we present a novel approach to verification of MAS by BDD-based bounded
model checking for linear time temporal logic extended with the epistemic component (LTLK,
also called CKLn [7]). The systems are modelled by two variants of Interpreted Systems:
standard (IS) [5] and interleaved ones (IIS) [12]. IIS restrict IS by enforcing asynchronous
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semantics. This modifies the popular modelling approach for MAS by bringing the semantics
known from verification of concurrent systems like networks of automata or variants of Petri
nets. Our paper shows that the modelling approach has a very strong impact on the efficiency
of verification. The experimental results exhibit that the IIS-based approach can greatly
improve the practical applicability of the bounded model checking method for LTLK.

There has been already some intensive research on BMC for MAS, but mostly for the
properties expressible in CTLK, based either on SAT [8, 18] or on BDDs [9]. A SAT-based
verification method for the LTLK properties of MAS, modelled by IIS, was put forward
in [19]. Our technical report [15] presents a BDD-based approach to verification of LTLK for
IIS, while the SAT- and BDD-based approaches for IIS are compared in [17].

The rest of the paper is organised as follows. Sec. 2 provides the basic definitions and
notations for LTLK and IS. Our method is described in Sec. 3. The last section contains the
discussion of an experimental evaluation of the approach and the final remarks.

2 Preliminaries

2.1 Interpreted Systems
The semantics of interpreted systems [5] provides a setting to reason about MAS by means
of specifications based on knowledge and linear or branching time. We begin by assuming
a MAS to be composed of n agents1 A. We associate a set of possible local states Li and
actions Acti to each agent i ∈ A. We assume that the special action εi, called “null”, or
“silent” action of agent i belongs to Acti; as it will be clear below the local state of agent i
remains the same if the null action is performed. Also note we do not assume that the sets
of actions of the agents are disjoint. We call Act =

∏
i∈AActi the set of all possible joint

actions, i.e. tuples of local actions executed by agents. We consider a local protocol modelling
the program the agent is executing. Formally, for any agent i, the actions of the agents are
selected according to a local protocol Pi : Li → 2Acti . For each agent i, we define a relation
ti ⊆ Li × Act × Li, where (l, (a1, . . . , an), l) ∈ ti for each l ∈ Li if ai = εi. A global state
g = (g1, . . . , gn) is a tuple of local states for all the agents corresponding to an instantaneous
snapshot of the system at a given time. Given a global state g = (g1, . . . , gn) we denote by
li(g) the local component gi of agent i ∈ A in g.

For each agent i ∈ A, ∼i ⊆ G×G is an epistemic indistinguishability relation over global
states defined by g ∼i h if li(g) = li(h). Further, let Γ ⊆ A. The union of Γ’s accessibility
relations is defined as ∼EΓ =

⋃
i∈Γ ∼i. By ∼CΓ we denote the transitive closure of ∼EΓ , whereas

∼DΓ =
⋂
i∈Γ ∼i.

A global evolution T ⊆ G × Act × G is defined as follows: (g, a, h) ∈ T iff there exists
an action a = (a1, . . . , an) ∈ Act such that for all i ∈ A we have ai ∈ Pi(li(g)) and
(li(g), a, li(h)) ∈ ti. For g, h ∈ G and a ∈ Act s.t. (g, a, h) ∈ T we write g a−→ h. We assume
that the global evolution relation T is total, i.e., for each g ∈ G there exists a ∈ Act and
h ∈ G such that g a−→ h.

An infinite sequence of global states and actions ρ = g0a0g1a1g2 . . . is called a path
originating from g0 if there is a sequence of transitions from g0 onwards, i.e., gi

ai−→ gi+1 for
every i ≥ 0. Any finite prefix of a path is called a run. By length(ρ) we mean the number of
the states of ρ if ρ is a run, and ω if ρ is a path. In order to limit the indices range of ρ which

1 Note in the present study we do not consider the environment component. This may be added with no
technical difficulty at the price of heavier notation.

ICCSW’12



90 Bounded Model Checking for Linear Time Temporal-Epistemic Logic

can be a path or run, we define the relation �ρ. Let �ρ
def= < if ρ is a path, and �ρ

def= ≤ if ρ is
a run. A state g is said to be reachable from g0 if there is a path or a run ρ = g0a0g1a1g2 . . .

such that g = gi for some i ≥ 0. The set of all the paths and runs originating from g is
denoted by Π(g). The set of all the paths originating from g is denoted by Πω(g).

I Definition 1. Given a set of propositions PV such that {true, false} ⊆ PV , an interpreted
system (IS), also called a model, is a tuple M = (G, ι, T , {∼i}i∈A,V), where G is a set of
global states, ι ∈ G is an initial (global) state such that each state in G is reachable from ι,
T is the global evolution relation defined as above, and V : G→ 2PV is a valuation function.

We define Π =
⋃
g∈G Π(g) to be the set of all the interleaved paths and runs originating from

all states in G. By Πω we denote the set of all the paths of Π.

2.2 Interleaved Interpreted Systems

We define a restriction of interpreted systems, called interleaved interpreted systems in which
global evolution function is restricted, so that every agent either executes a shared action or
the null action. We assume that εi ∈ Pi(l), for any l ∈ Li, i.e., we insist on the null action to
be enabled at every local state. For each action a ∈

⋃
i∈AActi by Agent(a) ⊆ A we mean

all the agents i such that a ∈ Acti, i.e., the set of the agents potentially able to perform a.
Then, the global evolution relation T is defined as before, but it is restricted by the following
condition: if (g, a, h) ∈ T then there exists a joint action a = (a1, . . . , an) ∈ Act, and an
action α ∈

⋃
i∈AActi \ {ε1, . . . , εn} such that: ai = α for all i ∈ Agent(α), and ai = εi for all

i ∈ A \Agent(α).

2.3 Syntax and Semantics of LTLK

I Definition 2 (Syntax). Let PV be a set of atomic propositions to be interpreted over the
global states of a system, p ∈ PV, q ∈ A, and Γ ⊆ A. Then, the syntax of LTLK is defined
by the following BNF grammar: ϕ ::= p | ¬ϕ | ϕ ∧ ϕ | ϕ ∨ ϕ | Xϕ | ϕUϕ | ϕRϕ |
Kqϕ | Kqϕ | EΓϕ | EΓϕ | DΓϕ | DΓϕ | CΓϕ | CΓϕ.

The temporal operators U and R are named as usual, respectively, until and release; X is the
next step operator. The epistemic operators Kq, DΓ,EΓ, and CΓ [5] represent, respectively,
knowledge of agent q, distributed knowledge in the group Γ, “everyone in Γ knows”, and
common knowledge among agents in Γ, whereas Kq, DΓ,EΓ, and CΓ are the corresponding
dual.

The logic LTL is the sublogic of LTLK which consists only of the formulae built without
the epistemic operators, whereas ELTL is a fragment of LTL where negation can be applied
to propositions only. ELTLK is the existential fragment of LTLK, defined by the following
grammar: ϕ ::= p | ¬p | ϕ ∧ ϕ | ϕ ∨ ϕ | Xϕ | ϕUϕ | ϕRϕ | Kqϕ | EΓϕ | DΓϕ | CΓϕ.

I Definition 3 (Semantics). Given a model M = (G, ι, T , {∼q}q∈A,V), where V(s) is the set
of propositions that hold at s, let Π be a set of all the paths and runs of M , and ρ(i) denote
the i-th state of a path or run ρ ∈ Π, and ρ[i] denote the path or run ρ with a designated
formula evaluation position i, where i�ρ length(ρ). Note that ρ[0] = ρ. The formal semantics
of LTLK is defined recursively as follows:

M,ρ[i] |= p iff p ∈ V(ρ(i)),
M,ρ[i] |= ¬ϕ iff M,ρ[i] 6|= ϕ,
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M,ρ[i] |= ϕ1 ∧ ϕ2 iff M,ρ[i] |= ϕ1 and M,ρ[i] |= ϕ2,
M,ρ[i] |= ϕ1 ∨ ϕ2 iff M,ρ[i] |= ϕ1 or M,ρ[i] |= ϕ2,
M,ρ[i] |= Xϕ iff length(ρ) > i and M,ρ[i+ 1] |= ϕ,
M,ρ[i] |= ϕ1Uϕ2 iff (∃k ≥ i)[M,ρ[k] |= ϕ2 and (∀i ≤ j < k) M,ρ[j] |= ϕ1],
M,ρ[i] |= ϕ1Rϕ2 iff [ρ ∈ Πω(ι) and (∀k ≥ i) M,ρ[k] |= ϕ2]

or (∃k ≥ i)[M,ρ[k] |= ϕ1 and (∀i ≤ j ≤ k) M,ρ[j] |= ϕ2],
M,ρ[i] |= Kqϕ iff (∀ρ′ ∈ Πω(ι))(∀k ≥ 0)[ρ′(k) ∼q ρ(i) implies M,ρ′[k] |= ϕ],
M,ρ[i] |= Kqϕ iff (∃ρ′ ∈ Π(ι))(∃k ≥ 0)[ρ′(k) ∼q ρ(i) and M,ρ′[k] |= ϕ],
M,ρ[i] |= YΓϕ iff (∀ρ′∈Πω(ι))(∀k ≥ 0)[ρ′(k) ∼Y

Γ ρ(i) implies M,ρ′[k] |= ϕ],
M,ρ[i] |= YΓϕ iff (∃ρ′∈Π(ι))(∃k ≥ 0)[ρ′(k) ∼Y

Γ ρ(i) and M,ρ′[k] |= ϕ],
where Y ∈ {D,E,C}.

Moreover, an ELTLK formula ϕ holds in the model M , denoted M |=∃ ϕ, iff M,ρ |= ϕ for
some path or run ρ ∈ Π(ι). The intuition behind this definition is that ELTLK is obtained by
restricting the syntax of the epistemic operators while the temporal ones remain the same.

3 BDD-based Bounded Model Checking for ELTLK

To perform BMC of ELTLK using BDDs [4] we combine the standard approach for ELTL [3]
with the method for the epistemic operators [20] in a similar manner to the solution for
CTL∗ of [4] where the methods for CTL and LTL are combined into a method for CTL∗.

Algorithm 1 Labelling algorithm
1: Mc := M , ϕc := ϕ

2: while γ(ϕc) 6= 0 do
3: pick ψ ∈ Y(ϕc) such that γ(ψ) = 1
4: for all g ∈ JMc, sub(ψ)K do
5: VMc(g) := VMc(g) ∪ {psub(ψ)}
6: end for
7: ψ := ψ[sub(ψ)← psub(ψ)]
8: for all g ∈ JMc, ψK do
9: VMc

(g) := VMc
(g) ∪ {pψ}

10: end for
11: ϕc := ϕc[ψ ← pψ]
12: end while
13: return JMc, ϕcK

Labelling algorithm. Given a model M = (G, ι, T , {∼q}q∈A,V), a set GR ⊆ G of its
reachable states, and an ELTLK formula ϕ, we compute the set JM,ϕK = {g ∈ GR |
M, g |=∃ ϕ} by reducing ELTLK to ELTL under the assumption that we have the algorithms
for computing this set for each ϕ being an ELTL formula or in the form Yp, where p ∈ PV,
and Y ∈ {Kq,EΓ,DΓ,CΓ} (we use the algorithms from [3] and [20], respectively). In order
to obtain this set, we construct a new model Mc together with an ELTL formula ϕc, and
compute the set JMc, ϕcK, which is equal to JM,ϕK. Initially ϕc equals ϕ, which is an ELTLK
formula, and we process the formula in stages to reduce it to an ELTL formula by replacing
with atomic propositions all its subformulae containing epistemic operators. If ϕ = Yψ is an
ELTLK formula, by sub(ϕ) we denote the formula ψ nested in the epistemic operator Y. We
begin by choosing some epistemic subformula ψ of ϕc, which consists of exactly one epistemic
operator (line 3), and process it in two stages. First, we modify the valuation function of

ICCSW’12



92 Bounded Model Checking for Linear Time Temporal-Epistemic Logic

Mc (line 5) such that every state initialising some path or run along which sub(ψ) holds is
labelled with the new atomic proposition psub(ψ), and we replace with the variable psub(ψ)
every occurrence of sub(ψ) in ψ (line 7). In the second stage, we deal with the epistemic
operators having in their scopes atomic propositions only. By modifying the valuation function
of Mc (line 9) we label with a new variable pψ every state initialising some path or run
along which the modified simple epistemic formula ψ holds. Similarly to the previous stage,
we replace every occurrence of ψ in ϕc with pψ (line 11). In the subsequent iterations, we
process every remaining epistemic subformulae of ϕc in the same way until there are no more
nested epistemic operators in ϕc (line 2), i.e., we obtain an ELTL formula ϕc, and the model
Mc with the appropriately modified valuation function. Finally, we compute the set of all
reachable states of Mc that initialise at least one path or run along which ϕc holds (line 13).

Algorithm 2 BMC algorithm
1: Reach := {ι},New := {ι}
2: while New 6= ∅ do
3: Next := New;

4: if ι ∈ JM |Reach, ϕK then
5: return true

6: end if
7: New := Next \Reach
8: Reach := Reach ∪New
9: end while

10: return false

BMC algorithm. Given a model M and an ELTLK formula ϕ, the algorithm checks if
there exists a path or run initialised in the initial state ι along which ϕ holds. The algorithm
starts with the set Reach of reachable states that initially contains only the state ι. With
each iteration the verified formula is checked (line 4), and the set Reach is extended with
new states reachable in one step from old states in Reach (line 8). The algorithm operates
on submodels M |Reach generated by the set Reach (i.e., models restricted to contain only
the states of Reach) to check if the initial state ι is in the set of states from which there is
a path or run on which ϕ holds. The loop terminates if there is such a path or run in the
obtained submodel, and the algorithm returns true (line 5). The search continues until no
new states can be reached from the states in Reach. When we obtain the complete set of
the reachable states, and a path or run from the initial state on which ϕ holds could not be
found in any of the obtained submodels, the algorithm terminates returning false.

4 Experimental Evaluation

We have considered three scalable systems to evaluate the efficiency of our BDD-based
BMC for LTLK: Faulty Generic Pipeline Paradigm (FGPP), Faulty Train Controller (FTC),
and Dining Cryptographers (DC). The systems were modelled using two semantics, and
the benchmarks were performed with several formulae. For the detailed descriptions of the
benchmarks see [15]. Our method was implemented as two separate prototype modules of
Verics [11] for IS and IIS semantics (named Verics-IS and Verics-IIS, respectively). We have
also compared our results with those obtained using MCK [6], another model checker for
multi-agent systems, implementing standard IS semantics. Results for some of the performed
benchmarks are included in the figures below.
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Comparing algorithms for IS, in most cases MCK is better than Verics-IS, but remains
close when looking at the orders of magnitude. The reason for better performance of MCK
may come from the fact that it is based on the translation to SAT, and SAT-based BMC
does not need to store the whole examined part of the state space.

For most of the considered benchmarks the Verics-IIS method is superior to the two IS
approaches: MCK and Verics-IS, sometimes even by several orders of magnitude. This can
be observed especially in the case of FTC. However, in the case of FGPP and formula 3 with
no epistemic modalities, MCK proved to be more efficient, but for the formula 4 containing
the K operator, Verics-IIS was superior. This can be justified by the fact that introducing
epistemic modalities partitions the ELTL verification task into several smaller ones.

In the case of IIS, the reordering of the BDD variables does not cause any significant
change of the performance in the case of FGPP and FTC, but for DC it reduces the memory
consumption. Therefore, for IIS the fixed interleaving order we used can often be considered
optimal. The penalty in the verification time to reorder the variables, in favour of reducing
memory consumption, is also not significant and can be worth the tradeoff. However, in the
case of IS the performance did not change, thus we include only the results for the fixed
order of the variables for Verics-IS.

It is important to note that from our comparison of [17] it follows that in the case of IIS,
the general performance of BDD-based approach is superior to the SAT-based one. Therefore,
we can conclude now that BMC for LTLK is less efficient for IS when comparing with IIS.
This could be explained by the different structure of the state space, which for IS is more
dense, i.e., more states are explored at every iteration of the BMC algorithm. The case of
DC shows that this factor can be more important than the lengths of the counterexamples,
which can be shorter for IS, or may even be of constant length when scaling the system.

The experimental results show that the approach based on the interleaved interpreted
systems can greatly improve the practical applicability of the bounded model checking method.
Although, we have tested only properties of LTLK, we suspect this to also be true for similar
specification formalisms, e.g., CTLK.

5 Final Remarks

In this paper, we have presented a BDD-based method for bounded model checking of
LTLK over models of multi-agent systems. We evaluated the methodology in two different
settings: interleaved interpreted systems and synchronous interpreted systems. The results
are preliminary and the comparison is by no means complete. It ignores the fact that for
some formulae the choice of the semantics influences the existence of a witness in the model.
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Abstract
Since the introduction of laptops and mobile devices, there has been a strong research focus
towards the energy efficiency of hardware. Many papers, both from academia and industrial
research labs, focus on methods and ideas to lower power consumption in order to lengthen the
battery life of portable device components. Much less effort has been spent on defining the
responsibility of software in the overall computational system’s energy consumption.

Some attempts have been made to describe the energy behaviour of software, but none of
them abstract from the physical machine where the measurements were taken. In our opinion
this is a strong drawback because results can not be generalized. We propose a measuring method
and a set of algebraic tools that can be applied to resource usage measurements. These tools
are expressive and show insights on how the hardware consumes energy (or other resources),
but are equally able to describe how efficiently the software exploits hardware characteristics.
The method is based on the idea of decomposing arbitrary programs into linear combinations of
benchmarks of a test-bed without the need to analyse a program’s source code by employing a
black box approach, measuring only its resource usage.
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1 Introduction

Energy consumption is a global concern; as the Environmental Protection Agency of the U.S.
stated in a report [8] dated 2007, the energy consumed by data centres and servers alone can
account for 1.5% of the global energy use, and is doubling every five years.

The adoption rate of portable devices raised the attention towards energy efficiency of
hardware components (in order to lengthen battery life) and network protocols. Much less
effort has been spent on defining the responsibility of software in the overall computational
system’s energy consumption, none of them abstract from the physical machine where the
measures are taken. In our opinion this is a strong drawback because results can not be
generalized.

We propose a measuring method and a set of algebraic tools that can be applied to
resource usage measurements (energy consumption and completion time being just two
instances of resource usage). These tools are expressive and show insights on how the
hardware consumes energy (or other resources). They are also able to describe how efficiently
the software exploits the hardware characteristics.

Typically, measurement techniques proposed in the literature aim to break down the energy
consumption to atomic components, associating an average cost to every instruction [16, 15,
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9, 2, 17]. We believe that a different approach should be used, as modern computational
systems tend towards complex systems. Hardware started developing parallelism when the
CPU frequency reached its cap, and software systems are becoming increasingly complex.
The result of this process is that the resource usage of a single instruction is hardly predictable
and depends on the execution context. For example, the time required to load a location
depends on both the program’s memory access pattern, the hardware characteristics, and
the memory used by the other processes running on the same computational system, leading
to almost non deterministic results. For this reasons we have chosen to follow a black
box approach, measuring the resource usage of the software running on a computational
system as a whole, following the approach proposed in [11], instead of trying to profile the
software [9], simulating the execution of algorithms on modified virtual machines or power
level performance simulators [2, 17]. This is because these approaches either require source
code access or are only feasible for simple architectures, where a cycle accurate simulator is
possible and for relatively small programs. A black box approach measures the software as
a whole without trying to break down the energy consumption of single instructions. This
approach is the most simple to implement, does not need modifications to the operative
system and works with a simple ammeter with the simplest possible approach: the current is
measured in AC from the wall outlet [14, 17, 4].

Metrics for software similarity are very interesting because they allow us to predict the
behaviour of programs using measurements of similar programs, and allow their characteriza-
tion. Yamamoto proposes a metric of similarity based on source code analysis in [18]. For
the scope of our research, we are interested in methods that do not require access to the
source code because we want to be able to characterize software as a black box.

In a 1992 paper [12] we found an approach that was particularly inspiring for our work:
a model was proposed to characterize both hardware and software. The overall completion
time of a program was modelled as a linear decomposition of abstract operations. Our model
is very similar to their with respect to the linear composition model. Nevertheless, there are
many important differences:

they use abstract operations as computational patterns (e.g. add, store, divide, etc.); we
allow more articulate entities, long combinations of instructions

the program analysis is performed by means of static analysis and instrumentation of the
source code; we don’t require the source code to analyse the program

their model focuses on completion time solely; our model is capable of describing the
usage of every measurable resource, we are most interested in completion time and energy
consumption, but could be applied to any other metric (i.e. memory usage, CPU time,
etc.)

[17] also proposed an energy characterization model for both hardware and software.
In [1], the use of performance counters leverages the characterization of software, a

technique that is becoming a de facto standard [5, 10, 7, 6]. Benchmarks are analyzed, PCA
is used to reduce the solution space and clustering techniques are used to identify families of
programs and to find a representative workload for a certain task.

Two other key concepts are the idea that the environment where the program is run must
be taken into account [3] and the need to find a model capable of offering results resilient
with change of hardware: Sherwood [13] characterized software with a model consistent with
the change of architecture; he proposed a high level approach (not at instruction level), but
he did not focus on energy consumption.
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2 A compositional model

Programs are composed of instructions that once executed affect the resource consumption
of the system. There are many different kinds of computational resources a program can
consume (CPU time, memory, network, etc.). We define computational pattern a sequence of
instructions that expose a peculiar resource usage, that is subject to change as we change
the computational system where the pattern is executed on, e.g. on a processor family
FPU operation may consume more energy to complete with respect to a different class of
processors.

In our model we assume that actual programs can be seen as composed of computational
patterns, i.e. a matrix multiplication algorithm will read data from memory (showing a
peculiar memory read pattern with cache hit and miss), perform FPU then write the result
back to memory.

A computational pattern will have a different resource usage on each computational
system, e.g. the same memory pattern of data read could rise to a much lower number of
cache miss if a processor is capable of predicting the pattern and prefetching data. The
composition of a program from the point of view of the computational patterns does not
change when the program is run on a different computational system, but the resource usage
behaviour will change because the computational pattern the program is composed of will
have a different resource usage profile.

Therefore, we chose a set of synthetic benchmarks as our test-bed, where every benchmark
is intended to capture a particular computational pattern that we expect to find in different
quantities in every program we intend to analyse, with zero being a legitimate quantity.

3 Linear algebra model

We define the measurement matrix a computational system S as a Rm×n matrix where n is
the number of benchmarks in our test-bed and m is the number of attributes (resource usage)
we measure for each program. Each one of these matrices holds the knowledge we have about
a particular computational system. The ith column of M shows the resource usage of the
ith benchmark of our test-bed. The jth cell of that column holds the measurement of the
resource usage of the jth attribute (e.g. CPU time, cache hit, etc.).

When we want to decompose a program p using the benchmarks of our test-bed as the
building block we measure the resources usage of p running on S and we build a vector µp

with those measures. The jth element of µp holds the measurement of the resource usage of
the jth attribute; µp is like a column of M but is composed of measurements of a program
that is not part of the test-bed. Now consider the following linear system:

M · sp = µp (1)

We call sp the split-up of p, it holds a decomposition of p using the benchmarks of our
test-bed as building blocks.

Standard vector algebra can be used to analyse and interpret measures, splitups and
programs. We can analyse vectors using vector norm:

‖v‖ =

√√√√ n∑
i=1

(vi)2 (2)
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and vector similarity:

cos(θ) = v1 · v2

‖v1‖‖v2‖
(3)

3.1 Measurements space
The columns of M can be seen as vectors in an m dimensional vector space that we call
the measurements space. The position of the ith vector shows the resource usage of the ith

benchmark of the test-bed. More generally speaking, the µp vector shows the resource usage
of the program p in a particular system S.

The norm can be used to get an insight on the overall resource usage of a benchmark, i.e.
more resource demanding benchmarks will have a higher norm than less resource demanding
ones.

Vector similarity will tell us how similar two programs are: if the angle between the
vectors is small it means that they may use more or less resources in absolute terms (have
different norms), but their resource usage behaviour is similar.

3.2 Splitup space
Splitups can be seen as vectors in a n dimensional vector space that we call the splitup
space. The position of a vector in this space shows the composition of the program using the
benchmarks as building blocks.

When comparing the splitup vectors of two programs we can say that the one with a
higher norm is the more resources demanding. If the vector similarity is very close to 1 but
the norms are different we are probably looking at the same program running with different
input sizes, e.g. if p1 and p2 are the same sorting algorithm with p1 running on half the
array size of p2 we’ll probably see ‖sp2‖ = 2‖sp1‖ and

sp1 ·sp2
‖sp1‖‖sp2‖

= 1
When a program is run on different input sizes the balance of the computational patterns

used may vary, e.g. the cache hit ratio could grow logarithmically while the FPU usage may
grow linearly. Analysing how the splitup of a program changes with the input size is highly
informative of the program structure. When the splitup does not change with the input size
we call the program uniform; and if it changes, we call it non uniform.

If the test-bed is well formed the splitup of a program has to be the same when we run it
on different computational systems. If it is different it means that this program is capturing
a resource usage behaviour not captured by any benchmark in the test-bed, in other words
this program contains an unknown computational pattern, therefore it should be added to
our test-bed.

3.3 Benckmark space
MS is the M of a system S. Its rows can be seen as vectors in a nth dimensional space
that we call the benchmark space. We can see how resource usage changes when we change
computational system from Sa to Sb analysing the position of the ith row of MSa

(where i is
the index of the resource we are interested in) against the position of the ith row of MSb

in
the benchmark space.

E.g. when the norm of the energy consumption vector of S1 is higher than the norm of
the energy consumption vector of S2 it means that S1 is (generally speaking) less energy
efficient than S2. If the angle between their completion time vectors is small it means that S1
and S2 have a similar architecture and probably one is just more efficient than the other (i.e.
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a newer machine). If the angle is large it means that the systems have a different architecture
that makes some of the benchmarks in the test-bed more efficient than others; the direction
of the difference between the vectors tells us how S1 is different from S2.

4 Real data

Measuring resource attribute will usually involve error, i.e. the accuracy of the measuring
tool, sampling frequency, etc. Equation 1 could be not solvable and has to be rewritten in
order to minimise a norm of the error vector:

ε = |M · sp − µp| (4)

If we use a Manhattan norm instead of an Euclidean norm, this is a linear programming
problem that can be solved using the simplex algorithm.

We want all the elements of sp to be non negative numbers, because each of them expresses
an estimation of the number of iterations of the respective benchmark, as present in p. The
benchmark space is therefore not a vector space but a convex cone. This limitation does not
change the approach needed to find the splitup, since we just need to add a few conditions
to the simplex.

Being the benchmark space a convex cone, the number of vectors (the benchmark in
the test-bed) that form a basis is not generally known, but the process of selection of the
benchmarks in the test-bed can be incremental and automatic: if the splitup of a program
falls within the convex cone it means that it can be expressed as linear decomposition of
known computational patterns, if it falls outside the cone it means that it should be added
to the test-bed, widening the range of programs that can be expressed algebraically.

We can choose the level of detail we want to get with the decomposition of programs. I.e.,
we might want to have a computational pattern for every major memory read pattern or just
a general one. In the former case we would be able to discriminate how the program uses
memory, but we would need a lot of experimental data to solve the system. In the latter,
we would need few experimental data but might only see a raw estimate of the program’s
behaviour. The number of rows of the measurement matrix needs to be larger than the
number of columns, which means that we need to measure at least as many resources as
the number of the benchmarks in the test-bed. This could be difficult if we want to have a
large test-bed, in which case we could create a new measurement matrix with more rows just
merging measurement matrices of multiple systems.

5 Experimental data

As an example we present data of a preliminary test: we measured the completion time and
the energy consumption of a small set of programs running on a desktop computer equipped
with a CoreDuo processor with 2MB L2 cache and 1 GB RAM (from now on referred to
as S). We prepared two synthetic benchmarks: cpu is a simple add assembler instruction
executed 106 times; mem is a program that sums a fixed number of random locations from a
large array. We used cpu and mem as our test-bed and measured mergesort (from now on
referred to as p) sorting arrays of different sizes (1M, 2M, 4M, 8M, 16M, 32M).

cpu mem p(1M) p(2M) p(4M) p(8M) p(16M) p(32M)
time 2.14 s 7.26 s 0.22 s 0.33 s 0.67 s 1.39 s 2.85 s 5.79 s
energy 81.46 J 304.00 J 8.60 J 13.20 J 27.49 58.29 J 121.79 J 254.82 J
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MS is composed of the first two columns of the above table and the measurement vectors
for mergesort at various input sizes are:

µp(1M) =
(

0.22 s
8.60 J

)
µp(2M) =

(
0.33 s

13.20 J

)
µp(4M) =

(
0.67 s

27.49 J

)
µp(8M) =

(
1.39 s

58.29 J

)
µp(16M) =

(
2.85 s

121.79 J

)
µp(32M) =

(
5.79 s

254.82 J

)
The resulting splitup vectors (calculated minimizing formula 4 using the simplex algorithm)

are:

sp(1M) =
(

0.075118
0.008161

)
sp(2M) =

(
0.075862
0.023093

)
sp(4M) =

(
0.069347
0.071845

)
sp(10M) =

(
0

0.248125

)
sp(20M) =

(
0

0.528191

)
sp(30M) =

(
0

0.780954

)
The splitup vectors show how quickly mergesort gets dominated by memory usage as the

input size grows. This is expected because as the array grows it will not fit into cache and a
lot of cache miss will occur, therefore most of the time and energy will be spent accessing
memory.

6 Conclusion

We have presented a method to decompose arbitrary programs into linear combinations of
benchmarks of a test-bed by employing a black box approach, measuring only its resource
usage, without the need to analyse a program’s source code. Valid metrics of resource usage
are both performance counters and energy consumption (or completion time). Performance
counters can therefore be used to build a model capable of predicting the energy consumption
(or completion time) of the same program on a different computational system. The same
method also gives us useful information about what the differences between computational
systems are, thereby showing which computational patterns consume more resources. We
intend to apply this method to heterogeneous computing (CPU/GPU), virtual machines and
cloud systems to provide realtime analysis and forecasting of energy consumption (as well as
completion time) of software, without prior knowledge of its source code.
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Abstract
Abstraction of temporal data (TA) aims to abstract time-points into higher-level interval con-
cepts and to detect significant trends in both low-level data and abstract concepts. TA methods
are used for summarizing and interpreting clinical data. Dynamic Bayesian Networks (DBNs)
are temporal probabilistic graphical models which can be used to represent knowledge about un-
certain temporal relationships between events and state changes during time. In clinical systems,
they were introduced to encode and use the domain knowledge acquired from human experts to
perform decision support.

A hypothesis that this study plans to investigate is whether temporal abstraction methods
can be effectively integrated with DBNs in the context of medical decision-support systems. A
preliminary approach is presented where a DBN model is constructed for prognosis of the risk
for coronary artery disease (CAD) based on its risk factors and using as test bed a dataset that
was collected after monitoring patients who had positive history of cardiovascular disease. The
technical objectives of this study are to examine how DBNs will represent the abstracted data
in order to construct the prognostic model and whether the retrieved rules from the model can
be used for generating more complex abstractions.
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1 Introduction

Advances in the field of Artificial Intelligence led to the development of intelligent clinical
data analysis systems, that are designed to provide computer-based support in medical tasks
by automating, for example, diagnostic reasoning. In general, the purpose of medical data
analysis systems is to aid care providers reach the best possible decisions for any patient, to
help them understand what the possible consequences of their decisions/actions are and if
necessary to take corrective actions in a short time interval.

Temporal abstraction (TA) [16] abstracts time-point based data into higher-level, interval
based concepts under a given context. Abstraction of time-oriented clinical data aims to close
the gap between general medical knowledge and specific patient data. Medical knowledge is
expressed in a general form (association rules, patient management protocols) while patient
data are specific (history of patients, results of laboratory and physical examinations). The
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derived abstracted concepts are useful for different tasks such as decision making, therapy
planning and summarization of a patient’s record.

According to Bellazzi [1], time-stamped entities are called events and their abstract
representation, given by TAs as sequences of intervals, are called episodes. The TA task can
be divided into two subtasks, basic and complex abstractions. Basic temporal abstractions
are state and trend abstractions which abstract events (time-stamped data) within episodes.
Complex temporal abstractions abstract episodes (intervals) into other episodes. The aim of
state abstraction is to derive maximal intervals over which there is no change in the state of
some parameter. The aim of trend abstraction is to derive the significant changes and the
rates of change in the progression of some parameters e.g stable, increasing, decreasing.

A Bayesian Network (BN) is an acyclic graph that represents a joint probability distribu-
tion over a set of random variables. It consists of two components, a directed acyclic graph
and a probability distribution. Nodes on the graph represent the variables and edges represent
the direct dependencies between the variables. BNs can make predictions or give explanations
by computing the conditional probability table of each variable. BNs have been introduced
as a knowledge representation method to encode and use the domain knowledge acquired
from human experts in automated reasoning systems to perform diagnostic, predictive and
explanatory tasks. They can represent knowledge even in cases of missing data or uncertain
information.

Dynamic Bayesian Networks (DBNs) [3] are a temporal extension of standard BNs that
are able to model stochastic processes. They utilize a representation of a dynamic process
via a set of stochastic variables in a sequence of time-slices. More precisely, a DBN is a
network with the repeated structure of a BN for each time slice over a certain interval.
Consequently, a DBN is a tuple (B1, B2), where B1 is a Bayesian Network that represents
the prior distribution for the variables in the first time slice and B2 represents the transition
model for the variables in two consecutive time slices. Relations between variables are divided
into two types: transitional relations represent dependencies between variables between
different time slices and local relations represent dependencies among variables in the same
time slice. DBNs are usually assumed that they use the Markovian property: conditional
probability distribution of each variable at time t, for all t >1, depends only on the parents
from the same time slice or from the previous time slice but not from earlier time slices.

This paper is organized as follows. Section 2 describes the preliminary approach of
integrating these two areas under the domain of CAD. Section 3 describes related work.
Section 4 discusses the potential advantages of this integration and future improvements of
this approach and and the paper ends with closing remarks.

2 Preliminary Approach

2.1 Data Description
Coronary artery disease (CAD) is one of the major causes of disability in adults as well as one
of the main causes of death in the developed countries. The dataset was collected after 4 years
of monitoring patients (2009–2012) under the supervision of the participating cardiologist (Dr.
J. Moutiris) at the Cardiology Clinics of Nicosia General Hospital, Cyprus. The target group
consists of 176 patients of 32–89 years old. The dataset includes physical and biochemical
examination results. Some patients took physical and biochemical examinations every 5–6
months, some others took examinations once a year and some took three examinations over
the four years period.

The principal goal of the dataset collection was to identify the risk factors of coronary
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artery disease and their impact on patients’ health. Risk factors are defined as: smoking,
diabetes and arterial hypertension considering systolic and diastolic blood pressure, high
levels of cholesterol, high levels of triglycerides, low HDL, high LDL and overweight. The
inclusion criteria to the study included the presence of at least one event, such as acute
coronary syndrome (ACS), acute myocardial infarction (AMI), percutaneaous coronary
intervention (PCI) and coronary artery bypass graft surgery (CABG).

2.2 Methodology

The basic steps of the proposed methodology are:
1. Data cleaning which includes identifying fields, selecting variables for abstraction and

coding data as shown in Table 1.
2. State and trend abstraction techniques will be used to abstract concepts based on an

interval duration given by a domain (12-months). State abstractions will be generated
based on domain expert knowledge whereas trend abstractions will be generated by
extending the algorithm described in [14].

3. The derived state abstractions will be the new concepts which represent the presence or
absence of risk factors during the 12-month period for each patient.

4. A DBN model will be constructed using three time slices and each time slice will represent
the time period of 12 months (e.g. 01/01/2009–01/01/2010). Nodes represent the abstract
concepts which are binary variables and edges represent the dependencies between the
concepts through the same time-slice or through two consecutive time slices. The structure
of the DBN (prior and transition model) representing the state abstraction concepts is
based on domain expert knowledge and medical literature as shown in Fig. 1.

5. Expectation Maximization learning algorithm [10] will be used for learning parameters
of the model using the abstracted data set. Bayesian Net Toolbox for Matlab [11] will
be used for the construction of the DBN. The constructed model will be able to make
predictions for the risk of coronary artery disease for a specific patient.

6. The junction tree inference algorithm [11] will be used to compute the prediction risk
(probability). If the probability will be over 0.5 then the risk of the presence of cardiovas-
cular disease is severe otherwise it is normal.

Table 1 Variables for abstraction and coding data.

Variables Code
Hypertension HT

High Total Cholesterol HTC
Low HDL LHDL
High LDL HLDL

High Triglycerides HTR
High Glucose + Diabetes DM

Smoking SK
Overweight BMI

Myocardial Infarction MI
Acute Coronary Syndrome ACS

Coronary Artery ByPass Graft CABG
Percutaneous coronary intervention PCI

Diet, Exercise DIET, EX
Risk of CAD hidden variable – CAD
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Figure 1 Coronary Artery Disease Model Structure Over Two Time Slices (t=0 and t=1): Nodes
represent some of the variables as displayed in Table 1 and edges represent their dependencies (local
and transitional relations). A transitional relation exists only with respect to the hidden node CAD.

2.3 Temporal Abstractions

State abstractions correspond to expressions like high blood pressure associated to a time
interval in which such behavior occurs. The labels given to the associated intervals are:
‘normal levels’ (value = 1) or ‘abnormal levels’ (value=2) which are given by the domain
expert as shown in Table 2. If a patient took more than one examination over the same year
and the value of the state abstraction remains the same, the time points are joined into a
maximal interval [Iss, Ies]. Alternatively, if a patient took more than one examination in the
same year, but the state value of a variable is not the same for all examinations, then the
following rules given by domain expert are applied:

If a patient took two examinations during the desired time period and Vs = 2 (abnormal)
at t1 but Vs = 1 (normal) at t2 then a risk factor is absent at [t1-t2] e.g patient with high
cholesterol during his/her first examination and cholesterol value decreases to normal
levels from the first examination to the next one, then the risk of hypercholesterolaemia
is absent during that period. Similarly, if the cholesterol value increases from normal (at
t1) to abnormal levels (at t2) then the risk of hypercholesterolaemia is present.
If a patient took three examinations during the desired time period and the value of state
abstraction is the same during t1 and t2 then the presence of a risk factor depends on
the value of the abstraction at t1 and t2. For example, if Vs = 2 (abnormal) at t1 and t2
but Vs = 1 (normal) at t3 then a risk factor is present during the period [t1 – t3].
If a patient took three examinations during the desired time period and the value of state
abstraction is the same during t2 and t3 then the presence of a risk factor depends on
the value of abstraction at t2 and t3. For example, if Vs = 1 (normal) at t1 but Vs = 2
(abnormal) at t2 and t3 the risk factor is present during the period [t1 – t3].
If a patient took three examinations during the desired time period but the values of
state abstractions are different at all three time steps then the presence of risk factors
depends only on the value of abstraction at t3. For example if Vs = 2 (abnormal) at t1,
Vs =1 (normal) at t2 and Vs = 2 (abnormal) at t3 then a risk factor is present during
the period [t1 – t3].
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As concerned the risk factor of hypertension which depends both on systolic and diastolic
blood pressure, the above rules have to concern either systolic or diastolic blood pressure
values.

Trend abstractions will be generated after applying a median filter to the dataset for
removing noise. Then, the values of variables occurring at consecutive time points will be
compared. Let us assume that t1 is the time of the first consultation and t2 is the time of
the second consultation during the year. If the value of a variable at t1 (V1) is equal to the
value of the variable at t2 (V2) then the value of the variable V (Vt) during the interval [t1
t2] is ‘steady’. If the value of a variable at t1 (V1) is less than the value of the variable at t2
(V2) then the value of the variable V (Vt) during the interval [t1 t2] is ‘increasing’, otherwise,
the value of the variable V (Vt) during the interval [t1 t2] is ‘decreasing’. A maximal interval
where this behavior (state, increasing or decreasing) persists is derived.

Table 2 Categories of state abstractions as given by domain expert where each variable can take
two possible state values depending on its raw value.

State Value Normal for all patients Normal for patients
with Diabetes Abnormal before

the day of the event
Cholesterol (mg) < 190 <170

HDL (mg) > 40 >40
LDL (mg) <100 <100

Glucose (mg) <110 <110
BMI <25 <25

SBP (mmHg) <130 <120 Hypertension = YES
DBP (mmHg) <90 < 85 Hypertension = YES

Triglycerides (mg) <150 <150
Smoking NO EX (ex smoker)
Diet YES

Exercise YES

3 Related Work

Techniques/methods from these two areas are largely used independently of each other in
many clinical domains and thus no specific integrations have been reported yet. Consequently,
the goal of the proposed methodology is to combine temporal abstraction with Dynamic
Bayesian networks and to apply this integration under the CAD clinical domain by developing
a prediction model.

Several systems had been designed to abstract meaningful clinical concepts from raw
clinical data such as TOPAZ, IDEFIX and VM, each one using its own abstraction meth-
odologies [8, 5, 6]. The best known framework for temporal abstraction in clinical data,
called Knowledge Based Temporal Abstraction (KBTA) was proposed by Shahar in [15] and
implemented in many clinical domains. KBTA decomposes the temporal abstraction task
into five computational subtasks, solved by corresponding temporal mechanisms. However,
none of these approaches are able to deal with missing data and of the uncertainty that
typically underlie clinical raw data. The KBTA method complete missing values only for
bridging gaps between two intervals, in which the proposition (e.g.,anemia level) had the
same value (e.g., moderate anemia). The IDEFIX system can deal with uncertainty and also
with missing data using the time-of-validity slot which specifies for how long the value of
the attribute is considered valid. Moreover, when domain medical knowledge is not enough
and prior probabilities about some disease are missing, the derived conclusions of IDEFIX
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may not be valid. Ramati and Shahar [12] proposed a new methodology called Probabilistic
Temporal Abstraction (PTA) to perform a temporal abstraction task to clinical raw data
using a probabilistic approach. This approach is able to eliminate uncertainty and to deal
with missing values.

Considerable work on dynamic models in medicine has been carried out by Leong and
collaborators who have successfully used a combination of graphic models with Markov
chains to solve problems in different medical domains such as head injury management [7],
colorectal cancer management, neurosurgical intensive care unit monitoring and palate
management [18]. Other applications of Dynamic Bayesian Networks in medicine include
forecasting sleep apnea [4], management of patients with carcinoid tumor [17] and diagnosis
and decision making after monitoring patients suffering from renal failure and treated by
hemodialysis [13].

A classification/diagnosis model under the clinical domain of CAD had also been developed
using decision trees in a previous work by Karaolis [9] using a similar dataset. Preprocessing
of current dataset is based on this work. Related is also the work in reasoning over multiple
levels of temporal granularity through Bayesian networks [2]. In this work, two approaches
were proposed to incorporate temporal abstractions and explicitly represent complex temporal
relationships using fluents and hierarchical Bayesian networks.

4 Conclusion and Future Work

The perceived advantages of combining TA with DBN are that this integration can handle
incomplete evidence and uncertainty estimating disease outcomes which are usual problems
in clinical systems and also represent current limitations in datasets. DBN can provide
a concrete understanding of how causal dependencies and temporal precedence between
abstract concepts influence a particular disease outcome. Moreover, this integration facilitates
the main advantage of BNs which is their capability to integrate expert’s knowledge with
empirical data to model a disease.

Another advantage of integrating a DBN with TA is the ability to represent high-level
abstracted concepts rather than low-level data, thus making the models simpler and at the
same time more conceptual. Moreover, the interpretation of the prediction results will be
context-based, allowing for more accurate decision making. In addition, uncertainty and
errors in clinical datasets are very common and TA and DBN techniques can deal with such
error-prone measurements.

In this paper, a preliminary approach of integrating temporal abstraction with DBN in
CAD clinical domain is presented. The proposed approach has some limitations which will
be overcoming at a later stage of this study. Although the dataset includes information
about history of hypertension, diabetes, MI and ACS which may have occurred before 2009,
the constructed model can only represent risk factors and events that hold during the period
2009–2012. The model should be extended in order to represent history of events as well.
Another possible improvement is the developed model to be able to facilitate continuous
improvement and innovation in medical tasks through incremental learning. This means
that as new cases will be dynamically added to the network, the model must self-adapt its
structure and adjust its parameters on-line. Furthermore, later stages of this study will work
on how trend abstractions can be represented in a DBN and the possibility to develop an
hierarchical model with abstracted data of different granularities.
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Abstract
Static analysis can be a valuable quality assurance technique as it can find problems by analysing
the source code of a system without executing it. Getting used to a static analysis tool, however,
can easily take several hours or even days. In particular, understanding the warnings issued by
the tool and rooting out the false positives is time consuming. This lowers the benefits of static
analysis and demotivates developers in using it.

Games solve this problem by offering a tutorial. Those tutorials are integrated in the setting
of the game and teach the basic mechanics of the game. Often it is possible to repeat or pick
topics of interest. We transfer this pattern to static analysis lowering the initial barrier of using
it as well as getting an understanding of software quality spread out to more people.

In this paper we propose a research strategy starting with a piloting period in which we will
gather information about the questions static analysis users have as well as hone our answers to
these questions. These results will be integrated into the prototype. We will evaluate our work
then by comparing the fix times of user using the original tool versus our tool.

1998 ACM Subject Classification D.2.5 Testing and Debugging, D.2.9 Management, H.5.2 User
Interfaces
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1 Introduction

No one wants to read an encyclopaedia to play a game. –Nolan Bushnell
Many companies are aware of the potential benefits of static analysis, such as increased

maintainability of source code[1, 8], but they are afraid to invest the time which a developer
needs to get used to a static analysis tool. To a certain degree this fear is justified, because
it could take hours to days to understand the basics and many years to fully grasp the
warnings and mechanics of the static analysis as well as the implications to software quality.
Additionally, it is hard to justify these spendings, if the results are not delivered in a short time
and if there is little to no knowledge about software quality and especially maintainability.

Gamers today are in some way similar to these companies. They also do not want to
invest much time and effort before they can start experiencing their virtual worlds and have
fun. Knowing this, the game developers often have a tutorial stage included into their games,
which walks the players through the basic concepts of the game. This tutorial is linked
to the game’s story and thereby also functions as an introduction to the context, the so
called setting. Also, to not annoy the experienced or returning gamer, these tutorials are not
mandatory to play, but can be re-entered any time later, if the player feels the need to.

So why not bring this idea to static analysis? Besides the reduction of the time to get
used to a static analysis tool, the introduction to the context of software quality could lead

© Jan-Peter Ostberg and Stefan Wagner;
licensed under Creative Commons License NC-ND

2012 Imperial College Computing Student Workshop (ICCSW’12).
Editor: Andrew V. Jones; pp. 109–115

OpenAccess Series in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

http://dx.doi.org/10.4230/OASIcs.ICCSW.2012.109
http://creativecommons.org/licenses/by-nc-nd/3.0/
http://www.dagstuhl.de/oasics/
http://www.dagstuhl.de/


110 Get started imminently

more people to a deeper understanding of what software quality is and how it is influenced.
This also may enable the users of the tutorial to argument more efficiently with their newly
acquired knowledge in favour of the benefits of static analysis. In addition, expert knowledge
can be used to customise the tools, which leads to a significantly reduced rate of false-positives
as shown by Wagner et al. [13]. In the following, we will lay out a research strategy to cover
the current state of the problem, create a suitable prototype and evaluate the benefit of the
idea.

2 Related Work

The work by Zheng et al. [14] describes the areas which can be improved by static analysis.
In conclusion, the authors state that the use of static analysis could eliminate the less
sophisticated faults, freeing up time and capacities to work on the faults which need more
thorough analysis by human beings. We can conclude that there is a significant benefit in
knowing how to use static analysis and an in-depth knowledge can reduce the amount of
time for the analysis, freeing up even more time.

Ayewah and Pugh [2] look into how the static analysis tool FindBugs is used in companies.
In detail, they are interested in how they conquer the initial hump due to the high number of
warnings at a first time use, as well as the processes used to keep warnings from reappearing.
The results show that developers are interested in almost every warning. Also the authors
are able to identify some of the processes used by companies to make their work with static
analysis more effective.

A view from the creator’s side is shown by Bessey et al. [3]. They describe what problems
they faced, when they introduced their scientific tool to the ”real world”. This is a nice
example of what is possible today and what it needs to get a tool into everyday practice,
for example a well designed installation process or less sophisticated, but understandable
analysis.

Pagulayan et al. [10] talk about stumble stones in game development. They point out
that if a system is complex, it will profit from a tutorial. They also point out, however, that
a tutorial has to follow certain rules, like finding the right pace or not bore the player with
tedious instructions.

James Paul Gee [4] has detailed comments about what a good tutorial should provide.
He shows this on examples of prominent games. He also points out the possible negative
results a bad designed tutorial can have. Both of these sources show that a good tutorial will
help get the player more deeply involved, but we have to value some rules, when we create
our tutorial, to not generate a negative effect with it. These rules are, for example, a well set
pace of difficulty increase as well as not to force the user to strictly go through the whole
tutorial.

Randel et al. [11] conducted a literature study on the question of the effectiveness of games
for educational purposes. The authors concluded, that depending on a number of variables,
e.g. cognitive learning style, games can help learning, because they demand interaction of
the player. This interaction increases the chances of the material to be integrated into the
cognitive memory and so be remembered more easily. This implicates for our idea that with
the tutorial idea, which is close to games, we might have a higher chance of having the users
remembering the tool usage.
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3 Research Goal

Static analysis tools should be used more commonly in software development, because this
would increase the overall quality of the software created. With our research, we aim to find
the reasons why they are not widely used and develop strategies to address these problems.
In this paper, we focus on a way to shorten the time needed for understanding how to use
automatic static analysis and the time needed to understand its analysis results. We think
understanding static analysis is a problem, because we observed that in many companies,
which use static analysis tools, there is only one person, who takes care of the tool, making
the configurations and maintaining the process. Most of the other employees have little to
no knowledge of the tool besides starting it. This shows that companies do not want each
of their employees to invest the same amount of time into getting familiar with the tool,
because they are aware that it is time intensive.

To address this problem, we build on ideas from games which is also known as gamification
([12], [6]). Built-in tutorials, which explain the basic mechanics step by step, seem to us as
promising. In the following we well lay down in detail a research strategy to research this
hypothesis.

4 Example Static Analysis Tool: FindBugs

There is a huge amount of tools for automatic static analysis available. The abilities of these
tools vary from simple style checking to highly sophisticated analyses. Also the form of
licensing ranges from free open source to very expensive pay-per-use models. From this motley
crew of tools we decided to take FindBugs1. FindBugs is a open source tool, distributed
under the terms of the Lesser GNU Public License and was developed at the university
of Maryland. It uses rather simple rules2 to find problematic part in Java byte code [1].
This and the fact that it is free of charge makes it one of the most popular analysis tools.
By deciding to modify this tool we will have no licensing problems and can benefit from a
large community, which we later can offer our modification and so hopefully get feedback for
further improvement.

5 Research Strategy

In the following we take a look at the steps we aim to take for our research, which will be
described in more detail in the following subsections. The first step will be piloting our idea
to gain a feeling for the problems of the users. Step number two will be the creation of a
prototype utilizing the information of the pilot. With the prototype done, we can start, as
step three, to evaluate the impact of our ideas. To reduce the amount of data to a manageable
size, we will first focus on the static analysis tool FindBugs. We decided on this tool, because
due to its open source nature it is easily accessible and extendible. We will also provide a
code base for the experiments on which the analyses are conducted on.

5.1 Step 1: Piloting the Idea with a Tutor
Before we create a first prototype of the built-in tutorial, we will assess the possible benefit
of the tutorial with a tutor in person. The "Wizard of Oz" [5, 7] research method is the

1 http://findbugs.sourceforge.net/
2 http://findbugs.sourceforge.net/bugDescriptions.html
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Figure 1 Schematic of the research strategy.

method of choice here. The "Wizard of Oz" is a research method where the participant of the
experiment is not aware that he or she is interacting with a human being which is simulating
the intelligent tool. We will be able to easily adapt to questions and problems the user has
and so have a close feedback loop to refine our question/answer catalogue. We can achieve
this in our experiment by using a screen sharing tool like Skype or Teamviewer and a chat.
The screen sharing will be hidden to the participant and the chats optic will be modified so
that the participants cannot recognise it as such. By conducting this pilot, we will be able to
gather information on what the users are interested in to learn from a tutorial. We will be
able to adapt our ideas in the piloting phase until they fit the users demand more closely
and so deliver a more satisfying experience. The participants of the pilot will be recruited
from the students of our university with various study courses to represent the various stages
of IT knowledge in the real world. We plan to perform the experiment only with three to
10 students because this setting is time-intensive and, as the sole purpose of the pilot is to
assess the feasibility and acceptance of the idea, we expect to gather enough information for
the next step with these numbers, as Nielsen et al. [9] shows that 5 testers will find about
85% of the problems. Additionally, we have access to information gathered by a recent study
conducted by us, were we observed first time users of FindBugs with an eye tracker and
think aloud. These results will also have an influence to our prototype.

5.2 Step 2: The Prototype
With the gathered data from the pilot phase, we will be able to create a first built-in tutorial
prototype. For the reward system, we would like to provide, we take some inspiration from
ribbon hero3 created by the Microsoft Office labs. The first challenge to overcome here is
finding a story to tell which is related to the topic, not too plain and not too complicated or
weird. The setting of a detective story seems to be a nice fit, as we can handle categories
of findings as ”cases”. The second challenge will be the design of an engaging experience
points system which is fair and comprehensible to the users. The built-in tutorial will offer
tasks which wili correspond to the fix of warnings issued by the analysis tool. The tasks
issued by the tutorial will increase in difficulty but should never ask too much of the user.
Also the user should be able to skip most of the tutorial but has to demonstrate his or her
understanding of the task by completing it.

The task should be taken from the source code he or she wants to analyse, but we will
have ”back-up” code for the tasks that are not contained in the provided code but still are
necessary to be learned for the optimal usage of the tool. This ”back-up” code could also be
used as an additional example for tasks that are hard to understand with the code provided

3 http://www.ribbonhero.com/
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or if the user requests another example. To get the user more engaged, we will reward the
solution of tasks with some kind of point system to make the increase in knowledge visible
for the user.

To make the benefit of the ”back-up” code more clear, let us consider the following
example. We have analysed the source code of JabRef4, an open source reference manager.
One warning issued by Findbugs is:
”. . . /SampleCode (JabRef)/. . . /jabref/imports/PdfXmpImporter.java:48
VERY confusing to have methods net.sf.jabref.imports.PdfXmpImporter.getCLIid() and
net.sf.jabref.imports.ImportFormat.getCLIId()”.
This warning is rather cryptic and hard to understand. Even if you take a look at the code,
it might take a long time before you realise what is the problem addressed here. The user
might want to have a more easy example of source code which would provoke the same type
of warning. An early mock-up of the tutorial information is presented in figure 2. With this

Figure 2 Mockup of prototype tutorial window.

example it is clearer that the warning issued should remind the creator of the code that
it is not a good idea to have two methods with the same name in the same project doing
different things. As we still follow the tutorial idea, we would also offer some information text,
which will provide a link to even more detailed information comparable to an encyclopaedia,
for those user, who really want to master the tool and want to dive deep into the ideas of
software quality. This should make the proposed changes of the tool and the tutorial more
convincing to the users as well as help them to understand how to create software of higher
quality and avoid future mistakes.

5.3 Step 3: Evaluation of the Prototype
After the prototype is finished, we are planning an evaluation phase. To evaluate the benefit
of our approach we will compare the time needed to fix a given set of warnings in a code base
of participants using our enhanced tool versus participants using the original tool. We will

4 http://jabref.sourceforge.net/
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take the time from start to finish of the whole operation as well as of the fix time only. To do
that, we will measure how long the participants work with the tutorial and how much time
the other participants invest into getting to know the tool. We expect that especially the
more complex problems will be solved faster by user with our tutorial approach. Additionally
we ask the participants afterwards to use the tool, they did not use yet. Here the time is, of
course, not measured, because the participants already learned from the other tool. We will
issue questionnaires then to cover the subjective helpfulness of the tutorial for getting started
with FindBugs and static analysis, as well as the level of engagement created through the
gamification of the tool versus the unmodified tool. For example, planed question are:

Do you think the enhanced tool is faster understandable then the original one?
Do you feel more motivated to fix issues by the game mechanics?
Have you used the possibility to gain more information considering software quality?
Did the tool raise your interest in software quality?
Would you prefer to use the enhanced or the original tool?
. . .

To make the answers more comparable, we will offer four possible answers for the question
that do not need a more complex answer.

”Yes, I fully agree."
”Yes, I agree mostly.”
”No, I do not agree to that.”
”No, I completely disagree with that.”

Moreover, we will have a section where the participant can give free feedback on the
prototype. We will carefully keep track of this feedback and use it from time to time to make
useful improvements to the software. For a long term evaluation, we consider to include the
prototype as a lecture accompanying instrument in teaching. Here we plan to use our tool
for a whole semester and ask the students at the end of the semester to state their experience
with the tool. The details of this are subjects of future work.

6 Summary and Future Work

We presented our overall research goal, which is making automatic static analysis a more
common tool in software development. In this paper we propose a tutorial attempt to shorten
the time needed to get started with static analysis. As a side effect the proposed idea will
teach the willing user to learn the ideas behind the issued warnings. These ideas reach into
software quality and software engineering topics. We laid out a research strategy to create a
problem oriented catalogue of questions and answers for our tutorial by a pilot study and to
evaluate the benefits of our approach.

There are other aspects of the automated static analysis, that might make it unattractive
and is not covered here. For example the problems could originate from a poor operability.
We are planning to examine this aspect with an eye tracking study which we will conduct
shortly. Finally, there is still the problem with the false positives. Future work will also aim
to find techniques to reduce or make them easier to spot and track.
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Abstract
The success of open source projects crucially depends on the voluntary contributions of a sufficien-
tly large community of users. Apart from the mere size of the community, interesting questions
arise when looking at the evolution of structural features of collaborations between community
members. In this article, we discuss several network analytic proxies that can be used to quantify
different aspects of the social organisation in social collaboration networks. We particularly fo-
cus on measures that can be related to the cohesiveness of the communities, the distribution of
responsibilities and the resilience against turnover of community members. We present a com-
parative analysis on a large-scale dataset that covers the full history of collaborations between
users of 14 major open source software communities. Our analysis covers both aggregate and
time-evolving measures and highlights differences in the social organisation across communities.
We argue that our results are a promising step towards the definition of suitable, potentially
multi-dimensional, resilience and risk indicators for open source software communities.
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1 Introduction

What are the most important social factors that lead to successful and sustainable open
source software projects? According to Linus’ Law - which states that “given enough
eyeballs, all bugs are shallow” [7] - the quality and success of open source software (OSS)
critically depends on the existence of a sufficiently large community of developers who review,
modify and improve the publicly available source code. Apart from development efforts,
another important success factor is the existence of a stable community of users who report
software defects, request and inspire new features, reproduce bugs or comment on issues
reported by other users. By employing the collective knowledge and diverse experiences of
many contributors, most OSS communities manage to provide technical assistance to less
experienced users, often on a time scale that is competitive to commercial software support.

Depending on the distribution of competencies and responsibilities of contributors, largely
different patterns of collaborations may arise. While it is generally difficult to assess these
social factors of OSS projects, the availability of large scale data on community dynamics
increasingly allows to study the social dimension of OSS projects from a quantitative
perspective [8, 16]. Previous studies have mainly focused on rather simple proxies of social
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dynamics like the evolution of the number of contributors and contributions or the time
span of a user’s activity and were mostly based on a rather limited set of snapshots of
a single project. Using a large scale dataset of time-stamped social interactions that has
been collected from the Bugzilla bug-tracker installations of 14 major OSS projects, in
this paper we study the fine-grained evolution of structural features of networks of user
collaborations. We thus take a network perspective on OSS communities and highlight
differences in the social organisation of software projects that can be related to their activity,
their cohesion as well as their resilience against fluctuations in the community members.
By applying standard measures from social network analysis we particularly quantify how
tightly community members collaborate, how equal responsibilities are distributed and how
resilient collaboration topologies are against the loss of (central) community members. While
similar tools have been applied to OSS projects before [3, 6], to the best of our knowledge,
the present paper is the first to study these network analytic measures on a dataset that
covers the full, fine-grained history of 14 well-established and successful OSS communities.

2 Social Organisation in OSS Communities: A Network Perspective

In order to make substantiated statements about the structure and dynamics of the social
organisation of OSS communities, we recently completed collecting data on the history of
user collaborations recorded by the Bugzilla installation of 14 well-established OSS projects.
Bugzilla[9] is an open source bug tracking system which is utilised by users and developers
alike to report bugs, keep track of open issues and feature requests and comment on issues
reported by others. Since the Bugzilla installations of OSS projects are used to foster
collaboration between community members, it constitutes a valuable source of data that
allows us to track social interactions between developers and users.

2.1 Building Social Networks from Bug-Reports
Data in the Bugzilla database are arranged around the notion of bug reports. Each bug
report has a set of fields describing aspects like the user who initially filed the bug report,
its current status (e.g. pending, reproduced, solved, etc), to whom the responsibility to
provide a fix has been assigned, attachments which may be used to reproduce or resolve the
issue, comments and hints by other community members, or a list of community members
which shall be informed about future updates. Apart from an initial bug report, Bugzilla
additionally stores the full history of all updates to any of the fields of a bug report. Each of
these change records includes a time stamp, the ID of the user performing the change as well
as the new values of the changed fields. While our dataset comprises change records for all
possible fields, in this article we focus on those that indicate changes in the users that are
assigned responsibility to fix an issue (henceforth called the ASSIGNEE field) and changes
to the list of users to whom future updates of the bug shall be sent via E-Mail (henceforth
called the CC field). We consider any updates in the CC and ASSIGNEE field of a bug
report as a time-stamped edge from the user who performed the update to the user(s) who
were added to the CC field or the ASSIGNEE list of responsible developers respectively.

Based on the data extraction procedure described above, we obtain a large time-aggregated
network of nodes representing community members and time-stamped edges representing a
particular interaction between two users. For most of the projects considered, the Bugzilla
history from which we extract the network is longer than ten years. The fact that - in social
networks aggregated over such long periods of time - most of the users represented by nodes
have never been active within the same time period limits the expressiveness of the network
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structure in terms of a project’s “social organisation”. In order to overcome this issue, we
perform a dynamic network analysis by defining a sequence of monthly collaboration networks
based on the time stamps of edges. In particular, we define a 30 day sliding time window
and filter out those edges whose time stamps are outside the window and those nodes who
did not have any interactions in the corresponding time period. By progressively advancing
the start date of the sliding 30 day time window by one day increments we obtain a sequence
of collaboration networks that allows us to study the structure of the community’s social
organisation as well as its evolution over time. Naturally, most of the monthly networks
obtained in the way described above will not be fully connected. Since the network analytic
measures we intend to apply assume connected topologies, we perform a component analysis
on all snapshots and restrict our quantitative analysis to the largest connected component
(LCC). In order to test the significance of our findings we further compute the fraction of
those nodes who are part of the largest connected component. Table 1 shows the 14 OSS
projects that are included in our dataset along with the time period and the total number
of bug reports and updates that we included in our analysis. The column LCC/TOTAL
furthermore indicates the fraction of users in the LCC, averaged over all monthly snapshots
of the corresponding project. Here one observes that our data shows a rather large degree of
variation with respect to this fraction, which may be seen as an argument that this measure
is an interesting indicator for the cohesiveness of OSS communities by itself. Nevertheless,
we argue that for all projects the fraction of users in the LCC is sufficiently large to make
substantiated statements about the project’s social organisation.

Table 1 Aggregated measures for the studied projects. From column LCC/Total to the last on
the right, the numbers indicate the mean value ± standard deviation.

Project Bugs Updates Period LCC/Total Nodes in LCC Edges Mean Assortativity Closeness Clustering
Name Degree Central. Coefficient

xamarin 4552 20721 2011-2012 0.93±0.05 46.76±8.12 98.15±22.70 2.07±0.29 -0.14±0.11 0.40±0.07 0.22±0.05
thunderbird 35388 313957 2000-2012 0.53±0.26 64.82±53.49 86.44±80.05 1.05±0.42 -0.23±0.17 0.40±0.27 0.04±0.05
libreoffice 8916 78341 2010-2012 0.78±0.11 73.83±32.06 114.41±49.10 1.56±0.26 -0.20±0.10 0.40±0.09 0.13±0.06

mageia 6600 46921 2006-2012 0.93±0.07 77.54±21.80 156.00±59.24 1.95±0.30 -0.37±0.12 0.54±0.09 0.14±0.04
mandriva 60546 368463 2002-2012 0.70±0.18 88.15±60.70 142.16±118.44 1.41±0.38 -0.29±0.15 0.40±0.14 0.07±0.05
firefox 112953 1067914 1999-2012 0.58±0.23 171.77±117.79 240.79±180.44 1.16±0.44 -0.15±0.11 0.32±0.23 0.04±0.04

seamonkey 90040 993392 1998-2012 0.67±0.15 210.39±251.43 364.42±482.54 1.48±0.48 -0.19±0.13 0.34±0.11 0.08±0.06
netbeans 210921 1875878 2000-2012 0.96±0.05 269.71±292.07 1069.72±1509.12 3.39±1.13 -0.12±0.08 0.37±0.05 0.23±0.08

openoffice 118135 915749 2000-2012 0.88±0.19 319.01±169.88 931.35±591.80 2.52±0.84 -0.12±0.10 0.34±0.15 0.12±0.06
gentoo 140216 661783 2002-2012 0.80±0.07 338.97±110.86 617.73±211.92 1.82±0.27 -0.29±0.10 0.49±0.13 0.04±0.03

kde 179470 648331 2002-2012 0.75±0.12 361.16±246.16 424.61±301.20 1.15±0.07 -0.16±0.07 0.32±0.07 0.01±0.01
eclipse 356415 2594385 2001-2012 0.78±0.08 472.58±180.71 964.47±411.94 2.06±0.38 0.05±0.08 0.25±0.05 0.13±0.03
gnome 550722 2751441 2000-2012 0.67±0.12 523.76±585.26 610.16±616.81 1.25±0.22 -0.17±0.09 0.25±0.08 0.03±0.04
redhat 414163 3777634 2006-2012 0.45±0.26 658.06±865.97 983.58±1297.18 1.19±0.35 -0.12±0.20 0.30±0.23 0.00±0.01

2.2 Network Measures
While the literature is rich in terms of measures able to quantify structural features of
networks [11, 5], due to space limitations here we focus on three measures which are able
to capture basic network qualities that relate to the cohesiveness of a community, the
distribution of responsibilities among its members and its resilience against fluctuations in
the user base. The first network measure is based on the closeness centrality of a node, which
is defined as the inverse of the sum of the shortest path length to all other nodes in the
network.

Cc(ni) =
N∑

j=1,j 6=i

N − 1
d(ni, nj) ∈ [0, 1] (1)
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where Cc(ni) corresponds to the closeness centrality score of node ni, d(ni, nj) is the length
of the shortest path between nodes ni and nj , while N corresponds to the total number of
nodes in a given network. Finally, the factor N − 1 is a normalisation constant [2]. Based
on this, the closeness centralisation of a network (Ccglobal) can be calculated by taking the
sum of the differences between the node with the highest value of closeness centrality (n∗)
and the closeness centrality scores of all other nodes. This quantity is then normalised to
the range of 0 to 1 using the theoretical value that results from a (maximally centralised)
star network. Equation (2) presents the formal definition, while more details can be found in
[2, 11]. In the context of OSS collaboration networks, closeness centralisation captures to
what degree responsibilities, collaboration and communication are distributed equally across
community members.

Ccglobal =
N∑

i=1

Cc(n∗)− Cc(ni)
(N−2)(N−1)

2N−3

∈ [0, 1] (2)

The second measure, the clustering coefficient of a network (C), measures how closely
community members interact with each other in the sense that an interaction between a user
X and Y , as well as an interaction between user Y and Z will also entail a direct interaction
between the users Y and Z. The formal definition is presented in equations (3) and (4).

C(ni) =
2LDni

Dni
(Dni

− 1) ∈ [0, 1] (3)

C = 1
N

N∑
i=1

C(ni) ∈ [0, 1] (4)

where Dni
is the number of nodes directly connected to the node ni, while LDni

is the number
of edges between them. Therefore, the clustering coefficient C(ni) of node ni expresses the
fraction of edges that were realised from the possible Dni

(Dni
−1)

2 edges which are expected in
a fully connected network with Dni

nodes. We obtain the clustering coefficient of a network
by averaging the clustering coefficient scores of all existing nodes (see equation (4)). This
procedure can be seen as measuring how cohesive the community is in terms of nodes being
embedded in collaborating clusters [11].

Finally, the assortativity (r) measures an individual’s preference to connect to other
individuals that have a similar or different degree of connectivity (the degree being a node’s
number of connections to different nodes). Networks in which nodes are preferentially
connected to nodes with similar degree are called assortative. In this case a positive degree
assortativity (0� r ≤ 1) indicates a positive correlation between the degrees of neighbouring
nodes. Networks in which nodes are preferentially connected to nodes with different degree
are called disassortative and in this case degree assortativity is negative (0 � r ≥ −1).
In networks with zero degree assortativity, there is no correlation between the degrees of
connected nodes, i.e. nodes do not exhibit a preference for one or the other. Formally,

r =
∑

ij ij(ei,j − q(i)q(j))
σ(q)2 ∈ [−1, 1] (5)

where eij is the fraction of all links in the network that join together nodes with degrees i
and j, q(i) =

∑
j ei,j , q(j) =

∑
i ei,j and σ(q) is the standard deviation of the distribution of

q. The term q(i)q(j) is the equivalent to the expected value of ei,j inferred from a random
network. Therefore, if r = 0 the pattern of interconnection between nodes is also random [4].
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3 Comparative Analysis of OSS Communities

As described above, the preliminary results presented here have been obtained for the LCC of
the network of monthly collaborations in terms of CC and ASSIGNEE interactions. While
Table 1 shows the aggregate measures averaged over all time windows for every project in
our database, due to space constraints we limit the presentation of the dynamics of the
social organisation to the projects Gentoo and KDE (both Gnu/Linux related projects)
as well as Eclipse and NetBeans (both Java IDEs). These have been chosen because a)
their communities are of comparable size and age, b) the respective pairs of projects address
similar problem domains and c) they represent contrasting examples with respect to the
measures studied in this paper.

Figure 1 shows the evolution of the number of nodes in the LCC, its assortativity,
clustering coefficient and closeness centralisation for these four projects. For all projects, the
fraction of nodes in the LCC is rather stable with values between 0.7 and 1 consistent with
the aggregate values given in Table 1. The same is true for the evolution of the mean degree.
We thus omit these plots. The four projects show significant differences in the evolution of
the clustering coefficient that cannot be explained by mere size effects. In the particular time
frame between 2006 and 2008, the clustering coefficient of the Eclipse community (≈ 0.15)
was roughly ten times higher than that of the Gentoo community (≈ 0.01), although the
LCCs of both communities were of comparable size (≈ 500 nodes). In addition, the clustering
coefficient of the Gentoo community shows an interesting dynamics, dropping to a very
small value between 2006 and 2008 and increasing thereafter.
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Figure 1 Evolution of structural measures of the LCC in the monthly Bugzilla collaboration
networks. (a-d): Gnu/Linux related projects Gentoo (black) and KDE (green), (e-h): IDEs
Eclipse (black) and NetBeans (green).

A different perspective of the structural change the Gentoo community was undergoing
is given in Figure 1(d) which displays a visible plateau in the closeness centralisation of the
network within the same period. In fact, as can be seen in the network depicted in Figure
2(a), in the period between 2006 and 2008 most of the collaborations were mediated by a
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(a) Gentoo (Jan/2006)
nodes = 535, edges = 785

(b) KDE (Feb/2011)
nodes = 543, edges = 630

(c) Eclipse (Jan/2010)
nodes = 502, edges = 868

(d) Netbeans (Sep/2008)
nodes = 566, edges = 2753

Figure 2 Four monthly collaboration networks with comparable size showing largely different
social organisation (the network visualisation was generated by Gephi [1]).

single central community member, while the social organisation of the Eclipse community
depicted in 2(c) was structured in a much more homogeneous way. The evolution of degree
assortativity is captured in Figures 1(b) and 1(f). Both the level of degree assortativity
as well as its dynamics differ across the projects. The collaboration network of Eclipse
exhibits a tendency towards assortative structures (meaning that high degree nodes are
preferentially connected to high degree nodes). The opposite is true for the KDE and the
Gentoo communities which show a tendency towards disassortativity. We thus argue that
assortativity is suitable to further differentiate the social organisation of OSS communities.

4 Conclusions and Future Work

We have studied measures that capture different structural dimensions in the social orga-
nisation of OSS projects. Our analysis is based on a comprehensive dataset collected from
the bug tracking communities of 14 major OSS projects. We view the social organisation
from the perspective of time-evolving networks and highlight how projects, although similar
in terms of size, problem domain and age, a) largely differ in terms of clustering coefficient,
assortativity and closeness centralisation and b) that some projects show interesting dynamics
with respect to these measures that cannot be explained by mere size effects. We argue
that the phase of high closeness centralisation and low clustering coefficient observed in the
Gentoo community between 2006 and 2008 may be interpreted as a lack of social cohesion
which can possibly pose a risk for the project.

While our results are necessarily preliminary, we currently extend our work by adding
spectral measures like algebraic connectivity and inequality measures like the Gini index
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that can highlight further differences in the social organisation [13]. A detailed case study is
under preparation [14] and further includes community performance indicators (e.g. response
times, bug fixing times and fraction of open issues) that can be mined from our dataset. The
eventual goal of our project is the provision of multi-dimensional indicators for the social and
technical organisation of OSS projects that are correlated with performance and that can be
considered in the management and evaluation of OSS projects [12, 15, 10]. Such indicators
can be useful when taking informed decisions about which OSS project to invest in or rely on.
Furthermore, due to the distributed nature of collaborations, individuals often lack a global
perspective on evolving communication and coordination structures, even though these can
influence long-term success. An inclusion of suitable indicators in community platforms like
e.g. Bugzilla can assist in determining risks and allow project managers to timely react by
shifting responsibilities, fostering information flow or changing organisational procedures.
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Abstract
During the emergence of Web 2.0, the methodologies and technologies of E-learning have de-
veloped to a new era, E-learning 2.0, emphasises on social learning and the use of social interaction
tools. The students are the main end-user of the E-learning 2.0 systems, so it is essential to take
students’ opinions into consideration during the design process of such systems. The We!Design
participatory design methodology is proposed for incorporating undergraduate students in the
development of educational systems. This pilot study aims to investigate how the We!Design
methodology would work and what the results might propose, and gather initial preferences and
improve the quality and efficiency of the larger scale studies in the future.
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1 Introduction

The We!Design is a student-centred educational system design methodology, which supports
typical content-independent educational processes and can be easily applied in real educational
contexts [1]. Undergraduate students are the main end-users of the e-learning systems, and
they have substantial abilities to propose the problems and even the solution to the problems
according to their e-learning experience. Besides, undergraduate students, especially those
who are studying computer science, are willing to participate in the process of educational
system design [2]. The design process involves both the system designers and the students,
and provides a tool to exchange knowledge between them [3], hence helps system designers
gather the potential end-users’ real needs.

As one of the participatory design methodologies [4][5], the We!Design engages under-
graduate students, the potential end-users of the results of the design activities, as important
participants in the design process. With the coordination of coordinator(s), the students
participate in the design tasks and make design decisions by cooperating and discussing.
Comparing to other participatory design methodologies, the We!Design methodology 1)
requires a short period of time of cooperation between designers and students, which makes
it easier to involve and motivate students; 2) towards the design of learning systems rather
than learning content, which supports content-independent educational process, such as
note-taking and various forms of assessment; 3) exploits the design competencies of highly
computer-literate students rather than the participation of the students with average techno-
logical knowledge, which is conductive for the students to contribute to the user interface
prototype design in an efficient manner [6]. For these reasons, we choose the We!Design as
the participatory design methodology in our research.
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Figure 1 The We!Design Methodology [1].

This pilot study conducts the We!Design methodology in a small scale experiment. The
main goals of this study presented in this paper are: 1) exploring how the We!Design
methodology would work and what the results could be proposed; 2) gathering initial
preferences and improving the quality and efficiency of the larger scale experiments in the
future. The remainder of the paper is organized as follows. Section 2 describes the process
of the experiment applied the We!Design methodology and the experiment results. Section
3 discusses the problems occurred in the experiment and the possible solutions. Section 4
draws the conclusions.

2 Experiment

As shown in Figure 1, the We!Design methodology contains 2 phases. In the first phase,
several parallel design sessions take place with small groups of students. Each design session
is conducted with the coordination of coordinator(s), in order to guide the students and
facilitate their collaboration during the whole session. This session includes 3 stages, needs
collecting, tasks sequencing and prototype. By going through the session, a requirements
list and a low-tech prototype are expected to be proposed. In the second phase, the system
designers analyse the results proposed in the first phase and synthesize them in a single
system with an ordered requirements list [6].

In this study, the experiment was conducted with the participation of 2 coordinators
and 6 fourth year undergraduate students. One coordinator was a computer science Ph.D.
from the University of Nottingham; the other coordinator was a computer science Ph.D.
student from the University of Warwick. The students were from the Computer Department
of ‘Politehnica’ University of Bucharest, Romania, studying a course on ‘Semantic Web’.

A short seminar was conducted at the beginning of the experiment, in order to introduce
the experiment process, explain the experiment goals, and recall the required background
knowledge such as how to design a system and what an e-learning system is. With some case
studies of e-learning systems, the students became more confident to discuss and present
their ideas, so the coordinators could focus on time controlling and summarizing.
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2.1 Phase 1: Design Sessions with Students
Two parallel design sessions were conducted in the first phase. Each design session involved
2 coordinators and 3 students, and lasted for about 2.5 hours. One coordinator was a
human computer interaction (HCI) expert preserving the usability of the system; the other
coordinator was an e-learning system expert preventing the students from going too far away
from the system design goals. Besides, both coordinators were also in charge of guiding and
facilitating the students to go through the session, and providing support without interfering
in the process of decision making. In front of the students, there was a table with pens and
big white paper for the students to record their ideas and draw the user interface of the
prototype. The experiment process was recorded by a video camera, so the coordinators
could focus on guiding the experiment and noting the problems occurred [1].

In the first stage, the students were asked to extract a set of needs for the new e-learning
system based on their experience of using such systems. Initially, the students proposed
the important features that they expected to be provided by an e-learning system and the
problems they found during using e-learning systems. Next, they summarized all the ideas
into a needs list, and continually elaborated, categorized and evaluated these needs. Finally,
97 raw needs were proposed and ordered into a requirement list according to their importance.

The second stage aimed to satisfy the needs proposed in the first stage, by describing the
interactions between end-users and the system. Personas and scenarios [7] were adopted to
describe the process. A persona is a ‘hypothetical archetype’ of an actual user. S/he is not a
real person, but is used to represent a real persona in the design process [8]. A scenario is a
description of a persona who is using a system to fulfil several tasks in a specific context to
achieve goals [9]. 4 personas were created to represent the types of users in the use scenarios.
One of the examples designed by the students is:

Bob is a freshman, taking the module of ‘Java programming language’. He hasn’t learnt any
other programming languages before, so there are several concepts that he doesn’t understand,
such as the reason of Object Serialization and the difference between Interfaces and Abstract
Classes. He is keen to get the answers by discussing with his friends rather than reading a
chapter. He finds Alex has lots of programming experience, so he decides to ask Alex. Bob
sends a message to Alex to describe his problems. Alex describes his understanding about
Object Serialization. And then Bob asks him to send some coding examples.

At the end of the second stage, one student in the group presented the task sequences,
while the HCI expert coordinator wrote down the task sequences during the discussion.

In the third stage, the task sequences were refined and converted into more concrete
system requirements. The students were asked to identify the key features of the task
sequences, in order to sketch out the layout and the user interface for the low-tech prototype
on the big white paper (shown in Figure 2). At last, a stereotypical role-play testing was
conducted, to evaluate the usability and note the problems and potential solutions.

Figure 2 User interface of the prototype for the e-learning system.
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2.2 Phase 2: Application Synthesis
In the second phase, the requirements proposed during the design sessions were synthesized
into the final system [6]. Firstly, the system designer gathered the requirements from the
two sessions, grouped the similar requirements, and removed the duplicates. Subsequently
the importance of these requirements was estimated according to the number of times the
requirement appeared in the design sessions and importance suggested by the students.
Finally, the designer synthesised a list containing 28 requirements, ordered by the importance,
and divided them into 4 categories, which represent the main areas for which features could
be built within a system, as shown in Table 1.

Table 1 The Final Requirement List.

Category Requirement N1) I2)

Learning

Use multiple types of files, e.g. PDFs, photos, videos, slides, etc. 5 1
Tag and flag up topics in the learning path 1 2
Take tests after learning a topic 4 3
Get assessment and feedback from teachers 5 4
Access to open learning resource, e.g. Wikipedia 6 5
Search learning resource within and outside of the system 6 6
View learning progress in percentage 5 7
Contribute to learning materials by creating and uploading files 3 8
Choose to view the whole or partial learning path 1 9

Social Networking

Create groups that are registered for the same topic 3 1
Share and/or recommend learning materials 2 2
Ask and answer questions of other students 5 3
Discuss the current learning topic with other students 6 4
Use feedback & questions forum at the end of each lesson 5 5
Use communication tools to chat and leave messages 4 6
Write comments/notions wherever and whenever they want 5 7
Create groups that share common learning interests 4 8
View history discussion when selecting a particular topic 1 9

Adaptation

Recommend topics according to student’s knowledge level 4 1
Recommend other topics according to the current learning topic 5 2
Recommend topics by referring to other students’ rating 2 3
Adapt learning path according to learning progress 2 4
Adapt learning tools according to student’s user-level 1 5

Usability

Use graphical user interfaces 4 1
Get instructions and tips 3 2
View system status 2 3
Select full screen option 1 4
Set themes, layout, etc. 2 5

1) N: The number of times the requirement appeared in the students’ suggestions, in one form or another;
2) I: The average importance of the requirement proposed by the students from the two design sessions.

3 Discussions

The cold-start problem appeared as expected. At the beginning of the experiment, the
coordinators explained the process and goals of the experiment, and introduced some
required background knowledge followed by several case studies, but it was still not easy to
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get the students started, because they were afraid of proposing something that might not
make sense. Therefore, the coordinators should have the ability to recognize the students’
problems and find out good solutions and encourage them to participate in the discussion and
presentation. One feasible method is to ask some open-ended questions and give some typical
answers, so the students can realize what kinds of questions and answers are appropriate.

In the needs collecting stage, the students tended to explore the solutions to satisfy the
needs as well, but the objective of this stage is to focus on needs collection rather than to
find the solutions. Hence the coordinators should remind them in appropriate way and stop
them in time. Personas and scenarios were adopted in the stage of tasks sequencing. It is
necessary to keep in mind that people are diverse; they have different experiences, different
expectations and different preferences, so it is difficult to design for all of them. The solution
Cooper proposed is to identify the primary persona as the individual “whose needs must be
met, but whose needs cannot be met through an interface designed for any other personas”
[9][10]. Scenarios are short, fictional stories that describe a set of tasks and interactions of
the personas. The more-detailed scenarios can provide more information for tasks sequencing,
but due to the short period of time, the coordinators should guild the students to design an
appropriate level of detail. In the prototyping stage, some design flaws were founded, and
the students might be reluctant to fix them or need extra time. The coordinators should
encourage them to fix the flaws as well as control the time, because even incomplete work
can still help to inspire the system designers.

In the application synthesis phase, an ordered requirement list was proposed in a generic
detail level, which means it is necessary to generate the requirements specification (interme-
diate detail level) and then the application specification (high detail level) in the next step
[11]. Besides, the system requirements were arranged by the system designers, according
to students’ content-based descriptions, so it is possible for the designers to misunderstand
students’ intention. Therefore, it is necessary to ask the students to check the consistency
between the reorganized requirements and their original ideas.

4 Conclusions

In this paper, we have applied the We!Design participatory design methodology in a small
scale experiment for a pilot study. Two coordinators and six computer science undergraduate
students were involved in the experiment. Two parallel design sessions were conducted in
the first phase. The students went through the stages of needs collecting, task sequencing
and prototype designing, and proposed a requirement list and a low-tech prototype. In the
second phase, the system designer synthesised the requirements proposed in the first phase
into the system requirement list, categorized them according to the features that could be
built within a system, and sorted them according to the importance.

We discussed the problems occurred during the experiment process and investigated the
possible solutions. The key to better conduct the experiment is to encourage the students to
participate in discussion and presentation. Due to the lack of time, the coordinators should
keep the balance between the detail level of discussion and time controlling, and it is better
that they provide some tools and tips during the experiment, e.g., personas and scenarios.
We also discussed the importance of mutual understanding between the system designers
and the students. A feasible way is to ask the students to check the consistency.

This pilot study helped us to explore the requirement analysis experiment applied the
We!Design participatory design methodology. A much larger study will be conducted in the
future to analyse the system requirement for a real e-learning system design.
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Abstract
The subject of automated negotiations has received a lot of attention in the Multi-Agent Sys-
tems (MAS) research community. Most work in this field on the auction design space, on its
parametrization and on mechanisms for specific types of auctions. One of the problems that have
been recently addressed consists in developing a generic negotiation protocol (GNP) capable of
governing the interaction between agents that participate in any type of auction. Though much
has been said on this matter, the current results stop at the XML representation of specific ne-
gotiation mechanisms. In this paper we propose a declarative approach for specifying a generic
auction protocol by using Belief-Desire-Intention (BDI) agents and the Jason programming lan-
guage to represent the entities that communicate in an auction. In order to validate the claim
on the generality of the proposed approach we have used the GNP to model two negotiation
mechanisms: one for the English auction and one for the Dutch auction.
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1 Introduction

Generally speaking, a negotiation is a bargaining (give or take) process between two or more
parties (each with its own aims, needs and viewpoints) seeking to discover a common ground
and reach an agreement to settle a matter of mutual concern or resolve a conflict1. Negotiation
is employed in many areas, such as: law, business, air and marine traffic management, trade,
parenting, hiring a.o.

A notable subfield of negotiations is represented by auctions which are also the focus of
the present paper. An auction is a process of exchanging possessions through buying and
selling by offering them up for bid. A person or an organization may use auctions to sell
goods or services by making them available to the public, setting an initial price and then
receiving offers. In the general case the winner of the auction is the buyer that makes the
greatest bid.

The importance of this subject is supported by the popularity and the use of hundreds of
web sites that have transformed auctions into an open process, in which thousands of items
may be offered for bidding by anyone from anywhere at any time2. All these sites offer the

1 http://www.businessdictionary.com
2 The five most reliable, renowned and diversified online auction sites with respect to user options, according

to a 2012 survey conducted by TopTenReviews (http://online-auction-sites.toptenreviews.com/),
are: eBay, WebStore, eBid, OnlineAuction and OZtion
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possibilities of selling and buying which must be performed by human operators. This last
observation leads to some interesting questions that form the starting point of the current
research: is there a way to automate the negotiation process? Can negotiations be carried
out between computers with minimum human input? And can such a process be universally
applied to any kind of auction?

Researchers [1, 2] that tried to answer these questions reached the following results: any
negotiation can be considered as an interaction between a mechanism and a strategy. The
mechanism (or protocol) is a set of rules that must be followed by participants in order to
communicate and it is public, while the strategy describes the behavior of a negotiation
participant and it is used for reaching his or her private goals [1]. Although many models of
automated negotiations such as: bargaining, auctions[4, 5], multi-commodity negotiations
a.o. have been brought forward, this paper discusses the model proposed in [1] and describes
a possible extension of the GNP from an English auction to a Dutch auction using the Jason
agent programming language [6].

Our choice is justified by the fact that [1] identifies a minimal generic protocol and a
declarative approach of representing rules and constraints specific to negotiation types, it
highlights a set of basic concepts that could be part of a core negotiation ontology and it
presents the initial prototype for the English auction which served as a starting point for
the present implementation. With respect to the chosen programming language, there were
three reasons that made its employment appropriate: (1) Jason supports the declarative
programming paradigm, closer to logic programming; (2) it is implemented in Java which
makes it multi-platform; (3) a Jason multi-agent system can be easily distributed over a
network (for example, by using JADE).

The paper is structured as follows. In Section 2 we outline the context that led to this
approach of a GNP. Section 3 demonstrates the specific approach by providing code samples
and by offering details on how the initial prototype from [1] was extended. Finally, Section 4
summarises the results and presents the conclusions.

2 Background and Related Work

Most of the papers that deal with the subject of automated negotiations are focused on
describing specific protocols for different kinds of interactions. However, in what follows, we
will only produce a brief description of those that tackle the problem of a generic protocol
and that have influenced the present work.

Article [3] presents an electronic market architecture whose main asset is a declarative
auction language (DAL) expressed by means of an XML representation. Rolli et al. claim that
such a language makes possible the design of auction mechanisms, code generation, deployment
of market instances and modelling of participants’ behaviour. Albeit its expressiveness, the
computational complexity of the model is a real drawback especially when there are introduced
more mechanisms. On the other hand, using an interpreter for declarative programming
languages like Jason is more efficient. Additionally, its similarity to logic programming
simplifies the process of specifying new negotiation mechanisms.

Article [2] opens the way for a universal protocol by proposing a generic software framework
for automated negotiation. Bartolini et al. argue that the presented interaction protocol is
simple enough and it can be used in all circumstances. Moreover, a taxonomy for negotiation
rules is presented, which identifies and outlines the different roles of agents within an auction.
Although very helpful for this research, the illustrated approach is relatively limited because
it only addresses the problem from the perspective of the negotiation host, i.e. the agent
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that controls the negotiation process. Nevertheless, the paper remains important because
the proposed taxonomy has been incorporated into the declarative framework in order to
delimitate between the different stages of an auction.

Article [1] represents the foundation for the present implementation model since it
addresses the problem from the perspective of both the auction host and the participant.
The authors bring to the forefront of the architectural model three types of agents:

Auction Service (AS) It manages the auction related activities like: auction creation,
auction termination and it keeps track of all the current auctions by containing an auction
directory;
Auction Host (AH) (see Sec. 3.1);
Auction Participant (AP) (see Sec. 3.2).

Another interesting observation of the authors is that, from a conceptual point of view,
the above agents can be described by means of the following equations:

AH = GNProlehost + DNMhost
AP = GNProleparticipant + DNMparticipant + CNS

where:

GNP is the Generic Negotiation Protocol that governs the interaction between agents;
DNM is the Declarative Negotiation Mechanism (see Sec. 3.3);
CNS represents the Custom Negotiation Strategy and it is specific to a given AP as it
can be noticed from the second equation. Nevertheless, the CNS must be consistent with
the DNM. Its purpose is to help the agent take the appropriate steps (that remain within
the limits of the DNM) in order to achieve its own aims3.

Since the proposed prototype was rather simple and illustrated only the workflow of an
English auction, the general character was not fully achieved. As a result, we have set the
goal for this paper the extension of its applicability. In what follows, we will discuss the
changes on the original model and the improvements that we propose.

3 Implementation Details

From the three agent types specified in the previous section, only the AH and the AP will
be presented at large, since they illustrate better the improvements brought to the model
proposed in [1]. Nevertheless, one important observation must be made on the AS: it creates
a new auction instance (AIN) based on a short description (which consists of the auction
type and the product name) offered by the auction initiator participant (AIP). This can be
considered the first situation of auction parametrization because the AIN is informed of the
specific type of auction that it will manage.

3.1 Auction Host
The auction host is a unique agent per auction instance and it represents the authority that
governs the auction. According to [2], AH plays the following roles: gatekeeper (decides
which agents can be submitted to negotiation), proposal validator (verifies if a proposal

3 For more details on the architecture please consult [1]

ICCSW’12



132 An Implementation Model for Automated Negotiation

satisfies the negotiation template), protocol enforcer (determines the circumstances in which
a participant may post a proposal), information updater (changes the parameters of the
negotiation as it unfolds), negotiation terminator (specifies when no more proposals may be
posted) and agreement maker (chooses from a set of valid proposals the one (those) that
should be turned into an agreement(s)).

Due to the fact that Jason agents pursue their goals by applying plans which are compliant
with their beliefs and rules (for more details see reference [6]), the definition of an AH’s
behavior comes easily.

+register[source(A)]
: can_register(A)
<- +registered(A);

?buy_it_out(Sum);
?increment(Increment);
?items(Left_items);
?last_offer(Offer);
?state(State);
.send(A, tell, registered(info(Sum,Increment),
status(Offer, Left_items, State))).

+fold[source(A)]
: registered(A)
<- -registered(A);

.send(A, tell, not_registered).

Listing 1 The Auction Host – gatekeeper role implementation.

In order to illustrate its role as a gatekeeper the register and fold plans were considered
(see listing 1). That is, every time the AH receives a request of registration or withdrawal from
an AP, it applies one of the implemented plans based on some conditions (can_register(A),
registered(A)). The conditions may vary from one auction to the other so they are specified
by the DNM. The other roles of the AH have been outlined through a set of plans and goals
illustrated in listing 2.

+bid(Offer,Items)[source(A)]
: check_protocol(A)
& check_proposal(Offer,Items)
& not(terminate(Offer,Items))
<- -+state(processing);

!update_status(A,Offer,Items);
!inform_participants(A,Offer);
-+state(bidding).

+!close
: check_winner
<- ?initiator(I);

-+state(closed);
?bidders(A);
.send(I, tell, winner(A));
.send(A, tell, winner).

Listing 2 The Auction Host – proposal validator, protocol enforcer, information updater and
negotiation terminator roles’ implementation.

The modifications made with respect to the initial model are the following: the “buy-
out” and the fold options were introduced and new goals were created (update_status and
inform_participants) in order to outline the different roles of the AH and also the phases of
an auction.

3.2 Auction Participant
The AP only registers for an auction, receives a minimal description of it (which was not
present in [1]) and, based on that description, it chooses the strategy that bests suits its
goals. In this case, there have been implemented three kinds of strategies: firstly, if there is
a “buy-out” sum and it is public (the Sum parameter must be a non-zero number), then
it offers the sum immediately (aggressive bidder); secondly, if there is no “buy-out” sum
and it is an ascending auction (Increment is positive), then strategy one is applied, i.e. it
continuously bids and increases the last offer by Increment units until the auction closes or
it is declared winner; thirdly, if there is no “buy-out” sum and it is a descending auction
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(Increment is negative), then strategy two is applied, i.e. as long as the last accepted bid
is greater than its available amount of money it remains idle and when the offer is lowered
enough it starts bidding by decreasing its last offer until the auction closes or it is declared
winner. Listing 3 displays the selection of the second strategy (which follows the rules of an
English auction), the others being similar. We also present the implementation of the third
strategy that conforms to the rules of a Dutch auction.

Note that selecting a suitable bidding technique only depends on whether there is a "buy
out" sum and whether the increment is positive or negative which naturally leads to a poor
strategy. Additionally, the type of AP displayed here is that of an aggressive bidder.

+registered(info(Sum,Increment),
status(Offer, Left_items, _))

: Sum==0 & Increment>0
<- -+current_quote(Offer);

+increment(Increment);
-+items(Left_items);
+strategy(1);
!bid_strategy1.

+!bid_strategy2
: not(accepted) & amount(Amount) &

items(No) & No>0 & current_quote(Quote) & Quote<=Amount
<- ?auction_host(AuctionHost);

-+current_offer(Quote);
.send(AuctionHost, tell, bid(Quote, 1)).

Listing 3 The Auction Participant - strategy determination and implementation.

3.3 Declarative Negotiation Mechanisms for English and Dutch
Auction

The DNM depends on the type of negotiation and it is used for customizing the GNP. It
is a layer of the architecture which differentiates between auction types. In the present
implementation model it consists of a set of rules (and goals) that the AH applies (and pursues)
during the course of an auction and it follows the taxonomy proposed in [2]. This classification
identifies conditions for: admission of participants (can_register(A)), proposal validity
(check_proposal(Offer,Items)), protocol inforcement (check_protocol(A)), updating status
and informing participants (update_status(A,Offer,Items), inform_participants(A,Offer)),
lifecycle of negotiation (terminate(Offer, Items)), agreement formation (this part of the
auction has not been implemented yet but it is considered for future work). The rules and
goals that differ the most between the two auction types are illustrated by listing 4:

// Dutch auction
check_proposal(Offer,Items)

[state(bidding)] :-
asked_price(AskedPrice) &
items(Left_items) &
Left_items>=Items &
Offer <= AskedPrice.

+!update_status(A,Offer,Items)
<- .time(H,M,Sec2);

?items(I);
?increment(Increment);
?asked_price(AskedPrice);
?bidders(B);
-+last_offer(Offer);
-+items(I-Items);
-+bidders([A|B]);
-+asked_price(AskedPrice+Increment);
-+last_update(Sec2).

// English auction
check_proposal(Offer,Items)
[state(bidding)] :-

increment(Increment) &
last_offer(Quote) &
items(Left_items) &
Left_items>=Items &
Offer >= Quote + Increment.

+!update_status(A,Offer,Items)
<- -+last_offer(Offer);

-+bidders([A]).

Listing 4 Dutch versus English auctions DNM.
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4 Conclusions

In this paper we have presented a new version of the prototype of a GNP proposed in [1].
The improvements relate mainly to AH and AP implementation. On the one hand, the AH
displays a better separation of roles which also leads to a better organization of an auction’s
workflow. On the other hand, the AP may choose from different strategies the one that
complies with the current rules based on a description of the auction and not its name. Thus,
there is no need to create one agent for each kind of auction.

We believe that this approach to a declarative specification of a GNP may bring satisfactory
results in the pursuit of creating a generic framework for automated negotiations. However,
the current results suggest that the more comprehensive the protocol becomes, the harder
it is to determine a variety of negotiation strategies. A compromise may consist in simple
strategies that fail to use all the choices that a type of auction offers. We think that this is
an interesting direction that should be pursued in future research.
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Abstract
Modern MPI simulator frameworks assume the existence of a Computation-Communication Di-
vide: thus, they model and simulate the computation and communication sections of an MPI
Program separately. The assumption is actually sound for MPI processes that are situated in
different nodes and communicate through a network medium such as Ethernet or Infiniband.
For processes that are within a node however, the validity of the assumption is limited since the
processes communicate using shared memory, which also figures in computation by storing the
application and its associated data structures.

In this work, the limits of the said assumption’s validity were tested, and it is shown that
Extraneous Memory Accesses (EMAs) by a compute section could significantly slow down the
communication operations following it. Two general observations were made in the course of
this work: first, more EMAs cause greater slowdown; and second, EMAs coming from the com-
pute section of the processes containing the MPI_Recv are more detrimental to communication
performance than those coming from processes containing MPI_Send.
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1 Introduction

Many current MPI simulator frameworks such as BSIM[10], WARPP[5] and SST-Macro[7]
work on the assumption of a Computation-Communication Divide. This assumption states
that a message passing program could be divided into two components, the computation
section and the communication section, each of which could be simulated independently of
each other. This assumption is currently being applied both to processes that are within a
single node, and those that are located in different nodes.

The Computation-Communication Divide is actually a reasonable assumption for pro-
cesses that are between nodes: computation would be the program segments that a processor
would handle, while communication would be taken care of by the NIC, routers, and inter-
connects. The two segments perform independently of each other.

For processes that are in the same node however, the divide is not as clear-cut. The
issue lies with the fact that in contrast to internode communication that relies on a dedic-
ated interconnect such as Ethernet or Infiniband, intranode communication relies on shared
memory. Aside from facilitating intranode communication, the memory subsystem is also
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involved in the process of computation: it stores data and instructions for the application
being executed.

Given the importance of intranode MPI in future systems, it is of interest to many to
know up to what extent currently held assumption about intranode communication holds.
This is the focus of this work: in particular, it investigates how Extraneous Memory Ac-
cesses(EMAs) affect the communication between MPI processes executing in a single node
setup. By "Extraneous Memory Accesses", the authors mean memory accesses that do not
figure in the communication process itself, and thus involve data structures that are not
being sent between processes. Two possible locations from which EMAs could come from
are tested: the sending process and the receiving process.

The rest of the paper is organized as follows: the methodology and system used are
described in Section 2, the results are presented and discussed in Section 3, and paper is
concluded in Section 5.

2 Methodology

A custom microbenchmark called PaMPIck was developed for this work. PaMPIck is primar-
ily based on a simple loop enclosing a send-receive operation pair between Process 0 and
Process 1. The loop iterates 100 times. The data being transferred in each send-receive is
composed of the first 100 elements of a 1 million element integer array. Each process has 2
1-million member integer arrays: a send array and a receive array. Given that each integer
is 4 bytes, 400 bytes were transferred in every iteration, from the sending process’ send array
to the receiving process’ receive array. Other sizes for the data being transferred(aside from
100 elements) were tested, but were not included in this paper for conciseness. The data
being transferred between the sending process and the receiving process is never changed
between send-receive iterations. The values for the 100 elements are assigned before the
very first send-receive, but never changed after that. In a way, this is to actually encourage
maximum cache reuse in the send-receive pair.

for(iterator = 0; iterator < 100; iterator = iterator + 1)
{

MPI_Barrier
PAPI_start(EventSet)

if (my_rank==0) MPI_Send
else MPI_Recv

PAPI_read(EventSet, values)

//---accumulation of PAPI event
counts from the iteration---//

PAPI_stop(EventSet, values)
%%%%%%%---variable section, depending on setup---%%%%%%%
%%%%%%%---either---%%%%%%%

if(my_rank == 0)
{

for(iterator2 = 0; iterator2 < limit;
iterator2 = iterator2 + 1)
{

receivearray[iterator2] = iterator;
}

}
%%%%%%%---or---%%%%%%%

if(my_rank == 1)
{

for(iterator2 = 0; iterator2 < limit;
iterator2 = iterator2 + 1)
{

sendarray[iterator2] = iterator;
}

}
}
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Depending on the setup being tested, EMAs were done between send-receive operations.
Two kinds of EMAs were tested: those at the sending side(Process 0), and those at the
receiving side(Process 1).

Inducing EMAs consists of changing the values of some members of the array not being
used by the process for the send-receive operation: this is the receive array for Process 0(the
sending side), and the send array for Process 1(the receiving side). These represent accesses
done by processes participating in the send-receive on memory elements that do not figure
directly with the data being sent or received: in real situations, these could correspond to
intermediate or scratch variables.

Each send receive operation was measured using PAPI[9], and the following events and
parameters were recorded: virtual cycle time, number of instructions, number of cycles, L1
data cache misses, L2 data cache misses and LLC(last level cache) misses. To make sure
that the values being read by PAPI are accurate, each send-receive is preceded by a barrier:
this is necessary so that the times and cycles being spent for doing EMAs would not reflect
on the values measured by PAPI. The number of cache misses incurred during program
execution is very sensitive to many factors such as other programs concurrently running in
the system. Therefore, utmost care was taken to ensure that all experiments were carried
out in identical conditions as much as possible.

The processor used in this study is an Intel Core i5-2430M, running at 2.40GHz. The i5
is a dual core processor, with three levels of cache memory. Each core has two 32 KB first
level caches, one for instruction and one for data. The L2 cache is shared between data and
instructions, and is sized at 256 KB. It is core specific. The 3MB 3rd level cache is shared
among all cores in the processor.

The operating system of the platform is Linux kernel version 3.0.0-15. Programs were
compiled using gcc 4.6.1, with the -O0 optimization flag. The MPI implementation utilized
was OpenMPI[4] 1.4.3, and programs were ran with the "–bind-to-core" flag.

3 Results and Discussion

3.1 Latency: Send-side EMAs and Receive-side EMAs
For the EMAs coming from the Send-side and the Receive-side, several values were tested.
The values ranged from no extraneous array entries(0 bytes) modified between iterations
to the entire extraneous array being modified(4 Mbytes) between iterations. Values were
separated by increments of 100 elements or 400 bytes, resulting in a total of 10,000 runs for
each side.

The resulting average virtual/system times(or latencies) taken by the MPI_Recv for
setup with the Send-side EMAs are shown in Figure 1a, while those with the Receive-side
EMAs are shown in Figure 1b. Only the MPI_Recv data is shown primarily for the purpose
of brevity. It is nevertheless definitive of the send-receive pair, since a send-receive pair
could only be considered finished upon the successful completion of the receive half. Also,
according to measurements, an MPI_Recv operation significantly takes up more time than
its MPI_Send counterpart.

An immediate observation that could be made about the two graphs already presented
is the scattering of the values: the relationship between the number of bytes modified and
the operation time is definitely not linear for either setup. Nevertheless, despite the lack
of a perfectly linear relationship, it is clear that the time values do tend to increase as
the number of bytes modified between iteration increases. Of particular interest to us is the
development of the latency lower bound line, or the line defining lower boundary of the region
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Figure 1 Average latencies for MPI_Recv, send-side EMA setup and receive-side EMA setup.

formed by the aggregation of data points. For instance in Figure 1b, while the average time
values fluctuate, the graph shows that beyond 238,400 bytes modified between iterations,
the latency would no longer go lower than a microsecond; beyond 2,337,000 bytes, it would
no longer go below 2 microseconds.

The First General Observation of the paper could now be stated: while the latency
of a receive operation could fluctuate up and down, there is always a lower bound value below
which it will never go lower than, and that value increases as the number of bytes modified
by the preceding compute section increases.

It is interesting to note that most MPI microbenchmarks also utilize repeated send-
receive pairs when measuring latency or bandwidth, not unlike what was utilized in this
study. The send-receive pairs in many of these benchmarks are usually separated by very
little if any computation, and thus correspond nicely with the leftmost part(bytes = 0) of
Figure 1a and Figure 1b.

3.2 Cache Misses: Send-side EMAs and Receive-side EMAs

As for the underlying reason behind the general increase in latency as the the number of
modified bytes increases, results indicate that the latency trend follows the trend of the
average LLC or Level 3 cache miss very closely. This makes is to be expected, since the
latency for cache misses in the last-level cache is several times larger than those in higher level
caches[6]. Like the latency, the number of cache misses also tend to fluctuate and form dense
scatter graphs. For ease of presentation, scatter graphs for the average cache misses were no
longer plotted. Instead, the lower bound of the region formed by the conglomeration of data
points was derived and plotted. This was done for all three cache levels. The extraction
process consisted of taking the minimum of 100-data point exclusive windows, with the first
window covering data points 1 to 100, the second window covering 101 to 200, etc. The
lower bound lines for the 3 cache levels of the receive side are plotted in Figure 2a.

It could be observed that on the side of the receive side, the number of L1 cache misses
always dominate and plateau early, followed by the 2nd level cache(Figure 2a). The number
of 3rd level cache misses start rising very slowly and plateaus much later than the other
two caches. Take note that the 3rd level cache is shared between all cores, so ascribing
the number the misses at that level to a specific core or process with absolute certainty is
difficult.



W.M. Tan and S.A. Jarvis 139

0 500000 1000000 1500000 2000000 2500000 3000000 3500000 4000000 4500000
0

10

20

30

40

50

60

70

80

90

L1 L2 L3

Bytes

M
is

se
s

(a)

0 500000 1000000 1500000 2000000 2500000 3000000 3500000 4000000 4500000
0

10

20

30

40

50

60

70

80

90

L1 L2 L3

Bytes

M
is

se
s

(b)

Figure 2 Average cache misses for MPI_Recv, receive-side EMA setup and send-side EMA
setup.
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Figure 3 Lower bound and Upper bound values for the average latencies of MPI_Recv.

3.3 Comparison: Send-side EMAs vs Receive-side EMAs
To be able to compare the effects of Send-side EMAs and Receive-side EMAs, the upper
bound and lower bound lines of Figure 1a and Figure 1b were plotted in Figure 3a and
Figure 3b. The technique was the same as the one used in Section 3.2, with the exception that
the window maximum was taken for the upperbound instead of minimum. The minima(one
from each side) are then plotted in Figure 3a, and the maxima in Figure 3b.

Figure 3a, shows that for an equivalent number of EMAs, those from the Receive side
actually result in better(lower) bound values than those from the Send side. However, from
Figure 3b, it is apparent that in many instances, the Receive side has higher upper bound
values than the Send side.

Distribution-wise, the latency values produced by the Send-side EMAs(Figure 1a) are
significantly more clustered than the values from the Receive-side EMAs(Figure 1b): the
variance of the average latencies from the Receive-side EMAs is 2.95, for that from the
Send-side is just 0.6. Nevertheless, the average of the average latencies is higher in the setup
with Send-side EMAs: 3.43 microseconds, against 2.92 microseconds.

All these signify that while the lower bounds are better for setups with Receive-side
EMAs, in practice, most of the latencies experienced by the send-receive pairs are far higher
than the lower bound. In comparison, the lower bounds for setups with Send-side EMAs
are worse, but most of the latencies experienced by the send-receive pairs are closer to lower
bounds.

These results lead to this paper’s Second General Observation: in general, Receive-
side EMAs are more detrimental to send-receive performance than Send-side EMAs; at the
very least, they make the latency much less predictable than Send-side EMAs.
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4 Related Works and Future Plans

Several proposals have been put forward before with the aim of improving intranode com-
munications. Some, such as [2] focused on user-level mechanisms, while some such as [8]
focused on techniques that leverage kernel-level privileges. [3] proposed a hybrid of the
two, using different mechanisms depending on message size. This paper is different from all
of these works in a sense that it does not propose any modification to existing intranode
communications mechanisms; instead, it studied the behavior of one specific intranode com-
munication subsystem(that of OpenMPI), and how it compares with an assumption about
it frequently made by simulator framework systems.

The closest previous work to this paper is probably [1], where separate intranode com-
munication mechanisms were compared in terms of latency, bandwidth, and effect on cache.
Part of the said work studied the effect of the data transfer mechanisms on the L2 cache.
In a sense, this work is the opposite of that work, since while the said work focused on the
effect of transfer mechanisms on the rest of the application, this paper focused on how the
non-data transfer portions(or compute sections) of the application affect the communication
section performance. This aspect is emphasized by the fact that in PaMPIck, sends and re-
ceives were just repeated in every iteration of the test program: the data being transferred
was never changed.

As for future work, the authors intend on carrying out the study on processors that
feature more than 2 cores. There is one potential source of EMA that was not tested in
this work: processes that do not figure in the send-receive pair, but are concurrently active
with the pair carrying out the send-receive. The third source of EMA was not tested in the
study covered by this paper because the Core i5-2430M is a dual-core processor, and testing
the third EMA source would have needed 3 processes. The Core i5-2430M could actually
support up to four MPI processes, but we would end up oversubscribing one of the cores, so
the results many not be conclusive.

In the long run, the authors hope that this work would lead to the development of a better
intranode communication model that takes into account the effects of EMAs, wherever they
may come from. Such a model is key to projecting optimal setups for future MPI-based HPC
systems, which would probably feature more intranode communications than internode ones.

5 Conclusion

The assumption of a Computation-Communication Divide is very convenient when reasoning
about message passing programs. Unfortunately, it is not always reasonable for cases wherein
the processes are located in the same node and communicate through shared memory. Ex-
periment results showed that memory-related activities of the compute section could sig-
nificantly slow down intranode communications. Two general observations were made in
the course of this work: first, the more EMAs made by the preceding compute section, the
greater the slowdown for the intranode communication would be; and second, EMAs made
at the side of the receiving node cause greater slowdown than those from the side of the
sending node. Simply put, when the interconnect has a "memory"(because it is memory),
the boundary blurs. At the level of the node, if the communication section performance is
to be successfully predicted, the behavior of the preceding compute section must be taken
into account.

While the failure of the Computation-Communication Divide assumption could not be
tagged as the source of all simulation inaccuracies, the authors nevertheless recommend
modellers to consider it as a "suspect" when reality-simulation discrepancies arise.
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Abstract
Context Free Grammars (CFGs) can be ambiguous, allowing inputs to be parsed in more than one
way, something that is undesirable for uses such as programming languages. However, statically
detecting ambiguity is undecidable. Though approximation techniques have had some success in
uncovering ambiguity, they can struggle when the ambiguous subset of the grammar is large. In
this paper, we describe a simple search-based technique which appears to have a better success
rate in such cases.
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1 Introduction

Context Free Grammars (CFGs) are widely used for describing formal languages, including
programming languages. The full class of CFGs includes ambiguous grammars—those which
can parse inputs in more than one way. Since this causes conceptual and performance
problems, most parsing algorithms can parse only a narrow subset of CFGs, avoiding
ambiguity issues altogether. However, this is not without cost: the subsets are restrictive
and rule out useful actions such as composing grammars. The starting point for this paper is
that parsing using the full class of CFGs is a useful activity.

Ambiguity is a huge problem for machine processed languages, such as programming
languages. If an input can be parsed in two ways, which should be taken? Unfortunately, we
know that it is impossible to statically detect whether an arbitrary CFG is ambiguous or
not [6].

Over the years, therefore, there has been a steady stream of work trying to uncover
ambiguity in arbitrary CFGs. Exhaustive methods such as AMBER [9] systematically
generate strings to uncover ambiguity, but even medium sized grammars quickly lead to
unmanageable huge state spaces. Approximation techniques, on the other hand, sacrifice
accuracy for termination. For instance, ACLA [5] is an approximation method where the
original language of the grammar is extended into an approximated language that can be
expressed with a regular grammar. Since all the strings from the original language are
also included in the approximated one, there are no false negatives reported. However, the
approximated language may contain strings that may not be part of the original one, and
therefore the method can report false positives. Noncanonical Unambiguity (NU) Test is
another approximation technique, where the original grammar is converted to a bracketed
grammar by adding two terminals – a derivation (di) and a reduction (ri), where i is the
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Figure 1 SinBAD architecture.

number of the production – at the front, and at the end of every grammar rule respectively.
The introduction of these two terminals makes the bracketed grammar unambiguous. The
challenge then, is to find two bracketed strings from the approximated grammar that map
to a string in the original grammar. However, this method does not scale well for large
grammars [3].

Hybrid approaches – where an approximation method is combined with an exhaustive
method – increase the chances of detecting ambiguity. Basten’s hybrid approach [4] – based on
grammar filtering – applies an approximation method (NU Test) to filter out the unambiguous
portions of the grammar, and then runs AMBER on the resulting smaller grammar to detect
ambiguities. In principle, Basten’s approach can be extended to other tools: ACLA, an
approximation method, can be combined with CFG Analyzer [1], an exhaustive method, to
search for ambiguous strings of bounded length. However, such hybrid approaches still rely
on an exhaustive search although on a relatively smaller state space.

This paper is the first to explore a random search-based approach to grammar ambiguity
detection. Given a grammar, our approach generates random strings, which are then parsed
to detect ambiguity. In section 2.1 we describe our prototype tool: Search-Based Ambiguity
Detection (SinBAD). In section 3 we set out the objective of our experiment, and then
explain the choice of various data sets used for our experiment. In section 4 we compare and
analyse our results. In section 5 we highlight the threat to validity of our random grammar
generator, and finally in section 6 we conclude our experiment and provide future directions
of our work.

2 Search-based ambiguity detection

Search-based techniques seek to find ‘adequately’ optimal solutions for problems that have
no algorithmic solution and whose search space is too big to exhaustively scan. Such
techniques have been applied to a wide range of problems including software itself (see
e.g. [7]). Search-based techniques are either purely random or metaheuristic (such as hill
climbing and genetic algorithms). Whereas in a random search the search space of candidate
solutions is scanned randomly, in a metaheuristic search, a fitness function – to distinguish
between a good and a poor solution – is used to guide the search. Since, this is the first
paper to explore search-based techniques to ambiguity detection in CFGs, we have chosen
the simplest search-based technique – a pure random search – for our experiment.

2.1 SinBAD framework
In this paper, we apply search-based techniques to ambiguity detection. We do so using a
new tool, SinBAD, which allows us to experiment with different search-based approaches.
Figure 1 shows SinBAD’s architecture. Given a grammar and a lexer, the Sentence Generator
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component generates random sentences using a backend instance. A backend, in essence, is an
algorithm that governs how sentences are generated. For instance, a backend can use a unique
scoring mechanism to favour an alternative when expanding a nonterminal, or one that can
generate sentences of bounded length. The generated sentence is then fed to an Earley-based
parser to check for ambiguity. The search stops when an ambiguity is found or when a time
limit is exceeded. SinBAD can be downloaded from https://github.com/nvasudevan/sinbad.

2.2 Definition and Notations
A CFG is a four-tuple 〈N,T,P,S〉 where N is the set of nonterminals, T is the set of terminals,
P is the set of production rules over N × N ∪ T and S is the start symbol of the grammar.
V is defined as N ∪ T. A production rule A: α is denoted as P [A] where A ∈ N, and α is
V*. We define a sentence of a grammar as a string over T*. For a rule P [A], P [A]alt denotes
an alternative, and ΣP [A]alt denotes all its alternatives. The number of alternatives for a
rule and the number of tokens in a rule are denoted as N(P [A]) and N(P [A]alt) respectively.
Notation R(L,n) indicates n items chosen randomly from a list L, and R[m..n] indicates a
number chosen randomly between m and n.

2.3 Search-based backends
Given a grammar, Algorithm 1 describes how a sentence is generated. The function START
is initialised with a grammar (G), the start time (ts), the time duration (T ) of search, and
the threshold depth (D). To generate a sentence, we start deriving the start symbol S of
the grammar by invoking the function GENERATE-SENTENCE recursively. To derive a
nonterminal we randomly select one of its alternatives (line 11). We keep a note of when we
have entered a rule and when we have exited. When the depth of the recursion exceeds a
certain threshold depth, we start favouring alternatives (lines 8,9).

Algorithm 2 shows how an alternative is favoured for the Dynamic1 backend. When
invoked for a rule, the function FAVOUR-ALTERNATIVE uses a scoring mechanism to
favour an alternative. The score for an alternative is calculated as follows: terminal symbols
are given a score of zero; for nonterminal symbols, the score is based on the ratio of their
number of derivations that haven’t been fully derived yet to the total number of derivations
(line 8). One of the alternatives with a minimum score is then favoured.

3 Experiment

The objective of our experiment is to understand how well our search-based approach uncovers
ambiguity. Since ambiguity is inherently undecidable, it is impossible to evaluate such a tool
in an absolute sense. Instead, we evaluate our approach against two other tools – ACLA
and AmbiDexter [2] – and on two sets of grammars: 1000 grammars that we have randomly
generated1; grammars for Pascal, SQL, Java and C that have been manually altered to be
ambiguous2.

The three tools differ in their approach: ACLA uses an approximation technique; Am-
biDexter uses a hybrid approach; and SinBAD uses a search-based approach. We evaluate
these three tools for both sets of grammars for varying time limits – 10, 30, 60, and 90
seconds – to understand how long each tool takes to uncover reasonable quality results. For

1 Available at https://github.com/nvasudevan/sinbad/tree/master/experiment.
2 Taken directly from [4].

https://github.com/nvasudevan/sinbad
https://github.com/nvasudevan/sinbad/tree/master/experiment
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Algorithm 1 Algorithm for generating a sentence
1: function start(G, ts, T,D)
2: return generate-sentence(P [S], G, ts, T , d = 0, D)
3: end function

4: function generate-sentence(P [A], G, ts, T, d,D)
5: exit if time_elapsed(ts, T)
6: Sen← empty string
7: P [A].entered← P [A].entered+ 1 . We enter rule
8: if d ≥ D then
9: P [A]alt ← favour-alternative(P [A], G)

10: else
11: P [A]alt ← R(ΣP[A]alt, 1)
12: end if
13: for each V ∈ P [A]alt do
14: if V ∈ N then
15: Sen← Sen+ generate-sentence(P [V ], G, t, T , d+ 1, D)
16: else
17: Sen← Sen+ V

18: end if
19: end for
20: P [A].exited← P [A].exited+ 1 . We exit rule
21: d← d− 1
22: return Sen

23: end function

Algorithm 2 Algorithm for favouring an alternative for Dynamic1 backend
1: function favour-alternative(P [A], G)
2: scores← [ ]
3: for each P [A]alt ∈ ΣP[A]alt do
4: scorealt ← 0
5: for each V ∈ P [A]alt do
6: if V ∈ N then
7: if P [V ].entered > 0 then
8: scorealt ← scorealt + (1− (P [V ].exited/P [V ].entered))
9: end if
10: end if
11: end for
12: scores← scorealt
13: end for
14: altsmin ← { alt | ∀alt ∈ ΣP[A] ∧ scorealt = min(scores) }
15: return R(altsmin, 1)
16: end function

the (generally much larger) programming language grammars, we also evaluate the tools for
extended periods (180 and 300 seconds) as the number of production rules is much higher
than for our random grammars.

We evaluate AmbiDexter for two versions of a grammar—unfiltered and filtered (with
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SLR1). AmbiDexter provides an option for generating filtered versions of a grammar.
For random grammars, we generate the filtered version, and for the altered programming
language grammars, we take it directly from [4]. We evaluate SinBAD with the Dynamic1
and Dynamic2 backends for two threshold depths (D), 10 and 30. We have chosen these
two values for depth to uncover reasonably long ambiguous fragments. Our experiment was
performed on an Intel Core2 Quad Q9450 2.66GHz machine with 4 GB of memory. The
maximum JVM heap size for ACLA and AmbiDexter was 2048Mb.

3.1 Random grammar generation algorithm
Algorithm 3 outlines the algorithm for our random grammar generator. We initialise
nonterminal and terminal sets with equal numbers of symbols. To generate an alternative, a
token is picked randomly from set V. Each rule can have 1 or more alternatives, and each
alternative can have 0 or more symbols. The maximum number of alternatives for a rule
and the maximum number of tokens in an alternative is controlled by the MAXalts and
MAXtokens parameters respectively. The MAXε controls the maximum number of empty
alternatives.

Algorithm 3 An algorithm for generating a random grammar
1: function generate-grammar(MAXalts,MAXtokens,MAXε)
2: P ← {}
3: N ← Set of nonterminals
4: T ← Set of terminals
5: V ← N ∪ T
6: Nε ← R(N,MAXε)
7: for each A ∈ (N ∪ S) do
8: Nalts ← R[1..MAXalts]
9: while N(P[A]) < Nalts do
10: P [A]alt ← [ ]
11: Ntokens ← R[1..MAXtokens]
12: while N(P[A]alt) < Ntokens do
13: P [A]alt ← P [A]alt + R(V, 1)
14: end while
15: end while
16: P [A]← P [A] + [ ] if A ∈ Nε . Append an empty list
17: end for
18: return 〈N,T,P,S〉
19: end function

All the grammars the algorithm generates are syntactically valid, though there is no
guarantee that they resemble ‘real-world’ grammars. For example: a grammar with a start
rule S: x can’t be derived further; a rule A: A with no other alternatives never terminates.

4 Comparison and Analysis

Table 1 displays the results of our experiment. We now present a brief analysis of some of
the most interesting parts.

Given a grammar, ACLA will report it to be ambiguous, unambiguous, or possibly
ambiguous (that is, it is unsure if the grammar is ambiguous). For both sets of grammars,



N. Vasudevan and L. Tratt 147

Table 1 Number of ambiguities detected for random and programming language grammars.

ACLA AmbiDexter SinBAD
Time - - Dynamic1 Dynamic2

(seconds) Unfiltered SLR1 D=10 D=30 D=10 D=30

Random CFGs

10 81 355 356 357 15 499 26
30 201 373 371 499 57 634 55
60 316 376 371 545 54 631 80
90 360 378 376 554 72 629 82

Altered
real-world
CFGs

10 14bc 16ab 16ab 20 18b 16ac 17ab

30 14bc 16ab 16ab 20 18b 16ac 18ab

60 14bc 16ab 16ab 20 18b 16ac 18ab

90 14bc 16ab 16ab 20 19a 16ac 19a

180 15bc 18ab 19b 20 20 16ac 19a

300 15bc 18ab 19b 20 20 16ac 20
a) Ambiguity not found for at least one of: Java.1, Java.3, and Java.4
b) Ambiguity not found for at least one of: C.1, C.2, C.4, C.5
c) Ambiguity not found for at least one of: Pascal.3, Pascal.5

ACLA performs better when we increase the time limit. For random grammars, ACLA
did not report any grammar to be unambiguous. For the altered programming language
grammars, Pascal.3 and Pascal.5 were reported to be possibly ambiguous. Analysis for the
(large) C grammars – C.1, C.2 and C.4 – did not complete within a time limit of 300 seconds.

AmbiDexter fared better than ACLA for both sets of grammars. For random grammars,
increasing the time limit does not lead to a significant increase in the number of ambiguities
found. This is because AmbiDexter searches for ambiguity based on increasing sentence
length. Therefore, for grammars with a short ambiguous fragment, AmbiDexter is quick
to find it. However, when the ambiguous fragment is long, AmbiDexter struggles. For the
altered programming language grammars, the results were slightly better for the filtered
version set. This is because in filtered grammars, production rules that do not contribute to
ambiguity are filtered out, thus resulting in a smaller state space. Further, we noted that for
larger grammars (such as C), increasing the time limit lead to better results.

SinBAD, for random grammars, performs better for a lower value of threshold depth
(D=10) than for a higher value (D=30). This is because, for case D=10, sentence generation
is quick whereas for case D=30, sentence generation takes much longer. Generating sentences
quicker allows the search to try a greater number of sentences possible, thereby increasing
the chances of detecting ambiguity. Further, Dynamic2 – which has a better mechanism to
converge sentence generation than Dynamic1 – performs better. For the altered programming
language grammars, Dynamic1 performs better than Dynamic2. Dynamic1 uses a scoring
mechanism that ensures every alternative gets an opportunity to be selected for sentence
generation. Dynamic2, however, uses a scoring mechanism that focuses on converging the
sentence generation. As a result, Dynamic1 covers a much wider area of the search space
than Dynamic2. As table 1 shows, SinBAD performs much better on random grammars than
the other tools, and performs at least as well on altered programming language grammars.

We also noted that whilst the number of ambiguities found for ACLA, AmbiDexter,
and SinBAD’s Dynamic1 stayed the same or increased, Dynamic2 got slightly worse with
increased time limits and D=30. This is because both ACLA and AmbiDexter search through
the state space systematically, and therefore the search space for higher time limits is inclusive
of the search space for lower time limits. SinBAD, however, randomly selects points in the
search space, and can give substantially different results from run to run.
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5 Threats to validity

The most obvious threat to validity is our random grammar generator. We have no easy way
of being confident that the CFGs it produces span the entire possible set of CFGs. Although
we wrote the generator without any particular ambiguity tool in mind, it may produce a
subset of CFGs which unintentionally favour SinBAD’s algorithms. In the future, we hope
that a CFG equivalent of the work on random generation of automata [8] may be developed.
By using Basten’s set of manually altered real programming language grammars, we have
some confidence that SinBAD’s algorithms work well beyond our random grammars.

6 Conclusions

In this paper, we introduced the concept of a search-based approach to CFG ambiguity
detection. Our experiments show that simple techniques give promising results, detecting
a larger number of ambiguities in random grammars than previous tools, and executing
in reasonable time. Our next step is to add more tools to the study and perform a larger
experiment with more real-world-esque grammars to see if these initial results apply to the
sort of CFGs that tend be to be used in practice.
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Abstract
This paper discusses how teams can be disrupted. More specifically, it discusses the steps that
need to be taken in order to fully understand team disruption and design efficient mechanisms
to disrupt teams. In order to answer the high-level question of how to disrupt teams, a few other
questions need to be tackled first: what is a disrupted team? What are the crucial elements that
make a collection of agents function as a team? Can norms, incentives or other mechanisms be
used to disrupt these elements? How would we evaluate their efficiency? We first present the ideas
of team and team disruption and motivate the need for these concepts to be properly defined.
Secondly, we introduce an idea of team-disruption mechanism that we will further investigate.
Lastly, we provide a long-term perspective and identify contributions that our research will make
in the multi-agents field.
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1 Introduction

In order to better expose and motivate the question of how teams can be disrupted we
consider a real-life scenario: a team of five terrorists are planning to place a bomb in a tube
station. The bomb is heavy and needs to be smuggled in, part by part, in order for the
station staff not to get suspicious. This can be done over time while keeping the parts hidden
in the tube station or it can be done on the same day. Furthermore, the terrorists need to
coordinate in order to assemble the bomb on the premises and leave the station before the
bomb is detonated. What the terrorists do not know is that another team of undercover
agents from the secret services have found out about their plan. We can say that the two
teams compete, in the sense that only one of the teams can be successful in achieving its
goal at a certain point in time:

the terrorists want to blow up the station and bring about a state of the world where the
specific station is destroyed;
the secret services want to preserve the station and keep a state of the world where the
specific station is intact.

There are two questions (of particular interest to us) arising from this example: how can
a member of the secret services team infiltrate the terrorist team and disrupt their activity
and, based on information provided by the secret services, how can the government introduce
regulations in order to make it more difficult for terrorists to put bombs in tube stations?

This can also be applied in computational systems where teams of computational agents
compete. It provides an insight into how team activity can be disrupted by a computational
agent belonging to a competing team or by a legislator (the legislator is an agent that has the
capability to introduce norms, which are rules that govern the behaviour of a computational
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system). These two perspectives constitute a starting point for the process of designing and
analysing team disruption mechanisms.

Team disruption is useful in various ways: when two teams compete, one of the teams
may be at an advantage if they have mechanisms that can disrupt the other team’s activity.
Furthermore, team disruption is also useful when thinking about teams of humans: looking
at our earlier example we can tell that a team disruption mechanism would be a good tool
for the secret services to prevent a terrorist attack. Lastly, when it comes to team design, we
need to ensure that we design our teams to be as efficient as possible. Knowing what can
disrupt a team’s activity we also know what to account for in the design, in order to make
our teams more robust.

The contributions of this paper are two-fold: first, we provide a definition of team
disruption; second, we suggest possible team disruption mechanisms that are to be investigated
in future research.

The team disruption question discussed here is split into a set of preliminary questions
that are discussed in detail throughout the paper. Section 2 focuses on a discussion of work
that is relevant to this research such as a definition of teamwork and existing teamwork
theories. Section 3 provides a breakdown of the team disruption question as well as a few
ideas towards a methodology to be used in order to achieve team disruption. Section 4
comments on future work and its implications.

2 Related Work

While there has been much research conducted on teams and teamwork, as we discuss below,
there is nothing specifically addressing the issue of team disruption.

Teamwork is a cooperative effort by the members of a team to achieve a common goal
[9, 10]. It involves cooperative behaviour, coordination and at least one common goal among
agents in the team. A team is formed by agents that agree to work together towards achieving
a goal. However, between joining a team and achieving a goal there is a gap that needs to be
resolved: how can agents work together in order to achieve the goal? Teamwork theories such
as the Joint Intentions Theory [7], Joint Responsibility Theory [5, 6] and the Shared Plans
Theory [3, 2] provide some answers to this question, describing mechanisms for achieving
teamwork among agents. They are very relevant to our work because we need to consider
how teamwork happens in order to be able to think about disrupting it.

3 Team disruption

This section is concerned with issues of what makes a team function and how it can be
disrupted. In order to provide a better understanding of the technical concepts involved,
preliminary definitions are provided.

3.1 Preliminary definitions
Agent: an agent is an autonomous entity that is characterised by its goal-directed behaviour,
reactiveness to changes in its environment and its social ability (it is able to communicate with
other agents). Two or more agents that interact within an environment form a multi-agent
system (MAS). Furthermore, within a MAS, agents can work together towards achieving a
common goal. This is referred to as a team: a team is a set of agents that share a common
goal and cooperate in order to achieve it. This definition is further discussed in Section 3.2.
In a MAS, agents may behave according to certain rules. These rules are called norms. In
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real life, norms are rules that govern a society and are used in order to regulate the behaviour
of its individuals [8]. Norms in a MAS are the equivalent of written laws in a human society:
agents need to comply with them in order to be rewarded or in order to prevent being
punished. There are three kinds of norms: obligations, permissions and prohibitions [8] and
only specific agents are allowed to introduce norms in a team. A MAS that supports the use
of norms is also called a normative MAS.

3.2 What makes a team function?

A team is a set of agents that share a common goal. In a multi-agent setting, teamwork
involves cooperative behaviour, coordination and communication [4]. Furthermore, teams
are dynamic as agents can join or leave at any point in time.

Returning to the example mentioned in the introduction, the team of terrorists is a team
because all of its members have one goal in common: destroy the tube station by detonating
a bomb. Furthermore each of the terrorists has a role in the team: one terrorist is in charge
of managing the others, some terrorists are in charge of carrying the bomb parts and so on.

It can be inferred from the previous definition of teamwork that, in order to function, a
team has to support the following aspects: cooperation (the agents in a team need to act
towards achieving the team goal instead of prioritizing their individual goals), coordination
(to avoid redundancy: for example, to ensure that no two members attempt the same task
simultaneously), communication (agents need to be able to communicate, as they need to
coordinate and avoid duplicating work) and a common goal (if there is no common goal
among all of the agents in a team then there is no reason for teamwork).

The aspects mentioned above are a few examples of what makes a team function. This
remains a crucial question that has to be further researched in order to be able to identify
what aspects can be sabotaged in order to disrupt a team.

3.3 What is a disrupted team?

The notion of a disrupted team is crucial for achieving an understanding of how teams can
be disrupted. Team disruption, as we envision it, is based on the idea of rendering the team
goal unachievable or causing a major delay in the achievement of the team goal (under the
assumption that the team goal is initially achievable in a timely fashion). For example, in
the context of our scenario, if one of the terrorists is observed carrying something suspicious
by an undercover agent from the secret services team, then the terrorist has to hide, delaying
the bombing, hence the team experiences disruption in the form of a delayed achievement
of the team goal. If caught, the carrier terrorist is no longer able to deliver its part of the
bomb, hence the goal is compromised and no longer achievable.

An understanding of what team disruption involves also relies on the way one thinks
about reducing team efficiency. Is it enough to think of a disrupted team based on a delay in
achieving the team goal or rendering the goal unachievable? How does this relate to lessening
the number of members in the team? Does it imply disabling key members? It can also
be assumed that finding ways of hindering any of the four aspects of a functioning team
(cooperation, coordination, communication and common goal) can disrupt its activity.

A relevant aspect of team disruption is the agent that disrupts the team: a team can
be disrupted by a malicious agent (possibly coming from another team) that has infiltrated
within the team or through new regulations imposed by a legislator in the community that
the team operates in.
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When considering team disruption, we can consider not just whether it succeeds or fails
but also the degree of success or failure, providing an idea of the extent to which a team can
be disrupted. The concept of magnitude of disruption must be introduced when thinking
about a disrupted team. This idea is at a very early stage and will be used in the future in
order to evaluate team disruption mechanisms, thus it will not be discussed further here.

3.4 How to disrupt a team?
There are a few mechanisms that have the potential to disrupt teams (e.g. introducing norms,
providing agents with incentives [1] to leave their team, reducing resources available to a
team and so on). Here we will only address introducing norms in more detail, because of
space restrictions.

Figure 1 Disruption scenarios using norms: two perspectives for disrupting teams are illustrated
both at agent level and at task level. In Figure 1.A. the nodes represent agents that are part of a
terrorist team, while the links represent communication between agents. Agents T1-4 are members
of the terrorist team while agent S is a member of the secret services that has infiltrated in the
team. Figure 1.B. shows how the terrorist team goal is represented at task level. The nodes in the
graph represent states of the world that the team operates in and the edges represent tasks that are
accomplished in order to transition from a state to the other.

When investigating team disruption, we can look at two levels of the team: the task level
and the agent level (Figure 1). The agent level models the agent connections using a graph.
The connections represent the ability of agents to communicate. The task level provides
more detail on the sequence of steps towards achieving the team goal (task).

For example in Figure 1.A, agent S is an undercover agent infiltrating the terrorist team.
In order to infiltrate the terrorist team, agent S declares to agent T3 (we assume agent
T3 is in charge of managing the team) that it shares the goal of bombing a tube station.
Once it joins the team, agent S gains the authority of setting norms for the team. It can
then introduce a norm prohibiting agents that carry bomb parts (namely T1 and T2) from
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carrying cellphones, hence breaking their communication. This will make it more difficult for
them to meet up and assemble the bomb. With no communication, agents T1 and T2 may
not be able to find a common meeting point, leading to the goal being compromised. In the
case where they meet accidentally, this may still delay the achievement of the goal as they
may not meet in the place where they are supposed to assemble the bomb. This example
illustrates team disruption at the agent level. From here we can infer that a team may be
disrupted at the agent level by the introduction of norms that affect communication between
agents that fulfill certain roles.

In Figure 1B, the same team of terrorists wishes to bomb a tube station. The topology
of the team is as illustrated in Figure 1A. However, in this scenario, we do not focus on
hindering communication for disrupting the team. This scenario relies on the fact that the
team has a plan on how the bombing will be carried out. As shown in Figure 1B, the plan
is composed of prioritized states that need to be reached in a specific order such that a
connection between the start and the goal states is provided, as represented in a goal graph.
In some cases, there may be more than one way of reaching the goal. The transition between
states is realized through agent actions (tasks). Here, the states are represented as follows
(we assume that the bomb is composed of three parts).

1.1: First bomb part is in the station.
1.2: Third bomb part is in the station.
1.3: Second bomb part is in the station.
2: Second bomb part is in the station.
3: All bomb parts are in the station.
4: Bomb is assembled (and in the station).

Tasks represent sets of actions performed by agents, as specified.
Task 1: agent T1 carries first bomb part in the station.
Task 2: agent T1 carries third bomb part in the station.
Task 3: agent T1 carries second bomb part in the station.
Task 4: agent T2 carries second bomb part in the station.
Task 5: agent T2 and T3 carry the first and second bomb parts in the station.
Task 6: agent T2 and T3 carry the first and third bomb parts in the station.
Task 7: agent T3 carries the third bomb part into the station.
Task 8: agent T2 assembles the bomb.
Task 9: agent T4 detonates the bomb.

As shown in the example in Figure 1B, more members of the team can either carry the
bomb parts simultaneously, meet in the station and assemble the bomb (nodes 1.2 and 1.3 of
the goal graph), or one member can carry all of the bomb parts, part by part, store them
in the station and assemble it when all of the parts have arrived (node 1.1. of the goal
graph). This example is different from the previous one (Figure 1A) in that it does not imply
direct sabotage by an agent infiltrating. Rather, agents from a competing team can use their
observations to convince legislators to introduce norms: if it is known that bomb parts can
be stored unattended in tube stations, the legislators (i.e. government) can introduce a law
(norm) stating that no bags can be left unattended in the tube station. Unattended bags
are seized and destroyed. Because State 2 from the goal graph is no longer achievable, the
team may be delayed in achieving the goal (bombing) because their options were reduced.
Furthermore, if legislators introduce a norm restricting bag size for travelers, larger parts
of the bomb may not be introduced into the station at any time, thus the bombing is fully
compromised.
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When considering disruption at task level, a few issues need to be considered for an
efficient approach, as follows.

First, in order to render the goal unachievable, all paths to the goal need to be compromised
(in the goal graph).
Second, some tasks may be crucial to accomplishing the team goal: if these tasks are
not accomplished, the goal is rendered unachievable (such as Task 8 in the example in
Figure 1B). These are considered critical tasks and the agents that can perform them are
deemed critical agents.

4 Conclusion and future work

Based on the results that will be obtained from the planned simulation of all of the mechanisms
presented, a further step is to be taken, comparing the outcomes of the scenarios based on
criteria such as the time it takes a team to achieve a goal and if the team can achieve its
pre-disruption goals. A further investigation will establish whether each of these mechanisms
can work individually or whether applied together they will have a greater impact.

If it is demonstrated that any of the methods described here can be used in order to disrupt
team activity further questions need to be answered. For example, if introducing norms
can be responsible for team disruption, a number of issues need to be further investigated:
how would such norms be generated? Who would introduce and enforce such norms? What
proportion of the agents in a team would need to comply with such norms in order for the
team to be disrupted? If all of the members of a team need to comply with the norms, who
would supervise the norm enforcers in order to assure compliance? As a further step, it is
vital to compare all the successful approaches and provide a detailed analysis on which of
these approaches work better and under which circumstances.
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Abstract
The efficient choice of a preprocessing level can reduce the search time of a constraint solver to
find a solution to a constraint problem. Currently the parameters in constraint solver are often
picked by hand by experts in the field. Genetic algorithms are a robust machine learning techno-
logy for problem optimization such as function optimization. Self-learning Genetic Algorithm are
a strategy which suggests or predicts the suitable preprocessing method for large scale problems
by learning from the same class of small scale problems. In this paper Self-learning Genetic Al-
gorithms are used to create an automatic preprocessing selection mechanism for solving various
constraint problems. The experiments in the paper are a proof of concept for the idea of combin-
ing genetic algorithm self-learning ability with constraint programming to aid in the parameter
selection issue.
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1 Introduction

The selection of a suitable preprocessing levels for a given constraint problem is an important
part of constraint programming(CP). Efficiently tuning a constraint solver will shorten the
search time and reduce the running cost. The key to increasing the search speed for a
constraint solver is partially due to tuning the solvers parameters [9]. Currently the job of
tuning the parameters is done by hand. The skilled researchers picks up the most suitable
preprocessing method using previous experience from similar classes of problems. In most
cases the best preprocessing method in similar classes of problems provide a useful clue to
aid the researchers selection. However this learning curve could be a barrier to novice user in
learning how to efficiently use a CP solver.

Genetic algorithms are a classic global optimization method posed by John Holland [7],
which mimic the competition of organisms in nature and the mechanisms of evolution. Genetic
algorithms are usually implemented in a computer simulation in which a population of abstract
representations of candidate solutions to an optimization problem evolves toward better
solutions. In the field of configuration tuning, Carlos [10] has posed a gender-based genetic
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Figure 1 The Distribution of the Effect of Preprocessing for Various of Constrained Satisfaction
Problems.

algorithm for the automatic configuration of algorithms. In this paper genetic algorithms are
chosen to select preprocessing method for constraint satisfaction problems. There are two
main reasons to choose genetic algorithms to optimize preprocessing selection. One is that
genetic algorithm have a powerful ability to tackle optimization problems which lack auxiliary
information [1]. Another is that genetic algorithm do parallel search rather than linear
search [4]. Each chromosome races against another in each generation. Therefore the idea of
combining genetic algorithm and constraint programming seems worth exploring. Automatic
tuning will lead to improvements over manual tuning by researchers themselves. ParamILS
and CALIBRA [8] have shown the efficiency and possibility of automatic configuration
for constraints solver. However, the general framework of combing genetic algorithm and
constraint programming and the exploration of parameter sensitivity of genetic algorithm to
any problems, has not been achieved. Regrading this situation we proposed a genetic based
automatic method [12] for tuning minion [3] (method refered to as GACM) which is one
of the most efficient constraint solver in the world. In the constrained problem and their
preprocessing obey the normal (or Gaussian) distribution [5]. In most time the distribution
of the best preprocessing methods wouldn’t changed or slightly changed in the same classes
of the constraint satisfaction problems. Fig 1 shows that the best prepossessing could also
gradually move with the increase of the scale of the constraint satisfaction problem. Therefore
the best prepossessing method of a specific problem could learn from others in the same
class of problems. Meanwhile the search ability of genetic algorithm can improve by narrow
the starting population domain [4].Therefore this paper will propose a new self-learning
mechanism which is based on a new starting population and our pervious work.

2 Self-Learning Genetic Algorithm

Before self-learning genetic algorithms, Standard genetic algorithms will be introduced. In
Standard Genetic Algorithms, the starting population is randomly generated because the
search domain is unknown and the random chromosomes keeps the variety of the population
to prevent early convergency in evaluation. However if the search domain is limited to a
specific area it will improve the search speed for evaluation. We can use this by creating a
good starting popluation. The self-learning genetic algorithm is based on this idea. When
we solve small scale constraint satisfaction problem it is easy to find the best or good
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Algorithm 1 Self-Learning Genetic Algorithm
if T (CS) < Time limit then . T (CS) is the running time of Solving some constrained
satisfaction problems with small instance

PL ← Best preprocessing for small instance . PL is the starting population for large
instance
else

PL ← Good preprocessing for small instance by standard genetic algorithm
end if
repeat

SGA(PL) . Using standard genetic algorithm to search better preprocessing with the
starting population PL

λ← Best preprocessing for large instance by Standard Genetic algorithm . λ is the
current best preprocessing method found for optimization problem
until λ = the best preprocessing or the searching time is out of time limit
return λ

preprocessing method within a acceptable running time. Those preprocessing methods
will provide a cue for searching for a good preprocessing methods in large scale problems.
Before the experiments the working principle of standard genetic algorithm for selecting
preprocessing level will be introduced.

The first step of a genetic algorithm (GA) is called the encoding which is to construct
the suitable chromosome for the optimization problem. Encoding in genetic algorithm
is to transfer solutions of optimization problem to the chromosomes. Each chromosome
presents one possible solution. The optimal or best solution will be gained by competing
chromosomes. In our self-learning genetic algorithm, each preprocessing method was encoded
as a chromosome.

Fitness describes the ability of an individual to reproduce in biology. The Fitness function
is the function which evaluates the difference between the desired result and the actual result.
In problem optimization, GA uses a fitness function to evaluate each individual and provide
the information to the evolution.

The Selection in genetic algorithm is a strategy which allows the perfect parents (with
high fitness) to have more of a chance to be selected to generate the next generation. In our
genetic configurator, the selection is the roulette wheel selection. Roulette wheel selection is a
way of choosing individuals from the population of chromosomes in a way that is proportional
to their fitness. Roulette does not guarantee that the fittest member goes through to the
next generation, merely that it has a very good chance of doing so.

Crossover can improve the whole population fitness quickly by mating parents to produce
an offspring. It is a very important operator in genetic algorithms. Single point crossover
is the basic and most common crossover in genetic algorithms because it can be easily
understood and realized. Mutations which change one or more genes in an individual is
another operator used in GA. Mutation can help genetic algorithms escape the local maximum
state by creating a new gene string. As with crossover, mutation also has a mutation rate to
control the amount of mutation in the recombination of each generation. The mutation rate
is the probability of a mutation happen. According to the mutation rate, any bit in each
chromosome has the chance to do a mutation.

Generally machine learning makes predictions by training, validation and testing itself
existing data [11]. Self-learning genetic algorithm (refered to as SLGA) is the algorithm
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Figure 2 The Efficiency of Self-Learning Genetic Algorithm in Solving Lanford Number Problems.
The X axis is the generation number of genetic algorithm to find the best preprocessing for Lanford
Number problem. The Y axis is the running time for finding a solution of Lanford Number problem
with relative preprocessing setting.The left graph shows the efficiency comparison between standard
genetic algorithm and self-tranning genetic algorithm which learn the experience from the pervious
evolutionary result for small instance. The right graph in Figure 2 shows the efficiency of two
different strategies of self-learning genetic algorithm in solving the Landford number problem.

which help to make the preprocessing prediction by using the previous experience on the same
classes of constraint satisfaction problem. Self-Learning genetic algorithm improve the search
speed by defining the specific starting population instead of the normal random starting
population. The starting population of a Self-Learning genetic algorithm is gained from
the data training of the same class of small instance problems.There are two strategies to
realize the Self-Learning mechanism. Learning From Best (refered to as LFB) strategy is to
define the starting population with the best preprocessing which was gained by solving small
instance with whole preprocessing possibility. Learning From Genetic algorithm (refered to
as LFG) strategy is to define the staring population with the suggested preprocessing which
was got by solving small instance with our pervious genetic method.

The pseudocode of self-learning genetic algorithm introduces SLGA’s woking principle
and the way of applying those two strategies for different problems. It shows that the
self-learning genetic algorithm firstly evaluated the running time of Solving some constrained
satisfaction problems with small instance. If it is possible to find the best processing for
small instance problem, the starting population for large instance problems will be initialized
with the best processing for small instance problems or else the optimal processing gained
by GACM for small instance problems. According to the suggested starting population
from pervious experience, the standard genetic algorithm will be applied to find the best or
optimal processing for large instance problem. The standard genetic algorithm will explore
better processing generation by generation. The evolutionary search loop will stop when he
best preprocessing is found or the searching time is out of time expected.

3 Experiment Design

To prove the efficiency of the self-learning genetic algorithms, two different starting populations
were chosen which were mentioned in the methodology part. One starting population is the
top few of the best preprocessing of all the possible preprocessing combinations, another
one is the top preprocessing gained from standard genetic algorithm. The efficiency of those
two strategies (LFB and LFG) will compared with each other and with standard genetic
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algorithm as well (GACM). In this paper the optimization problems chosen are the BIBD,
the N-queen problem, Golomb and the Landford’s number problem1. These four classical
constraint problems were chosen as optimization problem for testing the self-learning genetic
algorithm. The computational complexity of N-Queen problem depend on one variable. The
complexity of Open Stack Problem is up to the instance provided and the complexity of
Langfords Number Problem depends on multi-variables. From the definition description
of problems, it shows that those four constraint problem are very different to each other .
We hope that the self-learning genetic algorithm could be applicable to different constraint
satisfaction problem. Following the David’s MicroGA Settings [2], the crossover rate is 0.5
and the mutation rate is 0.04 in all experiments. Each trial was run 10 times and we observe
the average of the minimums.

4 Experimental Results

Figure 2 shows the efficiency of self-learning genetic algorithm to solve the Landford problem.
There are three curves in the left graph: Best, LFG and GACM. The best curves is the
minimum running time for solving Landford number problem with best preprocessing. The
GACM curve is the efficiency of using genetic algorithm to find better preprocessing for
optimisation problems. The LFG curve shows the self-learning genetic algorithm that learn
experience from pervious genetic algorithm evolution for the same class of problems. Its shows
a standard genetic algorithm can gradually approach the best preprocessing methods after a
few generations. But It clearly shows that the LFG can more easily and quickly approach
the best result by inheriting the useful information from others similar small instances.

There are three curves in the right graph: Best, LFG and LFB. The best curves is the
minimum running time same as in the left figure. The LFB curve shows the self-learning
genetic algorithm that learn experience from the best processing for the same class problems.
The LFG and the LFB curves both shows the efficiency of the self-learning genetic algorithm
to search for the best preprocessing method. The LFB selects the best preprocessing setting
of all possibility of small scale problem as the starting population. The LFG chooses good
preprocessing methods as a starting population which is gained from solving small scale
problems with a standard genetic algorithm. They both approach the best preprocessing
setting step by step as we expected. Although the approach speed of LFG is faster than
LFB, LFB still has better solutions due to the advantage in the starting population which
we can find from the definition of LFB and LFG.

To convince the correction and efficiency of Self-tanning genetic algorithm for other
problems, it was applied to solve the other three problems: BIBD[6], N-Queen problem and
Golomb problem. In reality it is not always possible to gain all possibility of preprocessing
combination from optimized problem which uses small instance due to the complexity of
preprocessing. Therefore only the lFG strategy of self-learning genetic algorithm was applied
to solve three optimization problems.

Table 1 describes the efficiency of the self-Learning genetic algorithm in solving different
problems by comparing standard genetic algorithm. Each value in the table represents the
running time of finding solution with the best found preprocessing. In all the optmization
problems the LFG could find better solution than the standard genetic algorithm. Especially
in Golomb problem the LFG could find the better solution but GA can’t. It is obvious that
the LFG has stronger ability than GA on searching for the best preprocessing method. The

1 All from http://www.csplib.org

http://www.csplib.org
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Table 1 The Efficiency of Self-Learning Genetic Algorithm in Solving Different Problems by
comparing Standard Genetic Algorithm.

BIBD Langford N-Queen Golomb
GA 5.3 s 0.266 s 0.33 s N/A

LFG 4.5 s 2.1 s 0.04 s 8.7 s
Best 3.2 s 0.01 s 0.04 s 6.6 s

curves in fig. 2 and table 1 shows that the self-learning genetic algorithm can quickly approach
the best preprocessing within a few generations no matter which starting population strategy
is chosen. The LFB is quicker than the learning LFG, but the approaching speed is slower.
It means that the LFB strategy could be considered for self-learning genetic algorithm when
the running time for small instance is small. When the searching time of optimized problem
is unknown the LFG strategy is a better idea.

5 Future work

The results show the self-learning genetic algorithm are efficient methods on the preprocessing
selection of solving constraint satisfaction problems . However there are a few challenges we
need to face in the future. In this paper four classic problems were picked up to verify the
efficiency of self-learning genetic algorithm on medium size scale problem. More and larger
scale problems such as car sequence problem will be chosen to explore the efficiency and the
limitation of self-learning genetic algorithm. Currently the best model to solve a constraint
satisfaction problem is selected by hand by a researcher in the field. The next step is to apply
self learning genetic algorithms to find the best model for a constraint satisfaction problem.
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