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Preface

We are delighted to present the proceeding for the 5th Student Conference on Operational
Research (SCOR 2016). The aim of SCOR is for students who are studying Operational Re-
search, Management Science or a related field to share their work, practice their presentation
skills, receive constructive feedback, and network in a relaxed and friendly environment.

The conference took place from Friday the 8th to Sunday the 10th of April 2016 at
the University of Nottingham’s Jubilee campus where we welcomed delegates from the UK,
Europe and even further afield. Of those who attended, 43 presented their work across several
streams which included: Data Envelopment Analysis, Graphs and Networks, Healthcare,
Mathematical Programming, Metaheuristics, Multiple Criteria Decision Analysis, Operations
Management, Optimisation, Safety and Reliability Analysis, Simulation, Stochastic Modelling,
Transport and Logistics, and Vehicle Routing. This year’s prize and runner-up award for
Best Presentation (sponsored by Nationwide) were presented to Carlos Lamas-Fernandez
and Jussi Rasku, respectively.

Along with our delegates’ talks we were also happy to have plenary talks from four
excellent invited speakers: Louise Allison (The OR Society), Ralf Keuthen (EY), Timo P.
Kunz (Net-a-Porter.com) and Richard Wood (Prinicipality). These plenary talks covered a
range of topics from outlining the benefits of OR Society membership, a series of case studies
highlighting how OR is used in the consulting industry, the desirable skills OR students have
for careers outside of academia, and how OR techniques can be used for contingency planning
against bio-terrorism. Returning from 2014, we welcomed back Piero Vitelli (Island41) to
round off our first day with a shortened version of his “Potential Energy” workshop on
presentation skills.

On behalf of the organising committee, we’d like to thank all of our sponsors and partners.
This year we were blessed with sponsorship from the OR Society, EY, Nationwide, Prospect
Recruitment, and Gower Optimal Algorithms Ltd. (G.O.A.L.), along with being partnered
with the National Taught Course Centre in Operational Research (NATCOR) and the
University of Nottingham. The conference never would have taken place without the support
and encouragement of these institutions.

Finally, we’d like to thank the authors who submitted a paper for this year’s proceedings.
The review process was based on the presentation, quality and originality of the research
and there were at least two referees assigned to each paper.

Thank you to everyone who was involved in SCOR 2016, this truly is a conference made
special by those who attend it.

Bradley Hardy
Abroon Qazi

Stefan Ravizza
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Utilizing Dual Information for Moving Target
Search Trajectory Optimization∗

Manon Raap1, Maximilian Moll2, Martin Zsifkovits3, and
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4 Universität der Bundeswehr München, Fakultät für Informatik,
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stefan.pickl@unibw.de

Abstract
Various recent events have shown the enormous importance of maritime search-and-rescue mis-
sions. By reducing the time to find floating victims at sea, the number of casualties can be
reduced. A major improvement can be achieved by employing autonomous aerial systems for
autonomous search missions, allowed by the recent rise in technological development. In this
context, the need for efficient search trajectory planning methods arises. The objective is to
maximize the probability of detecting the target at a certain time k, which depends on the es-
timation of the position of the target. For stationary target search, this is a function of the
observation at time k. When considering the target movement, this is a function of all previous
observations up until time k. This is the main difficulty arising in solving moving target search
problems when the duration of the search mission increases. We present an intermediate result
for the single searcher single target case towards an efficient algorithm for longer missions with
multiple aerial vehicles. Our primary aim in the development of this algorithm is to disconnect
the networks of the target and platform, which we have achieved by applying Benders decompos-
ition. Consequently, we solve two much smaller problems sequentially in iterations. Between the
problems, primal and dual information is exchanged. To the best of our knowledge, this is the
first approach utilizing dual information within the category of moving target search problems.
We show the applicability in computational experiments and provide an analysis of the results.
Furthermore, we propose well-founded improvements for further research towards solving real-life
instances with multiple searchers.

1998 ACM Subject Classification G.2.3 Applications

Keywords and phrases Search Theory, UAV, Vehicle Routing, Benders Decomposition
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1:2 Utilizing Dual Information for Moving Target Search Trajectory Optimization

Figure 1 The heterogeneous state spaces
for the target (square grid) and the platform
(hexagonal grid).

Figure 2 Snapshots of a simulation of one
fixed-wing platform searching for one Markovian
target. The contour plot indicates the updated
probability distribution of the target location.

1 Introduction

In the spring of 2015, over 1,000 lifes were lost at sea in a single month after refugee ships
sunk in the Mediterranean. These tragedies led to renewed efforts by governmental and
non-governmental organizations that significantly decreased the numbers of deaths [27].
Search missions are often supported by manned aerial vehicles where individual pilots are
expected to plan their optimal search trajectory by hand, which is tremendously complex; it
is proven to be an NP-complete optimization problem [26] for a single platform searching for
a single stationary target. Planning for moving target search is considerably more complex
in general. Executing such a complex task in a stressful situation is susceptible to result in a
sub-optimal search trajectory. We therefore aim to automatize this task, with the outlook
towards autonomous search missions by unmanned aerial vehicles (UAVs). We refer to an
aerial sensor platform (e.g. UAV) by platform for short in the remainder of this article.

The contribution of this article consists of a Benders decomposition algorithm to solve a
problem of Markovian target search trajectory optimization (see Figure 2). We decompose
an existing mixed integer linear program (MILP) [19] that accounts for a heterogeneous state
space for the target and platform. This concept is shown in Figure 1 and holds two benefits;
a target specific grid allows for a more accurate estimation of the target position, whereas a
platform specific grid allows for modeling more natural flight motion. By applying Benders
decomposition, we are able to disconnect both networks and iteratively solve two much
smaller problems until the desired optimality tolerance has been reached. A diagrammatic
visualization of this decomposition is shown in Figure 3. To the best of our knowledge, this
is the first method utilizing the dual information for solving a moving target search problem.

The remainder of this article is structured as follows: Section 2 provides an overview of
the relevant related literature. In Section 3, the search trajectory problem is stated, followed
by our methodology for solving this problem in Section 4. Computational experiments
in Section 5 show the applicability of the proposed method. Finally, the conclusions are
presented in Section 6.
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MILP
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Master problem
(Constrained shortest path problem)
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Figure 3 The MILP decomposes into a subproblem and a master problem. The master problem
is a constrained shortest path problem on the platform network and the subproblem is a linear
problem to calculate the probability of detection and containment on the target network, given a
fixed search-path provided by the master. In turn, the subproblem provides the dual values to the
master problem. As a result, the networks are disconnected and we solve two much smaller problems
sequentially in iterations.

2 Related Literature

Research initiated by Koopman [13] has led to the interesting field of Search Theory [24, 25].
To apply search theory to real life search missions, efficient planning methods are necessary.
Extensive research has led to several search strategy planning approaches, which can mainly
be classified to two problem types. For the path-constrained search effort allocation problem
[23], the search area is typically divided into subareas to which search effort is allocated over
time. The search effort is expressed in number of platforms of a certain type and duration.
For autonomous search, the kinematical properties of the sensor platform must be taken
into account. The resulting problem is referred to by the search trajectory optimization
problem. A depth-first branch and bound approach was presented in [23], in which lower
bound approximations on the probability of non-detection are obtained by relaxing the
searcher’s path constraints. Most following approaches are of the branch and bound type
[6, 7, 15, 17, 21], where the aim is to find a tightest true lower bound with low computational
costs. Computational experiments of several branch and bound procedures are summarized
in [28]. Despite vast progression over the years, computation remains intractable for larger
instances. This has led to the development of heuristic approaches such as a receding horizon
approach [5], cross entropy optimization [14] and constraint programming [18].

This article describes a Benders decomposition [11, 16] algorithm for a trajectory optim-
ization problem for aerial vehicles. Also various other vehicle routing problems have been
tackled by a Benders decomposition algorithm, i.e. [1, 4]. Algorithms of this type have also
been developed for combined vehicle routing problems with allocation [2, 8], assignment [3, 9],
and scheduling [22].

3 The Moving Target Search Trajectory Problem

We consider the search for a moving target in discrete time on a finite set of cells C. This
is a well known problem in literature and can be formally stated as follows. The target
occupies one unknown cell Ck ∈ C at time step k ∈ K. For the duration of the search mission,

SCOR’16
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a probability map pc is maintained, where the probability of containment pck(c) ∈ [0, 1]
represents the probability of the target occupying cell c at time k, without having been
detected prior to time k. Although the initial position of the target is unknown, it is
characterized by a known prior probability distribution pc1. The target path is modeled by
a stochastic process (C1, ..., CK), which we assume to be Markovian. Under this assumption,
the probability map evolves due to the target motion according to

pck+1(c) =
∑
c′∈C

d(c′, c) pck(c′), (1)

where the transition function d(c′, c) ∈ [0, 1] represents the probability that the target moves
from cell c′ to cell c and is assumed to be known for each pair (c′, c) ∈ C × C.

The platform is modeled to move over a finite grid of hexagonal shape. This grid is
represented by a network G = (V, A) with the set of nodes V and binary adjacency matrix A.
Here, an entry av,v′ of A is 1 if node v ∈ V is adjacent to node v′ ∈ V and 0 otherwise. We
assume that the considered aerial sensor platform has a sensor equipped to make observations.
The glimpse probability pgk(vk, c) ∈ [0, 1] represents the probability of target detection, given
target occupancy within cell c and platform position vk ∈ V at time k. When observations
are made, the probability map evolves according to the motion model as in Equation (1) and,
in addition, evolves according to the glimpse probability due to the observations made when
visiting node vk. Therefore, Equation (1) is extended to account for observation results as
follows:

pck+1(c) =
∑
c′∈C

d(c′, c) pck(c′) (1− pgk(vk, c
′)) . (2)

The objective is to determine a sequence of nodes v = (v1, . . . , vK) maximizing the cumulative
probability of detection over time period K, i.e.

max
K∑

k=1

∑
c∈C

pdk(vk, c), (3)

where pdk(vk, c) is the probability of detecting the target at time k from platform position
vk in cell c and is calculated by

pdk(vk, c) = pck(c) pgk(vk, c), (4)

where the probability of containment pck(c) is calculated through Equation (2).

3.1 Mixed Integer Linear Programming Formulation
The model for moving target search trajectory optimization under kinematical constraints
can be stated as the following MILP. Here, let B = {0, 1}. The decision variable zk

v ∈ B is
1 if the platform is at node v at time k and 0 otherwise. The auxiliary decision variable
pdk

c ≥ 0 represents the probability of detection in cell c at time k. The auxiliary decision
variable pck

c ≥ 0 represents the probability of containment in cell c at time k. We use italic
font for all decision variables and normal font for input variables.

Maximize
K∑

k=1

∑
c∈C

pdk
c (5)

subject to

pdk
c − pgk

v,cpc
k
c ≤ 1− zk

v ∀k ∈ K,∀v ∈ V,∀c ∈ C (6)
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pdk
c −

∑
v∈V

pgk
v,cz

k
v ≤ 0 ∀k ∈ K,∀c ∈ C (7)

pck
c −

∑
c′∈C

dc′,cpc
k−1
c′ +

∑
c′∈C

dc′,cpd
k−1
c′ = 0 ∀k ∈ {2, . . . ,K},∀c ∈ C (8)

z ∈ Z (9)
pc1c = pc1

c ∀c ∈ C (10)
zk

v ∈ B ∀k ∈ K,∀v ∈ V (11)
pdk

c , pc
k
c ≥ 0 ∀k ∈ K,∀c ∈ C (12)

The objective function (5) maximizes the cumulative probability of detection. The sets
of constraints in (6) and (7) ensure calculation of pdk

c according to the formula (4). The
set of constraints in (8) ensure calculation of pck

c according to the formula (2) and the set
of constraints in (10) ensure that the initial values of pc1c are set according to the known
prior probability distribution pc1. Let Z be the set of binary vectors for the zk

v variables
that yield feasible trajectories on the network G. We use this abstract notation, so that
feasibility of a trajectory can be defined as desired. The set of constraints (9) ensures the
binary vector z to be a feasible trajectory. The total number of decision variables, including
the auxiliary decision variables pdk

c and pck
c , is of order O(K|V||C|). The number of possible

feasible trajectories on network G is of order O(2K|V|).

4 Solution Methodology

As the number of time steps or the number of nodes increases, the problem becomes more
difficult to solve. In order to decrease the rate in which computation time increases, we
decompose model (5)–(12) into a pair of problems that can be solved more easily by applying
Benders decomposition [10]. The primal and dual subproblem, as well as the Benders master
problem are stated in the following subsections.

4.1 Primal Subproblem
Recall Z to be the set feasible trajectories on the platform network G. When fixing any
binary vector z̄ ∈ Z, the original problem reduces to the following primal subproblem in
the pck

c and pdk
c variables. This linear program contains no integer decision variables and is

therefore very easy to solve.

Maximize
K∑

k=1

∑
c∈C

pdk
c (13)

subject to

pdk
c − pgk

v,cpc
k
c ≤ 1− z̄k

v ∀k ∈ K,∀v ∈ V,∀c ∈ C (14)

pdk
c −

∑
v∈V

pgk
v,cz̄

k
v ≤ 0 ∀k ∈ K,∀c ∈ C (15)

pck
c −

∑
c′∈C

dc′,cpc
k−1
c′ +

∑
c′∈C

dc′,cpd
k−1
c′ = 0 ∀k ∈ {2, ...,K},∀c ∈ C (16)

pc1c = pc1
c ∀c ∈ C (17)

pdk
c , pc

k
c ≥ 0 ∀k ∈ K,∀c ∈ C (18)

SCOR’16
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4.2 Dual Subproblem
Let π = (πk

v,c|k ∈ K, v ∈ V, c ∈ C),ρ = (ρk
c |k ∈ K, c ∈ C), σ = (σk

c |k ∈ {2, ...,K}, c ∈ C), and
τ = (τ1

c |c ∈ C) be the dual variables associated with constraints (14), (15), (16), and (17)
respectively. The dual of the primal subproblem (13)-(18) is the following dual subproblem:

Minimize
K∑

k=1

∑
c∈C

∑
v∈V

πk
v,c

(
1− z̄k

v

)
+

K∑
k=1

∑
c∈C

ρk
c

(∑
v∈V

pgk
v,cz̄

k
v

)
+
∑
c∈C

τ1
c pc1

c (19)

subject to ∑
v∈V

πk
v,c + ρk

c + 1{k≤K−1}
∑
c′∈C

σk+1
c′ dc,c′ ≥ 1 ∀k ∈ K,∀c ∈ C (20)∑

v∈V
pgk

v,cπ
k
v,c − 1{k 6=1}σ

k
c + 1{k≤K−1}

∑
c′∈C

σk+1
c′ dc,c′ (21)

−1{k=1}τ
1
c ≤ 0 ∀k ∈ K,∀c ∈ C (22)

πk
v,c, ρ

k
c ≥ 0 ∀k ∈ K,∀v ∈ V,∀c ∈ C (23)

σk
c , τ

1
c ∈ R ∀k ∈ {2, . . . ,K},∀c ∈ C (24)

Here, function 1 denotes the indicator function so that 1{x} = 1 if x is true and 0 otherwise.
Let ∆ be the polyhedron defined by constraints (20)-(23), and let P∆ denote the set of
extreme points of ∆. Polyhedron ∆ contains no rays because the subproblem is feasible for
each z̄ ∈ Z.

4.3 Benders Master Problem
We introduce the free decision variable y0 ∈ R and reformulate the original model (5)-(12) as
the following Benders master problem:

Maximize y0 (25)

subject to

K∑
k=1

∑
c∈C

∑
v∈V

πk
v,c

(
1− z̄k

v

)
+

K∑
k=1

∑
c∈C

ρk
c

(∑
v∈V

pgk
v,cz̄

k
v

)
(26)

+
∑
c∈C

τ1
c pc1

c ≥ y0 ∀(π, ρ, τ ) ∈ P∆ (27)

z ∈ Z (28)
zk

v ∈ B ∀k ∈ K,∀v ∈ V (29)
y0 ∈ R (30)

The set P∆ is very large in general, resulting in many constraints in the Benders master
problem. However, most of these constraints are not active in an optimal solution. We
therefore do not have to include all these constraints, but generate a subset in an iterative
algorithm. In each iteration, a relaxed Benders master problem is solved, which is obtained by
replacing the set P∆ with the subset P t

∆ of extreme points available at iteration t = 0, . . . . At
the start, this subset is empty, i.e. P 0

∆ = ∅. Let (z, y0) be an optimal solution to this problem.
Next, the primal subproblem (13)-(18) is solved with the values of z being fixed. This yields
the dual variables (π, ρ, τ ) associated with constraints (14), (15), and (17) respectively.
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Because the primal subproblem is feasible for each z, the values of the dual variables (π, ρ, τ )
determine an extreme point of P∆ and we add this point to P t+1

∆ . As a consequence, one
constraint is added to the relaxed Benders master problem. This process continues until its
optimal value equals the optimal value of the primal subproblem.

5 Computational Experiment

In this section, we present computational experiments to show the applicability of our
algorithm. First, we present the test instances of our search problem, followed by the results
and a concise analysis thereof.

The experiments were performed on an Intel(R) CoreTM i7-4810MQ CPU processor with
2.80 GHz and a usable memory of 15.6 GB. The instances were generated with our simulation
platform, that is written in Matlab. The original MILP and the Benders decomposition
algorithm were coded in Java and solved using CPLEX with default parameters. We set the
maximum number of iterations in the Benders decomposition algorithm to 3000 to avoid
out-of-memory exceptions.

5.1 Description of the Instances
In the instances generated for our analysis we consider one target and one platform. The
target state space C consists of 60 square cells, over which the initial target position is
normally distributed in two dimensions with its mean in the center and with a standard
deviation of 12. The target moves in north direction with 0.5 probability and in east direction
with 0.5 probability as well, with a speed of one cell per time step. The platform state
space V consists of 20 nodes and its start position is trivial, since we allow the platform
to reach any node in the first time step. It then searches with the speed of one node per
time step. The ratio of the lengths of a square cell and a hexagonal cell is 2 : 1. For sensor
characteristics, we used the typical glimpse probability function [7]:

pgk(vk, c) = 1− exp−ω(v,c,k), (31)

with ω(v, c, k) ≥ 0 being a measure of search effectiveness for cell c. The search effectiveness
decreases with the Euclidean distance ||vk − c|| between cell c and the platform at node vk,
as follows:

ω(v, c, k) = W (||vk − c||)−1
,

where W is some sensor quality indicator. We used W = 0.7 and generated four instances
with these properties, for time periods K = (4, 6, 8, 10).

5.2 Results and Analysis
We optimized the search trajectory on the four instances with the proposed Benders de-
composition (BD) algorithm, and additionally with CPLEX on the original formulation
for benchmarking. An optimal trajectory was found for all instances by both algorithms,
although we noticed differences in computation time. In Table 1, we list for each instance
the time period (K), the optimal value in cumulative probability of detection (PD), the
number of iterations in the BD algorithm, time to solve for the BD algorithm in seconds,
total and average time spend on solving the relaxed Benders master problem (RBMP) and on
the primal subproblem (PSP), and finally the time needed for CPLEX to solve the original
formulation (MILP).

SCOR’16
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Table 1 Test results.

K Optimal value Iterations BD RBMP PSP MILP
(PD) (#) (s) Tot (s) Avg (s) Tot (s) Avg (s) (s)

4 0.2786 352 65.43 62.13 0.18 2.22 0.01 0.77
6 0.3213 884 182.88 152.25 0.17 11.25 0.01 2.22
8 0.3368 1980 1738.19 1535.37 0.78 113.43 0.06 7.97
10 0.3439 3000 8740.82 8171.55 2.72 288.66 0.10 15.46

Figure 4 Convergence profiles of the instances K = 4 shown top-left to K = 10 shown bottom-
right.

As the results in Table 1 show, the proposed BD algorithm is not faster than solving
the original MILP. Even for the instance with K = 10, the cap of 3000 iterations was hit
and the algorithm was terminated before it converged. The optimal solution was found, but
not proved. The results however supply valuable information; the major portion of time is
spend on solving the RBMP, whereas the PSP is very easily optimized. Also the convergence
profiles (see Figure 4) show that many cuts are necessary to move out of local optima, of
which we seem to have (K/2)−1 in each instance. These observations lead us to the following
considerations for further research.

5.3 Considerations for Further Research
There are several improvements to be considered, which show potential to lead to improved
calculation times with respect to solving the original MILP:

One improvement is to utilize local branching for Benders decomposition [20]. The nodes
resulting from a branching step each represent a smaller subregion of the feasible region,
so that cuts are found more easily. This method is applicable to any binary program that
can be solved by BD and may reduce the computation time significantly.
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A major difficulty lies in solving the RBMP, which is a large 0-1 linear program with one
continuous variable. Improvements can be made by decreasing the computation time on
this problem, which is actually a well studied resource constrained longest path problem
on a directed acyclic graph. It can be solved by specific and more efficient algorithms
as described in [12], such as dynamic programming and Lagrangean relaxation. Also
heuristics are applicable, because it is possible to generate new cuts from any feasible
integer solution.
A major strength of our formulation is that the PSP is an easy to solve LP. This may
prove to be necessary when solving the multi-platform case using Benders decomposition.
The multi-platform search trajectory problem can then be decomposed into multiple
RBMPs together with a single PSP providing the dual information for each platform
specific RBMP.

6 Conclusion

We considered the problem of optimizing a Markovian target search trajectory under kinemat-
ical constraints. For this problem, we proposed a novel method that utilizes dual information
by applying Benders decomposition. The aim of this research was to develop a method
that disconnects the networks of the target and platform and thereby solving much smaller
problems in iterations. Results from computational experiments show this accomplishment.
Possibilities for efficiently solving this problem for the multi-platform case arise, because
the master problem decomposes into multiple smaller problems for each platform. This
is of importance because the original formulation grows exponentially in the number of
platforms. All known exact methods for solving the multi-platform case appear intractable
for very small instances already and are therefore not applicable to real-life cooperative search
missions. The network disconnection as accomplished in this work is a first step towards
an exact method for solving the multi-platform case that grows only linearly in the number
of platforms. Therefore, this is a significant step towards automated cooperative search
missions by unmanned aerial vehicles.

Acknowledgements. This work was supported by Airbus Defence & Space, Germany.
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Abstract
Automated Guided Vehicles (AGVs) are being increasingly used for intelligent transportation
and distribution of materials in warehouses and auto-production lines. In this paper, a prelim-
inary hazard analysis of an AGV’s critical components is conducted by the approach of Failure
Modes Effects and Criticality Analysis (FMECA). To implement this research, a particular AGV
transport system is modelled as a phased mission. Then, Fault Tree Analysis (FTA) is adopted
to model the causes of phase failure, enabling the probability of success in each phase and hence
mission success to be determined. Through this research, a promising technical approach is es-
tablished, which allows the identification of the critical AGV components and crucial mission
phases of AGVs at the design stage.
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1 Introduction

The concept of an Automated Guided Vehicle (AGV), which travels along a predefined route
without an on-board operator to perform prescribed tasks, was first introduced in 1955 [1].
Nowadays, AGVs are being increasingly used for intelligent transportation and distribution
of materials in warehouses and/or manufacturing facilities attributed to their high efficiency,
safety and low costs. As the AGV systems are getting larger and more complex, increasing
the efficiency and lowering the operation cost of the AGV system has naturally become
the first priorities, via identifying new flow-path layouts and developing advanced traffic
management strategies (e.g. vehicle routing) [2]. For this reason, the previous research effort
in the AGV area has mainly focused on route optimisation and traffic management of AGVs.
For example, Giuseppe established an approach in 2013 to optimise the flow-path such that
the average time for carrying out transportation tasks can be minimised and the utilisation
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degree of AGVs can be maximised at the same time [3]; Wu and Zhou created a simulation
model to avoid collisions, deadlock, blocking and minimise the route distance as well with a
coloured resource-oriented Petri Net [4]. However, little effort has been made to investigate
the safety and reliability issues of the AGV components/subassemblies and their probability
of success in completing a prescribed mission. Although Fazlollahtabar recently created a
model to maximise the total reliability of the AGVs and minimise the repair cost of AGV
systems [5], they considered the AGV as a whole. Hence, fundamental questions, such as
‘How could AGVs fail?’ and ‘What are the possibilities of their failure?’, have not been
answered.To answer these questions, Duran and Zalewski tried to identify the basic failure
modes of the light detection and ranging (LIDAR) system and the camera-based computer
vision system (CV) on AGVs in 2013 by the approach of Fault Tree Analysis (FTA) and
Bayesian Belief Networks (BBN) [6]. In that work, human injury, property damage and
vehicle damage were defined as the top events in the fault tree. However, the research did
not cover all components and subassemblies in AGVs. A complete investigation of the safety
and reliability issues of all AGV components and subassemblies is important not only to
ensure the high reliability and availability of AGVs and their success of delivering prescribed
tasks, but also to optimise their maintenance strategies. Research is conducted in this paper
to identify the critical risks of all AGV components and the crucial mission phases in an
AGV operation. Failure Modes Effects and Criticality Analysis (FMECA) and Fault Tree
Analysis (FTA) will be adopted to achieve this. Hence, the contribution of this paper is in
developing an efficient approach to investigate the reliability of AGVs taking into account
the profiles of the mission undertaken.

The remaining part of the paper is organized as follows. In Section 2, the FMECA-FTA
based methodology for AGV safety and reliability analysis is introduced; in Section 3, AGV
risk and reliability analysis procedure is developed; in Section 4, the proposed methodology
is applied to, assess an AGV’s probability of success in completing a prescribed mission,
identify the crucial phases of the mission and key AGV components. The work is finally
concluded in Section 5 with concluding remarks and the plans for future work.

2 Overview of Methods and Application Area

FMECA and FTA are combined in this paper to develop a methodology for the safety and
reliability analysis of an AGV system. To facilitate understanding, a brief introduction to
both techniques is given below.

2.1 Failure Modes Effects and Criticality Analysis (FMECA)
FMECA originated from Failure Modes and Effects Analysis (FMEA)which is a well known
popular technique used for dealing with safety and reliability issues in complex systems, such
as identifying the potential effects that might arise from malfunctions of military, aeronautics
and aerospace systems [7]. FMEA can be also used to implement the analysis of component
failure modes, their resultant effects and secondary influences on both local component
function and the performance of the whole system. A more detailed description of FMEA
can be found in the standard [8]. In engineering practice, FMEA is often implemented at the
early stage of system development such that the critical system components and potential
failures and risks can be identified early.

Conventional FMEA covers the comprehensive analysis of components or subsystem,
failure modes, and failure effects which are local and related to the overall system. FMEA
can be further extended to rank the failure modes according to their probabilities of failure
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and severity classifications based on the available data. That is the so-called Failure Modes
Effect and Criticality Analysis (FMECA), where, ‘criticality’ is a terminology used to reflect
the combined impact of ‘occurrence probability’ and ‘severity’ on the safety and reliability of
the system being inspected.

2.2 Fault Tree Analysis (FTA)
Through inspecting the logic between the undesired events that could happen in a system
or a mission, FTA allows us to trace back the root cause of a system or mission failure
by using a systematic top-down approach. Moreover, the probability of system or mission
failure can be computed via Boolean algebra from the tree. FTA provides a straightforward
and clear presentation of the logic between various undesired events and is regarded as an
effective, systematic, accurate and predictive method to deal with the safety and reliability
problems in complex systems, such as the safety issues in a nuclear power plant [9]. In terms
of structure, a fault tree is basically composed of various events and gates. In this paper,
three basic types of gates, i.e. AND, OR and NOT, are used to depict the logical relations
between the events that result in the occurrence of a higher level event. A more detailed
description of FTA can be found in [7].

Since FTA ignores the cause of failure modes and FMECA gears towards analysing
individual component failure mode occurrences and moreover it is not quantitative, both
methods are used in combination in this paper.

2.3 Application AGV System
In this paper, to facilitate the research a typical AGV system is chosen for FMECA-FTA
analysis. The AGV system consists of a laser navigation system, safety system, manual
button, batteries, AGV software control system (ASCS), drive unit, brake system, steering
system and attachments. Among these subassemblies, the laser navigation system, developed
by Macleod et al. [10], is in essence a position measurement system to locate the AGV. It
comprises a rotating laser installed on the board of the AGV and three beacons mounted
along the border of the area to be covered. The safety system, with the aid of a laser detection
system installed on the AGV, is designed to avoid obstacles that could appear on the pathway.
These, together with the button, input into the control system. This system will then use
the information to send commands to the drive unit, brake system, steering system and
attachments, where the drive unit, usually a brushless DC electric motor, provides power for
motion and operation. Attachments refer to those additional components that are used to
assist moving and carrying items and batteries, usually the common lead–acid batteries, are
used to supply power to the whole AGV system, see Figure 1.

The AGV that is studied in this paper is required to distribute materials to multiple places
in a warehouse according to different requirements. Each time it receives an order it will
optimise the routes for completing the whole mission first. Then, the AGV will travel to the
material collection port along the optimised route to pick up the materials. After the AGV
is loaded, it will travel to the storage station and unload the materials. After successfully
distributing the materials, the AGV will travel back to its original parking position. Therefore,
the whole mission can be divided into 6 phases in total, namely (1) mission allocation and
route optimisation, (2) dispatch to station, (3) loading of item, (4) travelling to storage,
(5) unloading and finally (6) travelling back to base. The mission can be regarded as successful
only when the AGV is able to operate successfully throughout all these 6 phases without any
break due to component and/or system failures and maintenance. Such a period is named as
a maintenance-free operational period (MFOP) [11].

SCOR’16
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Figure 1 AGV system schematic.

Table 1 Severity assessment.

Si Description
1 No loss of any kind
2 Minor property loss (low cost hardware parts), no effect on performance
3 Major property loss, degradation of item functional output
4 Loss of critical hardware, human injuries, severe reduction of functional performance
5 Catastrophic loss of life, loss of the entire AGV system, serious environment damage

3 AGV Risk and Reliability Analysis Procedure

Applying the FMECA process requires the identification of the failure modes of all components
in the AGV system, assessment of their local and system effects, evaluation of the severities
of their consequences, and carrying out the analysis of their failure rates. The end outcome
is the identification of a number of critical components in the AGV system based on the
following risk priority number (RPN), i.e.

RPN i = Si × Fi ×Di (i = 1, 2, . . . , N) (1)

where N refers to the total number of failure modes of the AGV components being considered;
Si, Fi and Di are the severity level, failure frequency and detectability of the failure of the
i-th failure mode, respectively. In principle, the larger the value of RPN, the more critical
(or important) the corresponding failure mode of the AGV component tends to be. In the
calculation, the severity level Si is assessed using the method depicted in Table 1. The
failure frequency Fi is assessed based on the ranges listed in Table 2. The detectability Di is
assessed based on the information described in Table 3.

Once the critical components and their failure modes in the AGV system are identified
by using the aforementioned FMECA method, the logical relations of the failure events of
these identified critical AGV components will be investigated by the approach of FTA. The
resultant fault tree can be constructed by using the following method:
(1) three basic logical gates, i.e. AND, OR and NOT, are used to depict the logical relations

between the failure events that result in the occurrence of a higher level event;
(2) mission failure is used as the top event in the fault tree;
(3) phase failures and component/subsystem failures are used as the intermediate events;
(4) the various failure modes that lead to intermediate events are the fundamental events in

the fault tree.
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Table 2 Failure frequency assessment.

Failure frequency Fi Range
1 < 0.01 failures/ year
2 0.01-0.1 failures/year
3 0.1-0.5 failures/year
4 0.5-1 failures/year
5 >1 failures/year

Table 3 Detectability assessment.

Detectability Di Description
1 Almost certain to detect
2 Good chance of detecting
3 May not detect
4 Unlikely to detect
5 Very unlikely to detect

Table 4 Assumed phase lengths.

Phase 1 2 3 4 5 6
Phase Length (minutes) 1.2 12 1.2 9 1.2 6

Herein, it is necessary to note that the following two basic assumptions are presumed in the
modelling process in order to simplify the topology structure of the fault tree and therefore
model calculations:
(1) the AGV is presumed not to be assigned another mission after unloading; and
(2) the interactions between multiple AGVs, such as AGVs collision and deadlock, are

neglected.

Once the fault tree is obtained, the phase unreliability, the failure probability of each AGV
subsystem during the period of completing a prescribed mission, and the probability that
the AGV is able to complete the whole mission, can be calculated through performing FTA.
Hence, the safety, reliability and availability of the AGV system can be readily obtained.

4 Validation of the proposed methodology

In order to validate the methodology proposed in Section 3, the method is applied to identify
the key AGV components (by FMECA), crucial phases of mission (by FTA), and assess the
AGV’s probability of success in completing a prescribed mission (by FTA).

To implement FMECA and FTA, the length (i.e. time duration) of each phase identified
in Section 2.3, is prescribed a value as shown in Table 4. The total time duration to complete
the whole mission is 30.6 minutes. It is worth noting that the data presented in Table 4 is
empirical data, only for demonstration purpose. In reality, these would be different when the
AGV implements different types of missions.

A list of the different failure modes of all the components of the AGV of interest are given
in Table 5, in which the corresponding severity, failure rate, and detectability are included.
The data in the table is based on [12] and expert knowledge and further developed for the
AGV. The failure frequencies are given in number of failures per year. The resultant RPN
can be determined from equation (1) and hence the criticality of each event failure mode can
be ranked.

In the RPN calculation, the failure frequency Fi of each failure mode is derived first
from the failure rate listed in Table 5 and the ranges described in Table 2. In table 5, the
description of the component function, local and system effects and criticality ranking is not
included due to limited space. Once the RPN of a failure mode is obtained, its criticality
can be ranked.

From the FMECA results shown in Table 5, it can be found that the manual button has
the smallest RPN and hence the lowest rank of criticality. Thus, it will not be regarded
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Table 5 FMECA of AGV.

Identity Sub-item Failure Mode Si F Rate(f/y) Di RPN

Drive Unit Unit fails 3 1 1 12
Circuit connection fails 3 0.5 3 27

ASCS Control system fails 3 2 4 60
Control system malfunction 4 4 5 100

LNS

GPS Fail to locate AGV 3 0.25 4 36
Transmitter Disabled communication 3 0.25 4 36
Laser emitter Unit fails 3 0.25 4 36
Laser sensor Unit fails 2 0.125 4 24

Safety Systems Laser emitter Unit fails 3 0.25 4 36
Laser sensor Unit fails 4 0.125 4 48

Attachments Transfer part Worn, fatigue, Looseness 4 1 2 32
Holding part Worn, fatigue, Looseness 4 1 2 32

Batteries
Performance degeneration 2 1 3 24

Leakage 5 0.125 2 30
Overheat 5 0.125 1 15

Brake System Brake shoe Worn out; Looseness 4 0.2 2 24
Steering System Unit Fails 3 0.25 4 36
Manual button Button is stuck 2 0.05 2 8

as key component of the AGV in the process of fault tree construction. Accordingly, for
simplicity the fault tree of the AGV is built by only considering those identified key AGV
components and the phases that they are involved in, i.e. drive unit, ASCS, laser navigation
system, safety system, attachments, batteries, brake system, and steering system.

The construction of fault trees for phased missions is started by identifying the logic of
different phases and their effects on the success of mission. Thus, ‘mission failure’ is chosen
as the top event, and the 6 phases defined in Section 2.3 are used as intermediate event below
this. The logic between the top event and these branch events is shown in Figure 2. The
fault tree is further developed in order to investigate the logic between every phase mission
and the failure modes of related AGV components. The resultant fault tree for Phase 2 is
shown in Figure 3 as example.

From Figure 3, it is seen that the failure during the phase is used as the top event, the
failures of those AGV components that are involved in the phase are basic events. The
failures of mechanical parts, system parts for navigation, control and safety, and the power
supply are the intermediate events. For example, in Phase 2, the AGV will travel from its
parking position to the material collection port. During this period, the ASCS will control
the AGV to travel along the optimised route; the laser navigation system (LNS) works over
the whole course of the phase to locate the AGV as it moves; the motor is required to drive
the vehicle; steering system enables vehicle turning; the safety system performs obstacle scan;
and the brake system is responsible to slow down the vehicle when turning and stop the
vehicle to avoid collisions. Obviously, the success of phase 2 mission relies on all of these
subassemblies working. The fault of anyone of them can lead to the failure of phase 2. In
addition, phase 2 can be started only after phase 1 has been completed successfully. In other
words, the mission failure in phase j+ 1 is the combined result of successful phases 1 to j and
the system failure occurring in phase j + 1 via an ‘AND’ gate. This can be seen in Figure 3
where the ‘NOT’ gate is used to represent system success during phase 1 as NOT failure in
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Figure 2 Logic between the top mishap and branch events.

Table 6 Component failures causing system failure at each phase

Phase Component failures causing system failure at each phase
1 ASCS; LNS; Batteries
2 Drive unit; Brake system; Steering system; ASCS; LNS; Safety system; batteries
3 Attachments; Brake system; ASCS; Safety system; Batteries;

4 Drive unit; ASCS; LNS; Safety system;
Attachments; Batteries; Brake system; Steering system

5 Attachments; Brake system; ASCS; Safety system; Batteries
6 Drive unit; ASCS; LNS; Safety system; Batteries; Brake system; Steering system

phase 1. Following this logic, the AGV operation is analysed at each phase. The component
failures resulting in the system failure at different phases are identified as shown in Table 6.

Furthermore, in order to complete the FTA, the fault trees for all the identified critical
AGV subsystems are further constructed. The corresponding fault trees for the drive unit
and the ASCS are shown in Figure 4 as examples.

As a systemic FTA method has been developed in [13] dedicated to modelling phased
mission with MFOP, that method is used in this paper to calculate the mission reliability
and phased unreliability of the AGV within MFOP based on the phase lengths assumed in
Table 4 and the FMECA information obtained in Table 5. The details of the calculation
method are given below.

Firstly, the system failure in phase j, i.e. Tj , is calculated by using the following equation

Tj = (Phase 1 to j − 1 Success).(Phase j Failure) (2)

The probability of failure of basic event A in all phases from i to j (i.e. qAi,j
) can be

calculated using the equation

qAi,j
= e−λAti−1 − e−λAtj (3)

where λA refers to the failure rate of a basic event A, tj is the length of phase j.
The unreliability of phase j can be calculated by

Qj = 1 −Rj = 1 −R1,j/R1,j−1 (4)

SCOR’16



2:8 Reliability Modelling of AGVs by FTA

Figure 3 Fault trees for Phase 2.

Table 7 Component failure probability at the end of whole mission.

Description Failure Probability Description Failure Probability
ASCS 0.00034925 LNS 0.00005094

Attachments 0.00009360 Safety Systems 0.00002183
Drive Unit 0.00008725 Steering System 0.00001455
Batteries 0.00007277 Brake System 0.00001164

where Rj denotes the success probability of phase j , R1,j is the success probability till the
end of phase j. It should be noticed that the probability of failure is calculated using the
exponential distribution since the failure rates are assumed to be constant for simplicity.

In the FTA calculation, the component will be taken into account in a phase only when
it is involved in the completion of that phase. It will not be considered if it contributes
nothing to the phase. Applying the aforementioned method to calculate the component
failure probability, mission reliability, and phased unreliability of the AGV within MFOP,
the results are shown in Tables 7 and 8.

From the results shown in Table 7, it is seen that the ASCS, attachments, drive unit and
battery have the largest failure probability at the end of the whole mission. That implies
these four components are most vulnerable to failure.

From Table 8, it is found that the mission reliability at the end of the 6th phase is
0.99930, which is based on the success of all six phases. This means that the AGV has a
greater than 99% chance of successfully completing the mission. Thus, it in fact indicates
the overall reliability of the AGV in accomplishing the whole mission. For this reason, it can
be concluded that the AGV considered here is a very reliable material distribution vehicle in
the warehouse. In addition, Table 8 shows that phase 2 ‘dispatch to station’ and phase 4
‘travelling to storage” show the largest phase unreliability values. This means that the AGV
is more likely to fail in the completion of these two phases.
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Figure 4 Fault trees for Drive Unit and ASCS.

Table 8 The resultant mission reliability and phase unreliability.

Phase Mission reliability at phase end Phase unreliability
1 0.99998 0.00001855
2 0.99974 0.00024386
3 0.99967 0.00007266
4 0.99945 0.00021915
5 0.99942 0.00002243
6 0.99930 0.00012527

Additionally, in this paper the optimum maintenance time of the AGV is also considered
by investigating the reliability of the AGV against the number of the missions that the AGV
can complete without maintenance. The success probability of the AGV can be calculated
by

SuccessProbability =
n∏
i=1

Pi (5)

where Pi is the probability that the AGV is able to complete the ith mission successfully,
and n is the number of missions the AGV needs to complete. The calculation results are
shown in Figure 5. From Figure 5, it is interestingly found that with the increase of the
number of missions that the AGV can complete without receiving any maintenance, the
success probability shows a monotonous decreasing tendency, thus from which the optimum
maintenance time of the AGV can be readily inferred.

5 Conclusions

In order to investigate the safety and reliability issues existing in AGVs that are being
increasingly used for intelligent transportation and material distribution in warehouses
and/or manufacturing facilities, a promising technical approach has been established in this
paper. It has been shown that FMECA and FTA can be adopted to identify the critical
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Figure 5 Success probability vs. mission number.

AGV components and the crucial mission phases of AGVs at the design stage. From the
research reported, the following conclusions can be reached:
(1) The key AGV components can be successfully identified based on the criticality rank

that is obtained through performing FMECA. The calculation results presented in this
paper has shown that nearly all AGV components except manual button, such as driving,
operating, control and power supply units, are critical components;

(2) The FTA results show that among all identified key components, the ASCS, attachments,
drive unit and battery are most vulnerable components to failure because they are found
to have the largest failure probability at the end of whole mission;

(3) The FTA calculation has suggested that the AGV is more likely to fail in the completion
of the phase ‘dispatch to station’ and the phase ‘travelling to storage’ because these
two phases show the largest phase unreliability values. But it is worth noting that such
conclusions are based on the assumptions given in Section 3. In reality, the result would
be different, depending on the real reliability data collected from the AGVs;

(4) Research has shown that the AGV being inspected is overall a very reliable material
distribution vehicle in the warehouse. But Figure 5 has indicated that the reliability of
the AGV will degenerate if it completes more missions without maintenance;

(5) Through this research, it can be concluded that the proposed FMECA-FTA approach is
indeed a valid method for assessing and evaluating the safety and reliability issues in
AGVs.

Nevertheless, the work reported in this paper is only a preliminary research on AGV reliability
issues. In the future, the proposed method will be further validated by using real AGV data
through the collaboration with relevant industry partners.
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Abstract
From preliminary design through product sustainment to end of life removal, optimal performance
through the entire life cycle, is one of the most important design considerations in engineering
systems. There are a number of mathematical modelling techniques available to determine the
performance of any system, or process design. This paper focuses on the Petri Net technique
for the representation and simulation of complex cases with the future aim of automatically
generating a model from the system, or process description. If the model can be automatically
generated changes can be investigated easily, enabling different designs to be investigated. Within
this research, a Petri Net model is developed for a process of recycling IT assets. The model
developed here will be used in future work to validate the automation process. This model is
simulated and programmed in Matlab. The model enables the simulation of various flow paths
through the recycling process, giving an understanding of the current process limiting factors.
These can then be used to identify possible ways of improving the efficiency of the recycling
process and enhancing the current IT asset management strategy. The future aim of this research
is the automatic generation of a system model for complex industrial systems and processes by
converting the SysML-based specifications into Petri Nets.

1998 ACM Subject Classification D.2.2 Design Tools and Techniques, I.6 Simulation and Mod-
elling
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1 Introduction

At the earliest stages of the design of a system, or process, it is essential to consider its
performance in order to ensure that the optimal design is developed. A number of modelling
techniques are available, facilitating the performance evaluation and analysis of any system,
or process. Once the performance is understood, the decision maker is able to make informed
decisions about the design. The techniques can be divided into two main categories, analytical
and simulation techniques. The analytical techniques include a wide variety of approaches.
An analyst is able to choose the most suitable technique, given the available data and the
preferred analysis that needs to be performed. The techniques for failure analysis consist
of combinatorial models, including Reliability Block Diagrams (RBDs), Fault Trees (FTs)
and Binary Decision Diagrams (BDDs), state-space models, including the subcategory of
Markov approaches, and hierarchical models generated by the combination of combinatorial
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and state-space models, which are able to simplify the model and ease further analysis
[1]. In the case of investigating other performance measures, different analytical techniques
can be used. The models mentioned above contain certain limitations rendering them not
applicable to some cases, especially when the system, or process, includes complex structures.
More specifically, the combinatorial models are not able to model dynamic characteristics,
such as dependent events and spares, whereas the Markov models, which can cope with
dynamic features, suffer the state-space explosion as the number of states increases. In other
words, large complex scenarios are difficult to be modelled and controlled using Markov
approaches, as the final diagram can be very large, difficult to be built due to its complexity
and computationally costly.

However, alternative approaches have been developed, such as the encoding of the state-
space model in a Petri Net (PN) that can cope with all the aforementioned limitations [7].
Petri Net models are powerful, flexible structures that can be applied to complex cases
without suffering the state-space explosion limitation.

The main characteristics of a complex case are redundancy, configurability and interactions
between systems components or processes scenarios. These features are usually incorporated
into the system, or process creating high level of difficulties in the manual development
process of performance models. Complex cases can be recognized by the following factors:
the system size (number of different components, or cases within it), the system dynamics
i.e. the extent to which behaviour changes over time, the fault and error recovery, the
sequence-dependent failures, the use of spares and the existence of phased missions [4].

Nowadays, the use of computational models is considered an essential element for the
analysis of complex cases. This paper uses the simulation technique which has become a
ubiquitous tool for the analysis and investigation of complex cases. It is characterised as
a straightforward, accurate, easily applicable and flexible method that can represent the
system, or process in an efficient way and hence it can provide reusability of the model for
different designs and policies, enabling informed decisions to be made. Hence, in this paper a
simulation method is generated with the modelling power of Petri Nets to model a process of
recycling IT assets. The results from the simulation of the various flow paths of the process
give the opportunity for the analyst to detect the limiting factors in the process and make
the appropriate decisions. As a result, the efficiency of the current process can be improved
and the IT asset management strategy can be enhanced.

The future aim of the project is development of a general methodology for complex cases,
implemented in computer software, which will accept as input a system, or process description
and automatically generate the corresponding Petri Net model. The study developed here is
the first step in this process, the manual development of a PN. The future stages will develop
an algorithm to do this automatically for the process described. This will be generalised
for any complex system, or process. This paper is organised as follows. Section 2 describes
briefly the PNs giving a general overview of basic concepts and elements of the models.
In Section 3, a PN model is developed for a process of recycling IT assets and results are
obtained from the net highlighting certain aspects of the process. Some general conclusions
are drawn in Section 4.

2 Petri Nets

First introduced in the thesis of C.A. Petri in 1962 [5], Petri Net is a visual tool that provides
rigorous and precise model analysis. PNs have been applied to a wide spectrum of cases in
different sectors, such as data communication processes, computer networks, workflows and
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Figure 1 Inhibitor Arc.

manufacturing plants [6]. A Petri Net is a bipartite directed graph that includes two types
of nodes: places, drawn as circles, and transitions, drawn as bars. There are two types of
transitions, the immediate (drawn as solid rectangles) which when enabled fire immediately,
and timed (drawn as hollow bars) which have a time delay associated with them. Directed
edges (arcs) connect places to transitions and vice versa. The dynamic behaviour of the
model is described by the movement of tokens/markers (solid dots) between places. A token
can move between places only if the corresponding transition has been enabled. A transition
is said to be enabled and able to fire if the number of tokens in each of its input places is at
least equal to the multiplicity of the corresponding arc from that place. The multiplicity
of an arc is described as the number of the tokens that are removed from the place during
a firing transition. This multiplicity is denoted by using a slash through the arc a positive
integer beside it. When the multiplicity is equal to 1, then the slash and integer can be
omitted. Another element that was added in order to increase the decision power of the Petri
Nets is the inhibitor arc, denoted as an arc terminated with a hollow circle. The inhibitor
arc prevents the firing of a transition when the place it comes from is marked. According to
Figure 1 t1 is enabled if p1 contains a token, while t2 is enabled if p2 contains a token and
p1 has no token.

The movement of tokens through a Petri Net can be transformed into matrix form. Then
the marking of the PN after the r transition, Mr, can be found by Equation (1).

Mr = M0 + AT · T1 . (1)

Where: M0 is a column matrix (n, 1), where n is the number of places, showing the initial
marking of the net. T1 is a column matrix (m, 1) where m is the number of transitions,
showing the number of times each transition has fired in the r transitions. A is the incidence
matrix (m, n) where each element aij corresponds to the effect that transition i has on place
j. Using Equation (1), the marking of a net, the distribution of tokens within it, can be
determined at any time.

Petri Net models can predict the performance of complex processes, being a powerful
modelling tool suitable for the integration of continuous and discrete dynamics in the model.
According to Ling [2] reachability, boundedness and liveness are three main behaviour
properties that relate to each other and can be identified in PN models. Reachability is the
capability to reach one particular state (M0) from another (M ′

0) if there is a sequence of
transitions such that M0 ≤ M ′

0. A Petri Net is characterised as bounded if the number of
tokens in each place is less or equal to a finite number k for any marking reachable from the
initial marking. The term liveness ensures that a transition is live if it can never deadlock.

In the area of applied mathematics Petri Nets are of special interest since they can be
analysed, simulated and modelled numerically and graphically, using various software tools,
such as C++, Matlab/Simulink, PN Toolbox [3], SimHPN (GISED) and their tools.

In this application, given the IT asset process, a Petri Net model is developed. The novelty
of application in this domain for asset management of recycling is the ability to investigate

SCOR’16



3:4 Petri Net Modelling for Enhanced IT Asset Recycling Solutions

and identify possible limiting factors in the process and hence optimise the performance of
the IT process.

3 Simulation

The Petri Net technique, described above, can be used for the simulation of a process in order
to conduct performance analysis. To demonstrate the technique of simulation, a PN model
has been developed for a process of recycling IT assets. The model enables the simulation of
various flow paths through the recycling process. The simulation results will give the ability
to the analyst to identify possible ways of improving the performance of the process and
enhancing the current IT asset management strategy.

3.1 Process Description
A recycling IT process has been considered and modelled using Petri Nets in order to simulate
its performance. The process focuses on the repair of electronic devices, primarily mobiles
phones. The product enters in the process line and then it can pass along one of the two
paths, either refurbished, through the reuse line, or scrap. Considering the refurbished path,
there are seven different possible stages:

Asset Track (AT): Asset information is introduced into the traceability system.
Visual Inspection (VI): The physical condition of an asset is assessed.
Functional Test (FT): A product is inspected by testing its functionality, including
activities such as charger check, battery test, LCD screen check, resetting, ringing test,
vibration, microphone and speaker test.
Data Erasure (DE): Data is erased securely by using specific licensed software.
Cleaning and De-Labelling (C&D): Refurbished assets are cleaned and any non-essential
labels are removed from the device. A new label is placed.
Repair (R): A product can be repaired only if its repair is considered economically viable.
Strip and Scrap (S&S): Failed products are checked for any parts that can be salvaged
and are then sent for secure destruction.

In the case of a scrapped device, there are two options for it. It can be used either as
a unit level, meaning price sought per tonne for scrap, or as a component level, meaning
components are extracted from the device and used within this process for future repairs or
sold for spares. All stages can only have one device at a time apart from the Data Erasure
stage. Each stage has a time to completion associated with it, which can vary for different
devices. Additionally, at some of the stage there is a probability of pass/ fail, according to the
process. In practise, most of the activities are performed at the same physical location, i.e.
on the computer. The repair stage (R) takes place in the same factory, but it is performed
when there are a batch requiring repair and it takes place away from the main refurbishment
process and for that reason there is a large delay between the functional test and the repair
activities. Similarly, the data erasure stage is performed separately and then the information
is only logged in the process at the end. The company’s manpower is assumed to be 2.

The process diagram is presented in Figure 2, including all the possible paths of the
recycling IT process.

3.2 Model Construction
From the information given, as described in Section 3.1, the corresponding Petri Net model
has been developed and presented in Figure 3. The PN model includes all the stages referred
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Figure 2 Recycling IT Process Diagram.

to in the process description. Two places and a timed transition have been used to represent
each activity, i.e. one place is used to describe that the activity starts, whereas a second
place is used to describe that the activity ends. The time for the activity to be completed
is described by a timed transition; these are denoted as Tx, where x is a number (1–8), in
Figure 3. It can be seen that there is a TI node which is used as a merge place only if two
or more devices arrive at the same place. Inhibitors have been placed in the PN, as shown
in Figure 3, allowing the firing of a transition only if the subsequent place is empty. This
models the queuing of items. There is an immediate transition in the model, named TI and
represented by a black box, which corresponds to an instantaneous transition.

Some stages of the process have a probability associated with their pass or fail and
these are shown by probability transitions in Figure 3 denoted by Px, where x is a number
(1–14). For example, at the start of the process after asset tracking has taken place a visual
inspection occurs. This takes a time T2 and there is a probability P3 that the unit passes
this inspection, etc. In order to model the time between stages in the model, places Pix,
with associated times Tix, have been added. Where, as before, x is a number (1–33). So,
in total the PN includes 29 places, 1 immediate transition and 33 timed transitions from
which 8 correspond to the activities, 14 represent the intermediate time from one activity to
another and the rest 11 transitions express the probabilities (pass/fail) of each activity.

3.3 Process Data and Model Simulation
In order to simulate the process modelled in Figure 3 it is necessary to input values for the
timed and probabilistic transitions. Table 1 presents the minimum and maximum times
needed to complete each activity and Table 2 shows the same data for the times between
stages. The probabilities of pass (P) or fail (F) for each stage of the process are also listed in
Table 2. The retrieved data, which was obtained from the IT asset management company,
comes from 2113 mobile phones which have been processed for the time period of 323 hours.

Hence in the simulation, times are generated for the timed transitions by assuming that
they all follow a continuous uniform distribution. For each transition a random number, x,
is generated and the time obtained from Equation (2).

t = min
t

+[(max
t

− min
t

) · x] . (2)

Where:
mint and maxt are obtained from Tables 1 and 2 for each activity type and correspond
to Min Time and Max Time respectively.
x returns a uniformly distributed random number in the interval (0, 1).
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Figure 3 Recycling IT Process Petri Net Model.

The main steps followed for the process simulation are outlined in Figure 4. The Matlab
code was generated and run for 1000 simulations. As mentioned, random numbers for the
process times and probabilities are generated and times for activities and intermediate stages
are estimated. Once a random probability is lower than or equal to the pass probability of
an activity then the device is assumed to pass, otherwise the device fails. Following Figure 3
and the probabilities for each path the simulation results can be found. The simulation can
provide the total number of repaired and scrapped devices, the average time for each activity
and intermediate stage, the longest queues once more than one device exists in the process,
as well as the most visited places and the most failed nodes in each path.

3.4 Results

This section presents the results obtained from the simulation of the PN developed in
Section 3.2. The main focus of this application is the investigation of the process and
identification of its limitations with the aim to find ways to enhance the performance of the
process.

Table 3 presents the average times taken for the transitions included in the repair path for
the 1000 simulations undertaken. It is observed that Ti4, which is the time needed from the
end of the FT to the start of the R activity, is the longest time in this path. This happens
because the r activity takes place in a different location from the rest of the activities and
extra time is required for the transportation of the devices. As can be seen that the average
times obtained agree well with the times given in Tables 1 and 2. According to the 6 paths
identified in the PN and Table 5, the most common failed nodes have been found in each path
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Table 1 Average Times Table for Process Stages.

Timed Transitions Activity Type Min Time (seconds) Max Time (seconds)
T1 Asset Track 107 148
T2 Visual Inspection 5 10
T3 Repair 240 900
T4 Functional Test 60 180
T5, T6 Data Erasure 30 40
T7 Cleaning and De-Labelling 30 60
T8 Strip and Scrap 30 60

Table 2 Times between Stages and Probabilities for the IT Process.

Transition ID Min Time (seconds) Max Time (seconds) Transition ID Probability
Ti1 30 120 P1,11,12(P) 1
Ti2 1800 28800 P2(F) 0.312
Ti3 300 1800 P3(P) 0.688
Ti4 7200 86400 P4,5(F) 0.13365
Ti5 1800 7200 P6(P) 0.7327
Ti6 1800 10800 P7,9(P) 0.9702
Ti7 1800 10800 P8,10(F) 0.0298
Ti8 1800 7200 P13(F) 0.7066
Ti9 1800 10800 P14(P) 0.2934
Ti10 1800 10800
Ti11 300 3600

and presented in Table 4. The initial total number of runs is equal to 1000 and the results
for the places depend on the probabilities of their equivalent transitions. The most common
failed place to have been visited, Pi11, corresponds to VI failing and has a failure probability
equal to 0.312. In addition, the most common visited places have been investigated in each
path and it was found that the activities with the most visits are the AT and VI passing
nodes. More specifically, the AT nodes are always visited, whereas the VI passing places are
visited approximately at 68% in all paths.

Table 6 includes the overall average times for all PN paths for two different cases; the
first case investigates only one device in the process, whereas the second case investigates
two. For the estimation of the average repair time in the case of one device, the activity
and intermediate times have been taken into consideration. In the case of two devices the
methodology presented in Figure 5 has been followed. All the activities in the repair path
can have only one device at a time, meaning that the 2nd device can proceed with the AT,
once the 1st phone ends with the AT. The same happens for the R. Secondly, an additional
time that should be included in the case of two mobile phones is the time that corresponds
to A number, presented in Table 6. The A number corresponds to the time in which the 1st

device waits for the 2nd to complete its FT. Once the 2nd device completes this activity, both
devices are transported to a pre-specified location for their R (T4). The 2nd device starts its
repair when the repair of the 1st device ends. The repair path presents the highest average
time for both cases. This is due to the time taken for the transition of the device(s) from the
FT to R. The same procedure was applied for the other paths and the additional average
times in the case of two devices in the process are shown in Table 6 for each path. The f

SCOR’16



3:8 Petri Net Modelling for Enhanced IT Asset Recycling Solutions

Figure 4 Flowchart for IT Process Simulation.

Table 3 Average Times of Timed Transitions in the Repair Process Path.

Timed Transitions ID T1 Ti1 T2 Ti3 T4 Ti4 T3
Average Time (seconds) 127.77 74.951 7.510 1039.79 119.19 47536.15 569.968

numbers in the C&D and S&S paths correspond to the time that the 2nd device waits for
the 1st to end with the T7 and T8 respectively. According to the A and f numbers, placed in
Table 6, the longest queue has been identified in the repair path, since the sum of A and T4
is higher than the corresponding combinations of the other paths. The C&D and all the S&S
paths have similar numbers of queues, since the f numbers are very close and T7 is equal
to T8. Based on the simulation only the 2.69% of the devices can be repaired, the 48.9%
undergoes the C&D and the rest of the devices lead to the S&S paths.

4 Conclusions

In this paper a process of recycling IT assets was investigated by developing and subsequently
simulating a PN for the process. The simulation results have given a clear understanding
of the working way for the six different paths of which the process consists and also main
limitations and potential modifications have been identified in order to enhance the process
performance. A main limiting factor of the process is the long time needed for the Repair
path to be completed. This happens because the Repair activity takes place in a different
physical location from the other activities. Additional observation for all the process paths
is that the mobile phones spend the most time within the intermediate times rather than
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Table 4 Most Common Failed Nodes in Each Process Path.

Node ID (Place) Pi4 Pi3 Pi11 Pi5 Pi5 Pi8
No. of Failures 596.0384 312.0666 688.059 595.9192 596.0097 489.1843

Table 5 Paths in the IT Process.

Path Activities
1 AT-VI(P)-FT(F-No-Erase)-R
2 AT-VI(P)-FT(P)-DE(P)-C&D
3 AT-VI(F)-S&S
4 AT-VI(P)-FT(F-Erase)-DE(P)-S&S
5 AT-VI(P)-FT(F-Erase)-DE(F)-S&S
6 AT-VI(P)-FT(P)-DE(F)-S&S

Table 6 Overall Average Times of Each Path for 1 and 2 Devises and Additional Time Required
in the Case of 2 Devices.

Path Avg. Time(1 phone)(secs) Avg. Time(2 phones)(secs) Avg. Additional Time(secs)
1 4.87E+04 4.94E+04 A=126.7688, T4
2 7763.5347 7941.2791 f=82.4264, T7
3 2206.6686 2331.9461 f=82.4199, T8
4 7761.9031 7940.2581 f=82.3125, T8
5 7762.7325 7941.008 f=82.4972, T8
6 7763.5059 7941.1462 f=82.9941, T8

Figure 5 Estimation of Repair Average Time for 2 Devices.
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within the activities. So, some potential ways of improving the efficiency of the process
could be the duplication of the activities, increase of the manpower and decrease of the
intermediate times, for example the devices could be repaired at the same location, or the
transportation of the devices could be arranged to take place after the end of the workers’
shifts and hence the intermediate time between the Functional Test and Repair would not
affect the whole time process. Another recommendation for the process enhancement is the
creation of standards for the activities to accept multiple devices simultaneously, so that this
can save not only time and money but also can increase the reputation of the company.

The future work involves; (a) applying the proposed process to a variety of possible
scenarios, i.e. more than two devices in the process. This will allow the user to identify
where the technical investment should be made or how to rearrange the process in order to
improve its performance and (b) developing an algorithm to generate automatically the PN
model for the IT process from the system, or process description. This algorithm will then
be generalised for any complex system, or process. The manual PN developed in this work
will be used to validate the algorithm. The automated generation of the PN will contribute
to the literature by enabling different designs to be investigated precisely, easily and quickly;
hence allowing optimal designs to be determined.

References
1 Mark Lanus, Liang Yin, and Kishor S Trivedi. Hierarchical composition and aggregation

of state-based availability and performability models. IEEE Transactions on Reliability,
52(1):44–52, 2003.

2 Chris Ling. An introduction to petri nets. [Power Point Presentation], 2001.
3 Christian Mahulea, Michaela H. Matcovschi, and Octavian Pastravanu. Home page of the

petri net toolbox, 2003.
4 Seyed H. Nejad-Hosseinian. Automatic generation of generalized event sequence diagrams

for guiding simulation based dynamic probabilistic risk assessment of complex systems. PhD
thesis, University of Maryland, College Park, Department of Mechanical Engineering, 2007.

5 Carl A. Petri. Communication with automata. PhD thesis, Universität Hamburg, 1966.
6 Jiacun Wang. Petri nets for dynamic event-driven system modeling. Handbook of Dynamic

System Modeling, pages 1–17, 2007.
7 Valérie Zille, Christophe Bérenguer, Antoine Grall, and Antoine Despujols. Simulation of

maintained multicomponent systems for dependability assessment. In Simulation Methods
for Reliability and Availability of Complex Systems, pages 253–272. Springer, 2010.



Simulation Combined Approach to Police Patrol
Services Staffing
Hanjing Zhang1, Antuela Tako1, Lisa M. Jackson3, and Jiyin Liu4

1 School of Business and Economics, Loughborough University, Leicestershire,
LE11 3TU, United Kingdom
h.zhang@lboro.ac.uk

2 School of Business and Economics, Loughborough University, Leicestershire,
LE11 3TU, United Kingdom
a.takou@lboro.ac.uk

3 Aeronautical and Automotive Engineering, Loughborough University,
Leicestershire, LE11 3TU, United Kingdom
l.m.jackson@lboro.ac.uk

4 School of Business and Economics, Loughborough University, Leicestershire,
LE11 3TU, United Kingdom
j.y.liu@lboro.ac.uk

Abstract
Motivated by the squeeze on public service expenditure, staffing is an important issue for service
systems, which are required to maintain or even improve their service levels in order to meet
general public demand. This paper considers Police Patrol Service Systems (PPSSs) where
staffing issues are extremely serious and important because they have an impact on service
costs, quality and public-safety. Police patrol service systems are of particularly interest because
the demand for service exhibits large time-varying characteristics. In this case, incidents with
different urgent grades have different targets of patrol officers’ immediate attendances. A new
method is proposed which aims to determine appropriate staffing levels. This method starts at a
refinement of the Square Root Staffing (SRS) algorithm which introduces the possibility of a delay
in responding to a priority incident. Simulation of queueing systems will then be implemented
to indicate modifications in shift schedules. The proposed method is proved to be effective on a
test instance generated from real patrol activity records in a local police force.
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1 Introduction

Performance measures of the Police Patrol Service Systems (PPSSs) typically focus on
response times, especially immediate response to incidents which occupy a large proportion
of police patrol resources. According to the nature of reported incidents, call handlers in
front desks divide incidents into four grades related to their urgency. They are emergency
response incidents, priority response incidents, scheduled response incidents and incidents
that could be resolved without deployment. Only the first two grades of incidents, emergency
response incidents with threat to life and priority response incidents with necessary officer
attendance, require immediate response. The common target for PPSSs in the UK is to
attend to over 85% of emergency response incidents within 15 minutes and reaching over
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80% of priority calls in 60 minutes [4, 16]. Unlike the well scheduled demand in industry
manufacturing and transportation crews in airlines, police emergency services providers
always face time-dependent service requests. Patrol officers must be ready to attend any
assigned incident of which the time and place cannot be known in advance. Managers need to
make reasonable predictions of required staff levels based on historical records, and allocate
enough patrol officers to avoid poor performance with long periods of under-staffing. Long
periods of over-staffing should also be avoided with the objective being to minimise the
workforce costs.

Response times, as an important performance measure for PPSSs, consist of pre-travel
delays and travel times. Accurate prediction of system performance requires information
of both parts. Travel times usually depend on the distance between the scene of the crime
and the patrol officers’ current locations. The difference in speed, caused by many factors
including types of roads, traffic situations and incident grades, where for emergency incidents
blue lights and sirens can be used, will also influence the time spent on travelling [13, 14]. It is
a bit more complicated to analyse pre-travel delays since lack of staff is the main contributing
factor. Using queueing systems with time-dependent arrival rates can model pre-travel delays
in patrol service systems adequately, but it is not easy to analyse because most queueing
theory focuses on long-run steady-state behaviour of stationary queueing models, rather
than queueing models switching between under-staffing and over-staffing. Discrete event
simulation provides explicit numerical results to evaluate the system performance. However,
as simulation models are always built case by case, it is quite time consuming to exhaustively
simulate all possible system configurations. In this paper, we propose a scheduling method
which combines both analytical results and simulation results for time-dependent priority
queueing model to indicate appropriate shift schedules. Comparing with traditional staffing
methods, the proposed method adjusts varying staff levels into staff levels of shift patterns
to cope with the demand fluctuations.

Traditional methods for solving staffing problems usually assume staff levels on different
periods are independent from each other. Staff level is determined to satisfy the service
target in each period at lowest cost. Then an integer programming model is solved which fits
an optimal shift schedule to these staff levels. As a simple approach, pointwise stationary
approximation [8] was proposed for setting staff levels in call centres. This approximation
provides a basic analytic support to determine the staff level with piecewise stationary arrival
and short service times. Queuing processes in real life are more complex since service time
may be relatively long. As a modification, Square Root Staffing (SRS) rule [11] is proposed
to capture dependency effects of different periods and more accurate estimations for staffing
requirements can be expected. This method has been proved to provide demand estimations
that are more thoroughly estimated. However, in two-step staffing algorithms, required staff
levels determined in the first step are fixed for generating shift schedules in the second step.
Several solutions of required staff levels might exist that lead to shift schedules with different
costs. Two-step staffing algorithms may lead to suboptimal solutions of shift schedules [8, 5].

Henderson and Mason [9] proposed a feed-back approach called iterative cutting plane
method which updates required staff levels and shift schedules iteratively. It requires system
service quality to be a non-decreased concave function of staffing. Continuing with their
work, Atlason et al. [3] relax the concavity assumption to pseudo-concavity. The iterative
cutting plane algorithm combines a queueing simulation and an integer programming model
to generate required staff levels and shift schedules simultaneously. Queueing simulation tests
the feasibility of current staff levels and refines staff level feasible set by adding more linear
constraints. The integer programming solution provides simulation input in the next iteration.
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Figure 1 Response process in patrol police service systems.

This algorithm has been widely applied in many other service systems, such as healthcare
[1] and delivery service systems [6]. Compared with two-step approaches, some suboptimal
solutions for shift scheduling can be avoided in feed-back approaches, but there is an obvious
disadvantage that feed-back approaches do not make full use of provided information at the
starting point and large computation efforts are required to solve realistic problems.

Some other research has been conducted to construct shift schedules directly without
using the concept of required staff level. Ingolfsson et al. [10] use Chapman Kolmogorov
equations to evaluate performance of a given schedule. Gans et al. [7] apply integrated
forecasting and stochastic programming to generate schedules for call centre staffing. An
obvious advantage in applying a direct approach is that they skip the staffing requirement
evaluations and focus on the final solution of shift schedules. It will largely reduce the feasible
space and make it easier to explore the optimal solution.

In this paper, a new staffing algorithm is proposed to determine appropriate staffing
level to fit shift schedules in PPSSs. This algorithm starts at a refined SRS algorithm. This
refined square root indicates an appropriate staffing in each period and the corresponding
shift schedule. Simulation will then be applied to improve the shift schedule towards the
optimal solution.

The remainder of the paper is arranged as follows. Section 2 formally defines PPSSs. A
mathematical model for the staffing problem is described in Section 3. A new staffing model
based on SRS algorithm is proposed in Section 4 for solving patrol officer staffing problems.
Section 5 introduces a simulation combined local search method to modify feasible shift
schedules towards the optimal. An example case for PPSS problem is discussed in Section 6.
The last section gives conclusions and identifies promising directions for further research.

2 Police patrol service system

Call handlers in contact management departments of police forces are often the first point
of contact for the general public. In Leicestershire Police Force, call handlers deal with
approximately 16,000 emergency calls and 750,000 non-emergency calls every year [15].
About half of these calls require immediate patrol officer attendance. Depending on reported
information of an incident, call handlers will assess the situation and decide the urgent
grade this incident should be. Among all the incidents requiring immediate patrol officer
attendance, 70% are emergency incidents and the rest 30% are priority incidents. After the
grading, free patrol officer will be informed for incident attendance. If no patrol officer is
currently available, incidents will wait for service and pre-travel delays will be generated.
The response process in PPSSs is illustrated in Figure 1.

When an incident is assigned to an available patrol officer, the patrol officer is labelled
as busy until the assigned incident is solved. Response times are recorded as lags between
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the time incidents being recorded and the time patrol officers arrive at the scene. Incident
arrival rate, incident service time and time spent on travel are predictable with the help of
historical records. Identical to queueing systems, a patrol police response system consists
of three main procedures: arrival, dispatch and service. The arrival of an incident is based
on the time at which it is recorded. The service for each incident starts at the time that
assigned patrol officers begin to travel to the incident and will last as long as it takes for the
incident to be solved. Dispatch refers to the assignment of patrol officers to attend incidents.

PPSSs are similar to non-preemptive priority queues. Emergency incidents and priority
incidents have separate logical waiting queues. When a patrol officer becomes free, the
incident at the head of the emergency queue will be the next to be served unless all the
waiting incidents are priority. The service of a priority incident will not be disrupted even if
emergency incidents arrive. From previous experience in patrol response system operations,
short delays in dispatching priority incidents are allowed to exist but emergency incidents
always expect immediate responses because of travel times. The difference in target response
times of emergency incidents and priority incidents is 45 minutes, this being the allowed
short delay in responding to priority incidents. When a 24-hour working day is divided into
thirty-two 45-minute periods, a modification can be made to tailor time-dependent staff
levels into shift patterns by leaving some priority responses to the next period.

3 General staffing model

Integer programming, as a widely used model in workforce management provides an effective
way to find a combination of shift staffing which minimizes workforce cost, subject to the
target system performance. It is assumed that the whole planning horizon, usually one day, is
divided into I non-overlapping periods. In each period i ∈ I, the service system is evaluated
to make sure that it maintains a stable performance. Assume there are J predefined shifts.
Matrix A records the relationships between shifts and periods.

Aij =
{

1, if period i and the time of shift j overlaps.
0, otherwise.

(1)

Let cj be the cost of working on shift j and xj are the number of staff who work on shift j.
The objective function is

min
∑
j

cjxj . (2)

Besides xj , another set of decision variables yi are introduced to denote the lower bound of
required staff in period i. A feasible combination of xj should provide at least yi working
staff in period i, so

∑
j

Aijxj > yi ,
where xj and yi are integers
for all i ∈ {1, 2, . . . , I} and j ∈ {1, 2, . . . , J} .

(3)

Minimum required staff levels should provide enough services to meet performance targets.
In PPSSs, over 80% of priority incidents should be responded to within the targeted time.
Emergency incidents require slightly faster services and at least 85% of them should receive
successful responses. For ease of notation, set ~yi as the vector of staff levels from period 1 to
period i.

~yi = (y1, y2, . . . , yi), for all period i ∈ {1, 2, . . . , I}. (4)
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Service quality in period i only depends on the value of ~yi. Any staffing beyond period
i will not influence the system performance in period i. For a period i ∈ {1, . . . , I}, an
implicit functions g1

i (~yi) is introduced to denote the actual successful response percentages
for emergency incidents being reported in period i. Similar to g1

i (~yi), function g2
i (~yi) is for

priority incidents. Constraints about service targets for emergency incidents and priority
incidents can be formulated as follows,

g1
i (~yi) > 85%; g2

i (~yi) > 80%, for all period i ∈ {1, 2, . . . , I} . (5)

As stated before, incident arrival time, travel time and service time are random variables.
Successful response percentages g1

i (~yi) and g2
i (~yi) are also random variables when the values

of ~yi are fixed so they can be approximated by their sample average ĝ1
i (~yi) and ĝ2

i (~yi). Assume
simulations are performed K times with the same configuration of having ~yi staff on shift
from period 1 to period i and the successful response percentage of the kth iteration are
denoted as g1

ik(~yi) and g2
ik(~yi). Constraint (5) can be replaced by

ĝ1
i (~yi) = 1

K

K∑
k=1

g1
ik(~yi) > 85%; ĝ2

i (~yi) = 1
K

K∑
k=1

g2
ik(~yi) > 85%, ∀i ∈ {1, 2, . . . , I} . (6)

Until now a general optimisation model for staffing problems is established to minimise shift
costs (2) with respect to coverage constraints (3) and service target constraints (6).

4 Refined square root staffing model

In this section, the proposed approach which combines a refined SRS and simulation will be
described. The general idea of this approach is to distribute required workload in each period
and generate an initial shift schedule. Indicated by simulation results, the shift schedule can
be further improved towards the optimal.

Consider a s(t)-server queueing system Mt/G/s(t) with Poisson arrival process (Mt) and
general service time (G). Assume incident arrival rate λ(t) is a function of time t and incident
service time µ is a random variable with a probability density function f(µ). According to
the work of [11], the offered load at time t is m(t) which means at time t there will be m(t)
servers busy on average.

m(t) ≈
∫ t

0

{
λ(t− µ) · F c(µ)

}
dµ, where F c(µ) =

∫ ∞
µ

f(v)dv . (7)

An intuitive explanation for the value of m(t) is as follows. Incidents that arrive at (t− µ)
have the probability F c(µ) of remaining in service at time t. Integrating incidents by their
arrival time, the value of m(t) is obtained. It is obvious that m(t) provides a lower bound
for long time steady state staffing in service systems without any customers who abandon
their service requirements while waiting in queues. Allocating m(t) servers at time t is not
enough to achieve service targets. Additional servers need to be added in to improve system
performances. As a general rule-of-thumb, SRS augments offered load m(t) by an amount of
staff that is proportional to the square root of the offered load.

s(t) >
⌈
m(t) + β

√
m(t)

⌉
, (8)

where β is related to the delay probability P{delay} = P{N(0, 1) > β}.
As stated in [17], SRS algorithm and its variations are remarkably effective for staffing

in infinite server service systems and finite server service systems with abandon. In PPSSs,
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delayed incidents will keep on waiting even though they have been waiting for a long time.
Previous delay will largely effect current system performance. Pre-travel delays in responding
to priority incidents is acceptable. As defined in Section 2, a priority incident can be delayed
in response by up to one period of 45 minutes. Theoretical analysis for time-dependent
multi-grade queue system is too complex to perform, but when aligning target response time
of priority incidents to emergency incidents, this multi-grade queue system is reduced to a
single-grade queue and the SRS algorithm can be applied in analysing PPSSs. The main idea
of the refined SRS is adjusting required staff level to fit shift schedules by setting intended
delay in priority incident responses.

Set t0 = 0 as the starting time of simulation, period i ∈ {1, 2, . . . , I} starts at ti−1 and
finishes at ti. Workload M(i) is defined in (9) to represent the integral of offered load m(t)
in period i.

M(i) =
∫ ti

ti−1

m(v)dv, with m(v) defined in (7) . (9)

As defined in Section 2, priority incidents in PPSS that account for about 70% of all immediate
attendance incidents can wait up to one period of 45 minutes. Set wi as the delayed workload
from period i to period i+ 1 in responding to priority incidents. Assume there are zi busy
servers on average in period i, the provided workload as shown in the right hand side of (10)
should be no less than the required workload as shown in the left hand side of (10).

M(i) + wi−1 − wi 6 zi · (ti − ti−1), with M(i) defined in (9) . (10)

Since only priority responses can be delayed, the workload related to priority incidents in
period i sets an upper limit of wi as shown in (11)

wi 6 70% ·M(i) . (11)

Constraint (10) and (11) align the service target for emergency incidents and priority
incidents in response time, but emergency incidents still require slightly higher successful
response percentage than priority incidents. Set the emergency incident target 85% as the
common percentage for both grades of incidents, the successful response target for priority
incidents 80% will be met but required staff levels may be slightly over estimated. Simulation
modifications will help correct these over estimations. Based on the SRS algorithm presented
in (8), for the number of average busy server zi and the required staff level yi, constraint
(12) holds in period i

yi > dzi + 1.03
√
zie , where P{delay} = 15% = P{N(0, 1) > 1.03} . (12)

Please note that (12) is not a linear constraint because of square root part of zi, but when
zi takes value from interval [zloweri , zupperi ], it can be approximated via the following linear
constraint.

yi >

⌈
f(zloweri ) + f(zupperi )− f(zloweri )

zupperi − zloweri

(zi − zloweri )
⌉
, where f(z) = z + 1.03

√
z . (13)

One way to achieve a reasonable lower bound zloweri is as follows. Assume in period i
there is no work passed over from the previous period. Only emergency incidents that cannot
be delayed in response will be attended in this period. It is the best lower bound achievable
in terms of workload. Similarly, zupperi can be set as an upper bound when all workload that
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Figure 2 Function f(z) and its linear approximation for z ∈ [0, 100].

comes from priority responses initiated in the previous period is delayed to period i and
there is no work carry over from period i to the next period.

Figure 2 plots function f(z) in green and its linear approximation in blue for z ∈ [0, 100].
It indicates that constraint (13) provides a good linear approximation for constraint (12). The
smaller the gap between zupperi and zloweri , the closer the approximation is to f(z). Although
yi that satisfies (13) may still violate (12), a second-order cone programming [2] is simplified
to a linear programming with these linear approximations. Instead of applying simulations
to check the feasibility for service target constraint (6), based on the refined SRS algorithm,
a combination of linear constraint (10), (11) and (13) are introduced to define feasible staff
level yi in period i. An integer programming model can be proposed to minimise the cost
for shift schedules via objective function (2). Constraint (3) remains the same denoting the
relationship between staff level yi for period i and shift schedule xj for shift j. This proposed
linear programming model can be used to generate an initial shifts schedule which is close to
the optimal shift schedule.

5 Simulation combined staffing modification

Simulation of queueing systems will then be implemented to indicate modifications in shift
schedules. According to the response sequence in local police force, PPSSs are simulated by
static priority queues in which emergency incidents can jump ahead of all priority incidents
in the waiting queue but services for priority incidents will not be interrupted by new arrivals
of emergency incidents. Simulator in this project is written in C++ using the standard
procedure for discrete-event systems as suggested in [12], but it can be easily modelled by
other simulation software as well.

In PPSSs, demand for service that comes from emergency incidents and priority incidents
depends on an overall time-varying arrival rate λ(t). Service process in queueing systems will
start immediately when a patrol officer is available upon an incident arrival; otherwise the
incident will join the queue. One should note that a service process in PPSSs actually starts
at the time when an available patrol officer begins to travel to the assigned incident scene.
That is to say the time one patrol officer spends on dealing with one incident also include
the time patrol officers spend on travelling. Assume the time one patrol officer spends on
one incident lasts long µ = µ1 + µ2, where µ1 denotes the time spend on travelling and µ2
is the time to solve the incident at the scene. In a PPSS with time-varying staff level, the
overall service rate s(t)/µ can be influenced by changing s(t), the number of working patrol
officers at time t. Figure 3 displays a simulation model for PPSSs.

Since patrol officers work in shift pattern, a shift schedule {x1, x2, . . . , xJ} will decide the
number of working patrol officers s(t) at time t. The shift schedule obtained from refined
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Figure 3 Police patrol service system simulation model.

Figure 4 Simulation combined local search for staffing modification.

SRS model will be the first shift schedule operated in PPSS simulation model. For each
period i ∈ {1, 2, . . . , I}, both emergency incidents successful response percentage and priority
incidents successful response percentage are compared with service targets. If the simulation
system fails to meet service targets at period i, additional patrol officers will be arranged to
work on related shifts; otherwise, less scheduled patrol officers may still be able to cope with
the demand for service. The simulation combined staffing modification uses a local search
algorithm as shown in Figure 4.

It starts at the initial shift schedule obtained from refined SRS model as stated in Section 4.
Simulation is implemented to check whether the initial shift schedule can deliver qualified
service. If service target is violated in period i, a new shift schedule will be generated to
arrange one more patrol officer to work in period i. Local search modifications in staff level
will continue until there is a feasible shift schedule that meets police patrol service targets at
all time. Then local search are then applied to explore potential subtractions in the current
feasible shift levels. Besides the easy implementation of local search, a linear objective
function of shift levels is another main reason for applying local search. It is unlikely to get
trapped in a local optimal shift schedule. Compared with other existing staffing algorithms,
such as staffing via exhaustive simulation and iterative feed-back staffing, this local search
integrated with refined SRS leads to a large computational saving.

6 Computational study

An example case for patrol staffing in Leicestershire police force is discussed in this section.
According to the real patrol activity records in November 2010, input parameters for this
simulation model are estimated as listed in Table 1 and Figure 5.
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Table 1 Input parameters for police patrol service system simulation.

Urgency Grade Arrival Rate Service Time Travel Time
Poisson Process Exponential Distribution Normal Distribution

1. Emergency 30%λ(t)/hour 1 hour on average 5 minutes on average
2. Priority 70%λ(t)/hour

Figure 5 Incident arrival rate λ(t) for police patrol service system simulation.

A working day in PPSSs starts at 7am and finishes at 7am the following day. Although
PPSSs run continuously from one day to the next, the demand for service around 7am in the
morning is very low and the system around that time is almost empty. For this reason, each
working day can be viewed as a separated replication. Service levels for emergency incidents
and priority incidents in all periods are estimated by performing multiple (1,000) independent
replications of simulation. Every working day is divided into thirty-two 45-minute periods
and service targets for emergency responses and priority responses will be estimated in all
periods. Four different shifts can be performed by patrol officers. They are ‘Early’ shift from
07:00 to 15:00; ‘Day’ shift from 15:00 to 23:00; ‘Late’ shift from 19:00 to 03:00 and ‘Night’
shift from 23:00 to 07:00. The cost to perform an ‘Early’ shift, a ‘Day’ shift, a ‘Late’ shift or
a ‘Night’ shift is set to £112, £112, £144 and £160, respectively. It considers related factors
including hourly pay to patrol officer, vehicle fuel cost and shift type popularity.

In PPSSs, the time a patrol officer spent on an incident µ consists of the time for travelling
µ1 and the time spent on solving incidents µ2. These two parts of service time come from two
different distributions, normal distribution and exponential distribution. It is not easy to get
an analytical form of the probability density function f(µ), but it can be estimated through
random variables. Generate a number (10,000) of random variables for travel time µ1 and
generate the same number of random variables for service time µ2. The distribution of µ
can be estimated by random variable pairs of µ1 and µ2. Figure 6 plots the approximated
function of m(t) for a working day as defined in (7).

The initial shift schedule is generated by optimising the refined SRS model. Simulation
combined with local search modifies the initial shift schedule towards the optimal. The initial
and the optimal shift schedules for this example are summarised in Table 2.

In this example, the initial shift schedule generated by the refined SRS model is close
to the optimal shift schedule, but it slightly over estimates the required staff level during
rush hours around 19:00 to 23:00. The over estimation in staff level is mainly because PPSS
does not strictly require immediate response without any pre-travel delay to achieve the
service targets. With the help of the refined SRS model, the response target for all incidents
is aligned so that more than 85% of incidents should be responded within 15 minutes. In
this example case, travel times are assumed to follow a normal distribution with mean of 5
minutes, so the time spent on travelling for 85% incidents is less than 6 minutes. A pre-travel
delay of up to 9 minutes is permitted. This over estimation can be diminished by tuning the
value of safety parameter β in (8), but it is hard to be avoided analytically.
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Figure 6 Offered load m(t) for police patrol service system simulation.

Table 2 Initial shift schedule generated by refined square root staffing model.

Early shift Day shift Late shift Night shift
Initial Shift Schedule 19 officers 29 officers 11 officers 8 officers

Optimal Shift Schedule 19 officers 27 officers 9 officers 8 officers

7 Conclusion and future work

In this paper, a new algorithm is proposed to determine appropriate staffing levels in PPSSs.
It starts at a refined SRS algorithm to indicate an initial shift schedule and then uses
simulation combined with local search to modify the shift schedule towards the optimal. The
proposed approach is believed to be more efficient comparing with other existing staffing
algorithms. It is a hybrid method of two-step staffing and feed-back staffing. A good initial
shift schedule generated will significantly reduce the computation time of simulation. It also
skips the estimation of staff levels by modifying shift levels directly which may further reduce
the computation time required to explore the optimal shift schedule.

The proposed staffing algorithm can also be revised to solve other staffing problems. The
planning horizon can be extended from a single-day period to a multi-day period when some
work initiated at the end of a day would be taken over by the staff scheduled to work at next
day. The longer the planning horizon, the more the decision variables and the longer it will
take to find the optimal solution via simulation only. Start the simulation with an informed
initial shift schedule, as suggested in our approach, will largely reduce the computation time
by skipping simulations of some unnecessary scenarios. The current model aligns the priority
incident service target to the emergency incident service target and assumes that there is no
pre-travel delay in responding to emergency incidents. However, the proposed staffing model
is very sensitive to the time patrol officers spend on travelling, a potential improvement in
the proposed staffing algorithm could be made by introducing reasonable pre-travel delay in
emergency incidents as well.
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Abstract
The knowledge of nucleotides chains that compose the double DNA chain of an individual has a
relevant role in detecting diseases and studying populations. However, determining experiment-
ally the single nucleotides chains that, paired, form a certain portion of the DNA is expensive
and time-consuming. Mathematical programming approaches have been proposed instead, e.g.
formulating the Haplotype Inference by Pure Parsimony problem (HIPP). Abstractly, we are
given a set of genotypes (strings over a ternary alphabet {0, 1, 2}) and we want to determine
the smallest set of haplotypes (binary strings over the set {0, 1}) so that each genotype can be
“generated” by some pair of haplotypes, meaning that they are compatible with the genotype
and can fully explain its structure.

A polynomial-sized Integer Programming model was proposed by Catanzaro, Godi and Labbé
(2010), which is highly efficient but hardly scalable to instances with a large number of genotypes.
In order to deal with larger instances, we propose a new model involving an exponential number
of variables to be solved via column generation, where variables are dynamically introduced into
the model by iteratively solving a pricing problem. We compared different ways of solving the
pricing problem, based on integer programming, smart enumeration and local search heuristic.
The efficiency of the approach is improved by stabilization and by a heuristic to provide a good
initial solution. Results show that, with respect to the linear relaxations of both the polynomial
and exponential-size models, our approach yields a tighter formulation and outperforms in both
efficiency and effectiveness the previous model for instances with a large number of genotypes.
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1 Introduction

One of the most important achievements of the latest years in biology has been the hu-
man genome sequencing, completed in 2001, that has shown how all humans share the
99% of the information contained in the DNA, while all the significant differences are con-
tained in the remaining information. Each site of this 1% portion of the human genome,
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that presents a significant variability among the individuals, is called a Single Nucleotide
Polymorphism (SNP).

Humans are diploid organisms, meaning that the DNA is organized in pairs of chro-
mosomes, each copy coming from one of the two parents. Every single chain in the DNA
is made of a sequence of nucleotides, choosing among the possible four: A, T, C, G. It is
known that, regarding human beings, the DNA sites and so also the SNP sites are almost
always biallelic, meaning that at each site only two of the four nucleotides can be found.
If the nucleotide is equal for both chains, then the SNP is homozygous, otherwise it is
heterozygous. From now on, we denote with haplotype the single chain of SNP values for a
specific portion of a chromosome copy and with genotype the chain providing information
regarding the union of the two chromosome copies, that tells us if each SNP in the chain
is homozygous or heterozygous. Moreover, we say that two haplotypes resolve a certain
genotype if, when paired, the information regarding homozygous and heterozygous sites
they give is the same provided by that genotype. Haplotypes have an important role in
medical and pharmacologic studies, for example to detect diseases or to study the different
behaviour of various individuals to the same therapy. Sequencing them is not practical,
as it is very expensive and time consuming, while it is easier to experimentally obtain the
information stored in genotypes. We are then facing the haplotyping problem, that consists in
determining the two haplotypes that resolve a given genotype. Several approaches have been
used in order to solve this problem, its difficulty consisting in the fact that, once we have k
heterozygous SNPs in the same genotype, we have 2k−1 possible pairs of haplotypes that
can represent it and we need some criteria to chose the right pair. A classical approach is to
apply the Pure Parsimony criterion, according to which, given a set of genotypes obtained
by a family of individuals, we want to select the minimum number of haplotypes that can
resolve all the genotypes.

This problem is called the Haplotype Inference by Pure Parsimony (HIPP) problem. It is
well known to be NP-hard [13] and different mathematical programming approaches have
been investigated. An exponentially large Integer Programming (IP) formulation with an
exponential number of variables and constraints is proposed in [9], able to tackle only small
size instances. A combinatorial branch-and-bound algorithm is presented in [18], without
great improvements on the efficiency. A different model with an exponential number of
variables and constraints can be found in [14], based on a set-covering formulation: variables
are related to all possible haplotypes and are dynamically generated by a guided enumeration
procedure. Other formulations lead to polynomial-sized models, e.g. [4], where the linear
relaxation is weak, [3], that presents a three-index formulation, and [5], where families of valid
cuts are derived from the formulation in [10] and hybrid models between existing formulations
are proposed. The state-of-the-art polynomial size IP formulation is proposed in [6], which is
largely efficient on small and medium-size instances. More efficient non-exact approaches to
HIPP have been presented, e.g. [17, 11]. This paper investigates an approach for HIPP to
be suitable for large instances. Our contribution consists of a new tighter formulation and
basic solution algorithms that outperform previous models on some classes of instances.

The remainder of this paper is organized as follows. Section 2 presents the notation
and two new formulations: a slight improvement of the model in [6], polynomial in size
and based on class representatives, and a new formulation with an exponential number of
variables associated to pairs of haplotypes and genotype subsets and polynomial number of
constraints. The latter formulation can be solved via a column-generation approach, whose
implementation is detailed in Section 3. Finally, we present computational results showing
that our approach is suitable for instances with a large number of genotypes.
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2 Formulations

The biallelic property of each SNP allows us to describe a haplotype as a sequence of 0 and 1,
where each symbol encodes one of the two possible nucleotides for a specific SNP. A genotype
instead is represented as a sequence of symbols chosen among the set {0, 1, 2} where 0 and
1 indicate homozygous SNPs in which that specific nucleotide is present and 2 denotes a
heterozygous site. A genotype g is resolved by two haplotypes h1 and h2 if, for each position
p, h1

p 6= h2
p whenever gp = 2, and h1

p = h2
p = gp otherwise. A haplotype h and a genotype g

are compatible if for every homozygous site p of g we have gp = hp.
In the HIPP, we are given a set of m genotypes with n SNPs, and we want to determine

the least-cardinality set of haplotypes that can be used to resolve all the genotypes.
The two formulations we present in the following stem from the fact that, in a feasible

solution to HIPP, each haplotype induces a subset of genotypes that are partially resolved
by it, and every genotype belongs to exactly two subsets.

The first formulation slightly improves the one in [6], where each genotype subset is
indexed according to the first genotype, in a predefined order, belonging to it. As each
genotype belongs to two sets, it can happen that the same genotype gi should identify
two different subsets so that a dummy genotype gi′ is created and used to identify the
second subset. Thus, we dispose of subsets Si with index i varying in the set K̄ = K ∪K ′,
where K = {1, 2, . . . ,m} and K ′ = {1′, 2′, . . . ,m′}. We also define an ordering such that
1 < 1′ < 2 < 2′ < · · · < m < m′. We then introduce a binary variable xi, i ∈ K̄, that
takes value 1 if in the solution there is a haplotype that induces a subset Si and 0 otherwise.
Genotype subsets are described by variables yk

ij , with i, j ∈ K̄ and k ∈ K, taking value 1 if
the k-th genotype belongs to subsets Si and Sj , 0 otherwise. Further binary variables zip,
i ∈ K̄, p ∈ P = {1, 2, . . . , n} records the value of the p-th SNP in haplotype i. Taking into
account symmetries and compatibility issues related to genotypes to be explained by the
same haplotype, variables y can be defined on a reduced subset T of triplets (k, i, j) [6]. In
particular, if gk is the k-th genotype, we have T = {(k, i, j) ∈ K × K̄ × K̄ | (i < j ≤ k ∧ j 6=
i′ if k > i) ∨ (i = k ∧ j = k′) and ∀ p ∈ P, (gi

p = gj
p = gk

p) ∨ (gk
p = 2 ∧ gi

p + gj
p = 1)}. HIPP

can be formulated as follows.

(PIP) min
∑
i∈K̄

xi (1)

s.t. xi′ ≤ xi ∀ i ∈ K (2)∑
(k,i,j)∈T

yk
ij ≥ 1 ∀ k ∈ K (3)

∑
(k,i,j)∈T

yk
ij +

∑
(k,j,i)∈T

yk
ji ≤ xi ∀ k ∈ K, i ∈ K̄ (4)

zip ≤ 1−
∑

(k,i,j)∈T

yk
ij −

∑
(k,j,i)∈T

yk
ji ∀ k ∈ K, i ∈ K̄, p ∈ P : gk

p = 0, gi
p 6= 1 (5)

zip ≥
∑

(k,i,j)∈T

yk
ij +

∑
(k,j,i)∈T

yk
ji ∀ k ∈ K, i ∈ K̄, p ∈ P : gk

p = 1, gi
p 6= 0 (6)

zip ≥ yk
ij ∀ (k, i, j) ∈ T, p ∈ P : gk

p = 2, gi
p 6= 0, gj

p = 0 (7)

zjp ≥ yk
ij ∀ (k, i, j) ∈ T, p ∈ P : gk

p = 2, gi
p = 0, gj

p 6= 0 (8)

zip ≤ 1− yk
ij ∀ (k, i, j) ∈ T, p ∈ P : gk

p = 2, gi
p 6= 1, gj

p = 1 (9)

zjp ≤ 1− yk
ij ∀ (k, i, j) ∈ T, p ∈ P : gk

p = 2, gi
p = 1, gj

p 6= 1 (10)

zip + zjp ≥ yk
ij ∀ (k, i, j) ∈ T, p ∈ P : gk

p = 2, gi
p = 2, gj

p = 2 (11)

zip + zjp ≤ 2− yk
ij ∀ (k, i, j) ∈ T, p ∈ P : gk

p = 2, gi
p = 2, gj

p = 2 (12)

xi, y
k
ij , zip ∈ {0, 1} ∀ i ∈ K̄, (k, i, j) ∈ T, p ∈ P (13)
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Table 1 Summary of the notation used.

Sets and data Variables
K set of genotypes’ indeces xi set with representative gi is used
K′ set of dummy genotypes’ indeces yk

ij gk is in sets represented by gi and gj

K̄ set of indeces K ∪K′ zip record the value of SNPs for haplotype i
K̃ set of heterozygous genotypes λq Q-pair q is used (or not)
Q set of Q-pairs q = (hq, Gq) πk dual variables associated to (15)
gk k-th genotype µk

p dual variables associated to (16)
hq haplotype associated to Q-pair q χk gk is in the solution of PP (or not)
Gq subset of genotypes associated to q ζp value of p-th SNP in PP solution

Constraints (2) force the dummy genotype to be used only if the real one is already used as a
subset’s index, and (3) state that each genotype is resolved. Constraints (4) record whenever
the haplotype induced by Si is used. Constraints (5)-(12) guarantee compatibility issues.
With respect to the formulation in [6], we eliminated two sets of redundant constraints and
we completed the domains of (7), (8), (9) and (10) to correctly set the values of variables
zi,p taking into account all the possible cases for the values of gi

p, gj
p and gk

p .
The second formulation we propose uses an exponential number of binary variables λq

associated to a pair q = (hq, Gq) made of a haplotype hq and a subset of Gq, and taking value
1 if the haplotype hq is used to resolve all the genotypes in Gq. We denote with Q the set of
all possible pairs and refer to any of its elements as a Q-pair. The formulation is derived
from a compact quadratic IP model based on two-index variables applying a Dantzig-Wolfe
decomposition, as detailed in [8].

We notice that if a genotype has no heterozygous SNPs, it is resolved by taking twice a
haplotype equal to the genotype, which must be in the solution (fixed haplotypes). We thus
focus on the set K̃ ⊆ K of the genotypes with at least a heterozygous SNP and define, for
each Q-pair q, a coefficient cq equal to 0 if hq is fixed, 1 otherwise, obtaining the following
formulation.

(EIP) min
∑
q∈Q

cqλ
q + (m− |K̃|) (14)

s.t.
∑

q∈Q: gk∈Gq

λq = 2 ∀ k ∈ K̃ (15)

∑
q∈Q: gk∈Gq,hq

p=1

λq = 1 ∀ k ∈ K̃, p ∈ P : gk
p = 2 (16)

λq ∈ {0, 1} ∀ q ∈ Q (17)

Constraints (15) ensure that each genotype is resolved by two haplotypes, and constraints
(16) ensure that for each heterozygous site of the k-th genotype, only one of the haplotypes
used to resolve it has a value 1 in that position, forcing in this way the other haplotype
to have a value 0 so that the genotype is correctly resolved. A summary of the notation
introduced is shown in Table 1.

3 A column generation approach for EIP

Model PIP can be directly implemented and solved by standard IP solvers, whereas EIP
has O(2m n) variables and solving it with standard solvers can be impractical even for small
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size instances. A branch-and-price algorithm should be used [2], where a column generation
approach is applied to solve its linear relaxation, that we denote as ELP: at each iteration, we
solve a Reduced Master Problem (RMP) including a subset of variables and, by applying the
theorems on duality, we derive a pricing problem (PP) whose aim is to provide either a new
variable to possibly improve the solution in the next iteration, or a certificate of optimality.

An initial set of variables is needed, to build a first feasible RMP. We use the following
heuristic, based on the approach shown in [7]:
1. initialize the set of haplotypes H to the fixed genotypes, if any
2. for each genotype g with at least one heterozygous site:

a. look for a haplotype h ∈ H that can be used to resolve g
b. if it exists, compute the haplotype v such that h and v resolve g and add v to H
c. otherwise, build h and v from g by respectively assigning values 0 and 1 to the

heterozygous SNPs. Add h and v to H.

3.1 Solving the Pricing Problem
Using the simplex method to solve the RMP, a feasible primal solution to ELP is available,
together with a dual solution satisfying the complementary slackness conditions: if the
latter solution is dual feasible, then both solutions are optimal. The pricing problem aims
at finding any violated dual constraint, corresponding to a primal variable with negative
reduced cost. By associating dual variables π and µ to, respectively, constraints (15) and
(16), and observing that constraints λq ≤ 1 are redundant, we obtain the following dual of
ELP:

max
∑

k=∈K̃

2πk +
∑
k∈K̃

∑
p:gk

p =2

µk
p (18)

s.t.
∑

k: gk∈Gq

πk +
∑

k: gk∈Gq

∑
p: gk

p =2,hq
p=1

µk
p ≤ cq ∀ q ∈ Q (19)

πk ≥ 0 ∀ k ∈ K̃ (20)

Let πRM , µRM be the dual values from the RMP. The pricing problem, with coefficients
(πRM , µRM ), can be formulated as:

(PP) max
∑
k∈K̃

πk
RMχk −

∑
k∈K̃

∑
p:gk

p =2

µRM
k
pζpχ

k − c(ζ) (21)

s.t. ζp ≤ 1− χk ∀ k ∈ K̃, p ∈ P : gk
p = 0 (22)

ζp ≥ χk ∀ k ∈ K̃, p ∈ P : gk
p = 1 (23)

ζp, χ
k ∈ {0, 1} ∀ k ∈ K̃, p ∈ P (24)

where variables ζ and χ describe respectively the haplotype and the genotype subset of the
Q-pair, the constraints guarantee compatibility, and c(ζ) is either 0 or 1, depending on ζ
configuring a fixed haplotype or not. The PP can be resolved by first considering the fixed
haplotypes, one at a time, and then the other haplotypes. In the first case ζ is given, c(ζ) = 0
and PP can be solved by inspection: for each genotype compatible with the fixed haplotype
at hand, evaluate πk

RM +
∑

p:gk
p =2,hp=1 µRM

k
p and set χk = 1 if it is non negative; then select

the haplotype with the largest value for (21). For non-fixed haplotypes, c(ζ) = 1 and PP has
a quadratic objective function and can be directly solved using standard solvers, in case after
linearizing by means of a two-index variable to represent the product ζpχ

k. We propose here
an alternative approach using a smart enumeration of all possible genotype subsets.

SCOR’16
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I Proposition 3.1. The following Smart Enumeration procedure solves PP to optimal-
ity:
1. for each genotype gi, i ∈ K̃, in a predefined order �

a. fix χi = 1, and χk = 0, ∀ k : gi � gk

b. fix ζp = gi
p,∀ p ∈ P : gi

p 6= 2
c. set G(i) = {gi} ∪ {gj ∈ G | gj � gi and gj

p + gi
p 6= 1,∀ p ∈ P}

d. solve PP restricted to the genotypes in G(i); let αi be the corresponding value
2. return the solution related to the maximum αi

The condition gj
p + gi

p 6= 1 in Step 1c ensures that genotypes gj and gi could be resolved by a
common haplotype.

Proof. By fixing variables χ at Step 1a, we obtain a partition of the solution space of PP
into |K̃| subsets. Let (h̄, Ḡ) be a Q-pair associated to a feasible solution within the i-th
subset. Since gi ∈ Ḡ, h̄ has to be compatible with gi so that fixing variables as in Step 1b
does not exclude any feasible solution. Now, let gj ∈ Ḡ with gj 6= gi. We necessarily have
gj � gi, due to the χ-fixing determining the i-th subset. Moreover, gj

p + gi
p 6= 1,∀ p ∈ P , as

otherwise gj and gi cannot be resolved by the same h̄. Hence no feasible solution in the i-th
is lost by fixing ζ (Step 1b) and by restricting to the genotype subset defined in Step 1c, and
αi is the optimal solution of PP in the i-th subset. J

Notice that fixing one genotype in the solution allows us to consistently decrease running
times, as we can exploit information on homozygous sites to fix some haplotype coordinates
and to choose genotypes in a restricted subset.

Before solving PP exactly, a heuristic can be used to quickly find a variable to be added
to RMP. We consider a local search algorithm that starts from the fixed haplotype with
associated minimum reduced cost (or a random one, if no fixed ones are available) as current
solution. Then all the neighbor solutions defined by flipping one coordinate at a time are
generated and evaluated. We notice that evaluating a neighbor solution is equivalent to
solving PP for a fixed haplotype, which can be efficiently done by inspection. If the best
neighbor solution is better than the current one, it is taken as the new current solution, and
the procedure iterates, otherwise the procedure stops.

Once a Q-pair (h̄, Ḡ) with negative reduced cost is available, further Q-pairs to conveni-
ently add to RMP can be determined by taking the same haplotype and extending Ḡ to
include further genotypes. The Extension Procedure works as follows: we set an ordering on
G and add one genotype compatible with h̄ at a time to Ḡ; if the reduced cost associated
to the variable corresponding to the new Q-pair (formula (21)) is negative, then it can be
added to RMP and the procedure iterates, otherwise the procedure stops. Notice that having
Q-pairs with largest genotype subsets may improve the convergence of the column generation
procedure, since we give the same haplotype the opportunity to resolve more genotypes, so
that the objective function is likely to decrease.

3.2 Stabilization

Solutions to model EIP are often highly degenerate, so that it can take several iterations to
recognize that the optimal has been reached, since all the variables with negative reduced
cost should be added (this is the so-called tailing-off effect). In order to deal with this issue,
we derive a lower bound to be used as an alternative termination criterion. To this aim, we
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add the following redundant constraint to EIP:∑
q∈Q

λq ≤M (25)

where M is a constant large enough to ensure the constraint is always satisfied. In particular,
during the column generation procedure we set its value as tight as possible, updating it at
each iteration to the current value of the objective function (14). Notice that the dual of
ELP and the pricing problem PP change: in particular, the objective functions (18) and
(21) has to be increased by M νRM and νRM , respectively, where νRM is the dual variable
associated to (25).

I Proposition 3.2. Let ρRM = (πRM , µRM , νRM ) be the dual variables associated to the
optimal solution of the current RMP and zRM the corresponding optimal value. Let v(ρRM )
be the value of the optimal solution of the current PP (including νRM ). Then, LB(ρRM ) =
zRM + min{0,M v(ρRM )} is a lower bound to ELP.

Proof. We will show that the lower bound corresponds to the Lagrangian Relaxation of ELP
where constraints (15) and (16) (but not (25)) are relaxed. The corresponding Lagrangian
function is:

L(ρRM ) =
∑
k∈K̃

2πk
RM +

∑
k∈K̃

p:gk
p =2

µRM
k
p + η (26)

The sum of the first two addends is related to the dual objective function of ELP and is
equal to zRM −M νRM . The value η is equal to

η = min
∑
q∈Q

cqλ
q −

∑
k∈K̃

πk
RM

∑
q:gk∈Gq

λq −
∑
k∈K̃

p:gk
p =2

µRM
k
p

∑
q:gk∈Gq

hq
p=1

λq

s.t.
∑
q∈Q

λq ≤M

λq ≥ 0, ∀ q ∈ Q.

Let

q̃ = arg min
q∈Q

cq −
∑

k∈K̃: gk∈Gq

πk
RM −

∑
k∈K̃: gk∈Gq

∑
p:gk

p =2

µRM
k
p, (27)

then η is obtained by setting λq = 0 for all q 6= q̃, and λq̃ = 1 if the minimum in (27) is
negative, 0 otherwise. Note that this minimum value is exactly the opposite value of PP
plus νRM . J

Further convergence issues are determined by dual degeneracy, which requires stabilization
techniques (see, e.g. [15]) to prevent “oscillations” of the dual variables. The technique we
adopt solves the PP on a convex combination between the values ρ = (π, µ, ν) of the current
optimal dual variables and a stability center ρ̄ = (π̄, µ̄, ν̄). This approach has the advantage of
exploiting the lower bound defined above and yields a stabilized column generation procedure
that can be sketched as follows [16]:
1. set parameters 0 < ∆ < 1, τ ≥ 0 and ε > 0
2. initialize the RMP, the stability centre ρ̄ = ρ0, LB(ρ̄) = −∞
3. solve current RMP, obtaining the optimal value zRM and the dual variables ρRM
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4. set ρST = ∆ ρRM + (1 −∆)ρ̄ and let zST be the value of the dual objective function
computed in ρST

5. solve PP with coefficients ρST , obtaining the optimal value v(ρST ) and the Q-pair s
6. compute the lower bound LB(ρST ) = zST + min{0,M v(ρST )}
7. if LB(ρST ) > LB(ρ̄), update ρ̄ = ρST and LB(ρ̄) = LB(ρST )
8. if the reduced cost of s with respect to ρRM is negative, add λs to the RMP,
9. if [(zRM − LB(ρ̄))/LB(ρ̄)] ≤ τ , then set ∆ = 1
10. if zRM − LB(ρ̄) < ε then stop, otherwise iterate from 3
It is proved that this algorithm yields the optimal solution [16]. The property is based on
the following lemmas guaranteeing that, when a misprice happens, that is we do not find a
variable to be added to the RMP even if we are not at the optimum, the algorithm is always
able to update the stability centre, so that we do not get stuck in a non-optimal solution.
Here we adapt the proof of the two lemmas to our lower bound definition.

I Lemma 3.3. Let s be the Q-pair defined at Step 5. If the variable λs does not have a
negative reduced cost, then LB(ρST ) ≥ LB(ρ̄) + ∆(zRM − LB(ρ̄)).

Proof. Denote with f(ρ) the value of the objective function of PP where the coefficients are
ρ and the variables assume the optimal values found when solving PP with coefficients ρST .
Let z̄ be the value of the dual objective function computed in ρ̄. We have

LB(ρST ) = zST +M min{0, v(ρST )} ≥ zST +Mf(ρST ) =
= ∆zRM + (1−∆)z̄ + ∆Mf(ρRM ) + (1−∆)Mf(ρ̄) =
= ∆(zRM +Mf(ρRM )) + (1−∆)(z̄ +Mf(ρ̄)) ≥
≥ ∆zRM + (1−∆)LB(ρ̄)

where the last inequality holds because f(ρRM ) ≥ 0 by hypothesis and f(ρ̄) ≥ v(ρ̄). J

I Lemma 3.4. When a misprice happens, the gap zRM − LB(ρ̄) is reduced by at least a
factor of 1/(1−∆).

Proof. The sequence {zk
RM}k, where k indexes the iterations of the stabilized column

generation procedure, is not increasing. Thus, we have

zk+1
RM−LB(ρ̄k+1) ≤ zk

RM − LB(ρ̄)k+1 ≤ zk
RM − LB(ρk

ST )
(∗)
≤

≤ zk
RM − LB(ρ̄k)−∆(zk

RM − LB(ρ̄k)) = (1−∆)(zk
RM − LB(ρ̄k))

where inequality (*) holds for the previous lemma. Hence

zk
RM − LB(ρ̄k)

zk+1
RM − LB(ρ̄k+1)

≥ 1
1−∆ . J

We proved that, whenever a misprice takes place, the lower bound increases, so that according
to the stabilization algorithm we need to update the stability center. Moreover, the lower
bound increases by a factor big enough to ensure the convergence of the lower bound to the
optimal solution.

4 Computational results

In this section we report the results obtained from the computational experiments carried out
on instances both from the literature and generated on purpose. The former are taken from
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the class hapmap used in [5]: they are real instances derived from biological data related
to chromosomes 10 and 21 over all four HapMap (International HapMap Consortium 2004)
populations. The number of genotypes involved varies between 5 and 68, while the SNPs
are either 30, 50 or 75. The latter are random instances characterized by a large number of
genotypes (manygen). In particular, we generated instances with 80, 90 and 100 genotypes
and 10, 20 and 30 SNPs (4 per class, for a total of 36 instances), where SNP is heterozygous
with a probability between 10% and 40%, and homozygous sites have the same probability
of being 0 or 1.

Model PIP and the stabilized column generation approach for ELP have been implemented
in C++ using the SCIP 3.2 [1] library and IBM CPLEX 12.4 [12] solver, and have been tested
on an Intel Pentium Dual Core E2160 1.8 GHz processor with 4 GB RAM. A time limit is set
to 7200 CPU-seconds for all the implementations. Different variants of the column generation
algorithm have been implemented, depending on how the pricing problem is solved. The
first variant (ELP+QPP) looks for a variable with negative reduced cost by first solving PP
on fixed haplotypes, then running the local search procedure and, finally, by linearizing the
quadratic PP on general haplotypes and solving it with the standard solver. Notice that
a procedure is only executed if the previous one fails. The second variant (ELP+QPPm)
is similar to the first one, but the extension procedure is applied to add more than one
variable at each iteration. The third variant (ELP+SM ) is as the first one, but the smart
enumeration procedure is used instead of the standard solver to solve PP. Finally, a fourth
variant (ELP+SMm) is as the second one, but using smart enumeration.

Notice that the proposed procedures are highly dependent on the order in which we
consider the genotypes. The initial heuristic can end up with sets of different cardinality
according to how compatible genotypes are ordered, as can be shown with a very simple
example: given the genotypes g1 = {01101}, g2 = {22212}, g3 = {10211}, we obtain a better
solution if we consider the genotypes in the order g1, g3, g2 instead of g1, g2, g3. In smart
enumeration, the ordering of the genotypes affects the size of the problem to be solved at
each iteration (if we consider a genotype with many homozygous sites, we have many fixed
coordinates and, as a consequence, less decision variables). As for the extending procedure,
the order considered can change the set of variables with negative reduced cost that are
added at each iteration. In our implementation, we consider genotypes ordered according to
the increasing number of heterozygous SNPs.

For the parameters of the stabilization procedure, after preliminary calibration, we set
the stabilization parameter ∆ = 0.15, the tolerances ε = 0.1 and τ = 0.1. Moreover, we set
the initial stability center to π0 = 0.

Tables 2 and 3 detail our results regarding the LP relaxations of model PIP, indicated
with PLP, and EIP, indicated with ELP, for respectively the instances in the hapmap and
the manygen class. The first column of each table identifies the solution approach. The
following columns point out the percentage of instances solved within the time limit, the
Gap, computed as (zINT − zLR)/zINT , between the integer solution zINT and the solution
of the linear relaxation zLR (average, maximum and percentage of instances having integer
linear relaxation), and running time (average, maximum and minimum). Note that all the
results regarding the Gap and the running time are referred only to those instances solved
within the time limit.

We can see that formulation EIP is tighter than PIP, as the Gap is significantly reduced
and the percentage of instances having integer linear relaxation is clearly higher. However,
for hapmap instances the computational time for the column generation approach is not
competitive. When we increase the number of the genotypes, as for the proposed random
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Table 2 Results for the hapmap class of instances

% solved % LR-Gap time (s)
average max %0-Gap average min max

PLP 100.00 8.28 25.00 13.04 16.97 0.01 270.14
ELP+ QPP 58.33 4.34 22.22 57.14 1261.18 0.65 5759.27
ELP + QPPm 62.50 4.05 22.22 62.50 819.58 0.76 3446.52
ELP + SM 75.00 3.67 22.22 61.11 1598.46 0.50 6267.11
ELP+ SMm 70.83 3.89 22.22 58.82 789.75 0.47 3557.48

Table 3 Results for manygen instances

% solved % LR-Gap time (s)
average max %0-Gap average min max

PLP 100.00 3.06 32.58 50.00 1263.76 491.78 2287.69
ELP + QPP 61.11 0.22 2.43 86.36 646.63 12.13 7128.80
ELP + QPPm 61.11 0.22 2.43 86.36 647.64 11.96 5996.86
ELP + SM 100.00 1.86 25.40 63.89 269.52 7.83 1677.40
ELP + SMm 100.00 1.86 25.40 63.89 209.09 7.80 1047.98

instances, we can see that the new approach is not only theoretically but also practically
efficient. Note that, due to the reduced number of SNPs considered for the manygen class,
even having a larger number of genotypes results in instances tractable using the same time
limit set for the hapmap class. Moreover, it can be easily seen that solving the pricing
problem with smart enumeration sensibly improves results in terms of number of solved
instances within the time limit (in particular, all the manygen instances are solved). The
effect of the extension procedure can be seen in a reduction of the running times.

5 Conclusions

In this paper, we presented and compared two different formulations for HIPP. The first
model PIP is linear and polynomial in size, and refines one previous model in literature.
The second model EIP has an exponential number of variables and a relatively small set
of constraints. Standard solvers are used for PIP, whereas a column generation approach
has been devised to solve the linear relaxation of EIP and implemented, taking into account
stabilization techniques to improve its efficiency. Computational tests on real and random
instances show that EIP is a consistently tighter formulation than PIP, since its linear
relaxation solves a remarkably higher number of instance to integer optimality, and the
optimality gap is more than halved on average. From the efficiency point of view, EIP shows
promising results on instances with a large number of genotypes, since solving the liner
relaxation is faster than PIP in this case. Future work includes integrating the proposed
column generation algorithm in a branch-and-price procedure to solve EIP, and investigating
specialized branching strategies for both PIP and EIP.
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Abstract
Model validation is a key activity undertaken during the model development process in simula-
tion. There is a large body of literature on model validation, albeit there exists little convergence
in terms of the definitions, types of validity, and tests used. Yet it is not clear what standards
should be taken into consideration to avoid developing what could be considered to be invalid or
wrong models. In this paper we examine existing literature on model validation with the view
to identifying the existing validation approaches and types of tests used to assess model validity.
In this review we focus our attention on three domains that usually overlap in methods and
techniques: general Operational Research (OR), Modelling & Simulation (M&S) and Computer
Science (CS). We analyze each field to identify the aspects of validity considered including the
tests used, the validation approach taken, i.e. the suggested level of validity achieved (if this ap-
plies) and the reported outcome. The analysis shows that there are common validation practices
used in all three fields as well as new ideas that could be adopted in discrete event simulation.
Some main points of concurrence include the lack of universal validation, the continuous need for
validation, and, the indispensable need for modelers and users to work closely together during the
model validation process. This review provides an initial categorization of literature on model
validation which can in turn be used as a basis for future work in investigating how and to what
extent models are considered sufficiently valid.
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1 Introduction

Validation is considered an important activity as part of the model development process
[11, 15, 20, 24, 25]. The validation process is undertaken in order to ensure that the model
developed is sufficiently accurate for the purpose at hand [23, 24]. The importance of model
validity becomes more crucial when undertaking modelling in facilitated modelling workshops
with stakeholders in what is called facilitated simulation modelling [25, 31]. If the model
is not considered accurate by the client that would mean that it would not be possible to
proceed with planned workshop activities. How could the model validation process be carried
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out as part of a facilitated modelling process? In order to answer this question this paper
explores model validation, definitions, process and types of tests that are involved.

While there is a large body of literature that considers validation, the existing approaches
and main concepts used differ significantly [11]. To address this lack of homogeneity, we
examine existing literature on the topic of model development and validation focusing
on simulation. This paper presents a different categorization of validity yet our analysis
corroborates previous studies. More specifically, we expand the differences not only to
Operations Research (OR) but also to Modelling & Simulation (M&S) and Computer Science
(CS). We identify definitions, approaches and tests utilized in existing literature, as well as
the validation levels achieved – if applicable. In view of the theoretical background analyzed,
we focus our attention on authors recognized for their fundamental contributions and papers
with multiple citations. Additionally, we categorize and report validity types in order to
establish a basis for validating models in facilitated modelling.

The aim of this paper is to acquire a better understanding of model validation by exploring
three different fields (OR, M&S, and CS) with the view to identifying common practices and
areas for improvement of validation in simulation. The work presented here, explores the
process and approach taken during validation with the view to understanding how the decision
that a model is valid is derived. This in turn can inform how wrong models developed during
facilitated workshops could still be used to create learning amongst workshop participants.

This paper is structured as follows: Section 2 presents the existing work on model
validation, the criteria employed for selecting papers and the areas of investigation. Section 3
provides the analysis of the literature review in order to define commonalities and differences
(definitions, validity types, tests, and other aspects of validation), also demonstrating our
categorizations of the concepts involved. Section 4 concludes the study with limitations and
future research directions.

2 Existing work and literature selection criteria

There are very few studies where authors have undertaken a literature review analysis on
model validation to form a coherent description of the differences and to infer commonalities.
Pala et al. [21] compare between Hard OR, Soft OR and System Dynamics by mentioning
aspects and functions of validation per case. Another relevant study [11] categorizes tests by
creating a hierarchy pattern in order to identify the point at which to cease the validation
process using a heuristics approach. Nance and Arthur [18] compare three life-cycle models
in simulation and highlight the lack of software requirements engineering employment in
M&S studies. A second more relevant study researches social sciences’ validation, explaining
the many problems that occur but doesn’t specify techniques [13].

These studies have approached model validation from different perspectives. We address
problems and definitions encountered, along with providing a taxonomy of certain ideas. In
some occasions these are not clear and the classifications are made based on the authors’
interpretation and terms used, especially for types of validity and analysis.

The papers included in our review are selected based on three different criteria: (i)
demonstrate a modelling process/life-cycle including validation, (ii) present tests that can be
used in validation and relevant procedures (e.g. [2]), (iii) contain examples or cases where
validation was implemented explicitly in the paper (quantitatively or qualitatively). The
selection or exclusion of the papers analyzed here was performed based on their content of
validation and tests as specified from these criteria. Since we are not approaching a systematic
review, but rather focus on the most important authors especially in theoretical explanations,
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our aim is to provide a clear understanding of the main concepts suggested thus far. To the
best of our knowledge, we have sought to include all of the key sources attributed to model
validation. Three fields are investigated in this paper: general Operational Research (OR) –
also including management and references to other social sciences, Modelling & Simulation
(M&S), and Computer Science (CS). The reason we choose these specific domains is due to
their overlap with simulation – as it can be indicated by various studies we utilize in the
literature (e.g. [34, 27, 12] for CS and [14, 21] for OR). Our selection is justified initially by
the apparent use of M&S techniques in OR, and subsequently by the commonalities existing
between CS and M&S. More specifically, Balci [2] mentions important differences that “exist
between simulation software engineering and other types of software engineering” (an opinion
shared by M&S [32] and CS [5] papers) but concludes that they can still be applied sideways.
Based on this opinion, we could extrapolate the work of Zelkowitz & Wallace [36] where the
authors investigate and categorize literature on technology validation, and consider that CS
validation outcomes – although different as they may seem – can still be acknowledged as
useful and relevant in OR and M&S.

3 A literature review analysis

In this Section we give the most usual definitions and types of validity found in the literature.
Also, we comment on the tests used and other aspects relevant to validation as identified in
literature.

3.1 Definitions
The evolution of OR – described by Landry et al. [14] – witnessed many additions to the
concept of validation. Other than verification, which is mostly attributed to the programming
part of model development, we encounter the ideas of independent verification and validation
(IV&V) [29], validation, verification, and testing (VV&T) [2], terms like utility [33, 9],
certification [33], representativeness [14], assessment [9, 32], accreditation [4], etc. Unlike
OR and M&S, the CS papers examined do not try to distinguish that far into the different
facets of validation and relevant concepts – even the ones reviewing literature.

Validation itself is viewed as a process and an evidence for “building the right model”
[2, 23, 20, 13]. One of the earliest examined works – still tracing OR back to its military roots
– emphasizes how validation involves the comparison of model outputs with our knowledge of
the real world or system [33]. This idea is repeated in other OR [9, 10] and CS [22, 5, 27, 13]
adaptations. Sargent states how a model should produce adequate accuracy for its intended
use and experimental pre-conditions [28, 29]. This view is also encountered both in the early
1980s [14, 10, 30] and in more recent papers [32, 11] where a necessary “degree” of adequacy
is considered in order to achieve fidelity. Another suggestion is the usefulness that validation
should bring to the model, along with usability, cost consideration and representativeness [9].
Groesser & Schwaninger [11] add that validation is integrated in the model building process.
These different views are similar with part of Pala et al.’s analysis [21] – though they see
it from a different point of view and purpose of categorization. We should also notice the
absence of clear validation analysis in some papers – even those tackling theoretic grounds
(e.g. [19, 30]). The same applies for most articles presenting a case study.

Verification is the next most referenced concept found in life-cycle models. It is concerned
with “building the model right” [2, 23, 20, 13] or achieving a consistent and debugged code
[10, 21, 32], to ensure the model runs as intended [33, 9, 20, 29, 13]. It is also accepted
that verification regards the correct transition from the designer’s conceptual description
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[10, 1, 32, 29] or the mathematical/logical model [33, 9, 32] to a numerical one. Gass
references both ideas in different papers [9, 10] and Thacker in the same [32]. Even more
importantly, an imminent problem occurs when accounting how in social sciences there is
a mixed cross-examination of the notion. This overlapping is pointed out by Hahn [13],
where the author equates the terms of verification and internal validity. We find more
examples in “verificational validity” [19, 2], or white-box used as a validity type rather than
a technique [23].

Confidence and credibility, used interchangeably, have been connected with the users’
idea of whether the model is considered as having credentials for use [14, 9, 10, 21, 20, 29].
Gass [9] and Pace [20] highlight the subjectivity and bias underlying this notion. Other
authors [19, 20, 32] view confidence as model accuracy in quantified results. A minimum
confidence threshold is suggested [14], with credibility’s initial number set to nil [10].

Accreditation is explained analytically in Gass [10], as a broader idea with a comparable
content to validation: specific acceptability criteria for an intended use. This is supported by
other works [20, 32, 29]. Accreditation is also considered as a similar activity to certification
[10, 32] and it is carried out on existing documentation [10]. Certification is considered to be
the written assurance of a model’s operational applicability [33, 19, 32].

Documentation, accordingly, receives more attention in earlier papers. The necessity
and need for using evaluation criteria for all interested parties is pointed out [33], from the
beginning of the process. Gass [9] states that it is the “sine qua non of model validation
and assessment”. Other papers supplement these statements [9, 10, 29]. Based on the
introductory explanation of how literature handles validation and relevant terminology, we
notice that different words are used in the same context and the same word may have different
descriptions. The actual problem though isn’t just the lexicographic differences that we find,
but rather the confusion that arises for modellers and users.

3.2 Types of validity
We now investigate the different aspects of validity encountered in literature in the three
fields. We found forty or so different names for validity types, some of which held an elaborate
explanation, others were simply referenced, while the rest appeared in contextual description.
We implement the same strategy and present the most common ones used, along with our
categorization.

Data validity is most often cited in papers. It involves activities leading to: appro-
priateness, accuracy, completeness, correctness, impartiality, sufficiency, maintainability,
reliability, limited cost, and availability of soft and hard, non-biased and biased data
[33, 14, 19, 2, 23, 21, 29]. It becomes apparent how potential modellers would get confused
over which features should receive the highest priority. Other data aspects involve its trans-
formation [33]. Both Sargent [29] and Gass [10] reference possible constraining issues to
consider. Gass [9] distinguishes between raw and structured data. Essentially, data validation
should be occurring throughout any and all stages of model development providing some
sort of data usage.

Conceptual validity is also considered as an important validation activity. The definitions
found so far can be grouped as follows: those concerned with correctness (these include:
credibility, relevance, completeness) and the assumptions of the conceptual model, those
referring to sufficiency (e.g. level of details/characteristics, fidelity and scope), and the ones
explaining relationships (stated and implied variables, system theories and their reasonable-
ness) [33, 14, 9, 2, 23, 21, 20, 29]. Each problem should be validated with a specific purpose
in mind and the outcome compared with the real world [9, 23, 29]. Other than these common
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points, we mostly find dissimilar explanations for the concept. For example, Landry et al. [14]
suggest the use of multiple conceptual models to address each problem, Oral & Kettani [19]
mention that this validity should be concerned with how mental databases (that is a type of
database capturing the knowledge of the participants of a modelling process) are gathered
and utilized, the US GAO report [33] refers to internal logic check etc.

Operational validity is another set of definitions found in the literature. Sufficiency
is again found as a common concept, this time on the quality and correspondence of the
model’s outputs as opposed to real world’s data [14, 9, 30, 23, 21, 20, 29, 13]. The main
motive is to provide decision-makers with adequate information to accept or reject the
model [14, 19, 30, 21]. It also takes into consideration model usability, usefulness, timeliness,
synergism, justified time, effort, and costs of the model [33, 14, 19, 30].

Logical – also used as mathematical – validity refers to the translation of conceptual model,
through numerical interpretation [14, 9, 19, 21]. This type’s content could be considered
as one of the reasons for the confusion between validation and verification, as Hahn [13]
points out. Indeed, Landry et al. [14] and Pala et al. [21] attribute verification as part of
validating the logical process, with the second paper mentioning how “Sargent calls this step
‘computerized model verification’”.

The final most commonly found aspect is that of experimental validity. Authors refer to
this type as the process considering quality, efficiency, sufficient accuracy and robustness of
solutions, mechanisms and techniques used [14, 19, 21]. The experimenting phase of model
development bridges any inconsistencies between the formal model acquired from verification
and the final model to be presented in the operational part. We should note once more that
“the level of insight gained” mentioned by Oral & Kettani [19] is another indication for the
need to quantify fidelity in validation.

Having explained the most usual types of validity found, we now focus our attention on
other types introduced or referenced by authors. Structural validity is identified by various
works [9, 4, 21] as the adequate matching in structure between model and system behavior.
Not far away from that lies behavioral validity, acknowledged in the testing section [4, 21, 11]
for pattern and structural examination. The idea of theoretical or theory validity is given by
the USA GAO report [33] and Sargent [29] and is also mentioned in Smith [30] as bridging
the real and modeled world through consistency in theories and assumptions. Gass [9]
makes references to technical, model, and dynamic aspects, while Smith [30] apposes comfort,
pragmatic, convergent, axiomatic, and criterion validity. We find the use of “formulational”
and the more confusing “verificational” types in Oral & Kettani [19] and Balci [2]. Another
set of validation types are mentioned in Hahn [13], including some similar adaptations with
terminology such as “translation”, “content”, “discriminate” etc. Experimental design as part
of validation seems to be a case relevant to experimental validity [2, 16, 32]. An interesting
category is that of “communicative’ and “presentation” VV&T by Balci [2], which we call
“representation validity”. Predictive validity has two different meanings [9, 13] and it can be
also considered as a technique [14, 2]. The terms “white-box” and “black-box” are indicated
both as techniques [2] and as validation steps [23]. The same occurs with face validity
mentioned as a technique (e.g. [2, 29]) and as a validation type [10, 13].

From the above, it can be concluded that there is a lack of coherence between the different
validation activities. We propose the following initial taxonomy for the aspects of validity
encountered thus far in literature:

Conceptual validity (C): Conceptual, Model, Theoretical, Theory, Formulational, and
Specification validity
Logical validity (L): Logical, Mathematical, and Internal validity
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Experimental validity (E): Experimental, Solver, and Experiment design validity
Operational validity (O): Operational, Implementer, Dynamic, Comfort, Pragmatic,
Convergent, Axiomatic, Criterion, Aptness, Results, Implementation, Replication, White
& Black box, External, Convergent, Discriminant, Concurrent, and Predictive validity
Behavioral validity (B): Structural, Behavioral, Legitimational, Verificational, Construct,
Translation, Face, and Content validity
Representation validity (R): Communicative and Presentation validity
Data validity (D): Data, Technical, and Technological validity

Concepts can and may overlap, yet we choose to distinguish them based on the required
clarity. No distinction can be perfect, yet we employ this grouping to divide the dissimilar
phases of the development process with the scope of further using it in future works. Indeed,
this classification puts together akin ideas, allowing us to proceed with the tests and
approaches part.

3.3 Tests for validation and in-paper employment with results
The plethora of existing tests throughout the literature would make it impossible and out
of scope to cite and describe each and every one of them. Balci [2] has created an in-depth
analysis for a long list of tests presented there. We will instead have a brief introduction to
their usage and discuss the results that are attributed to them.

Tests vary from simple guideline methods for conceptual implementation, to techniques on
data checking, verification, experimental and other operational implementations for proving
a model capable of sufficient prediction. We consider that some of these approaches can be
attributed to general methodologies for the construction and validation of models, like linear
programming [33], Toulmin Framework [19, 30], System Dynamics [33], IV&V/third party
validation [30, 29], Bayesian analysis [32, 5], artificial intelligence, expert systems, genetic
algorithms, fuzzy logic, machine learning [20] etc. We find Gass [10] stating certain criteria
against which the model should be scored (based on threshold values and intensity level).
Also, there are quite a few references to tests for verification (e.g. [32, 29]).

The actual issue occurs when and if papers follow suggestions for which test to use per
validity type. Most of the studies that contain life-cycle models and validation types in OR
and M&S provide general guidelines rather than factual data to exemplify. Some exceptions
with examples exist, but are mostly challenged qualitatively [9, 30]. Barlas [4] and Gass
[10] on the other hand provide examples, focusing mainly on accreditation. Case studies
are significantly fewer and only employ or mention partially the theoretical dictations of
the previous papers. For instance, Athanassopoulos [1] compares empirical results for a fire
department, on a qualitative analysis based on Oral & Kettani’s tetrahedron [19], while
Longaray et al. [17] approach a Soft OR scenario. However, their results are left vague.

In contrast, an analytical explanation is rarely encountered in CS. Numerical examples
on frameworks and quantified results are often presented (e.g. [6, 5, 27, 12, 26] from different
areas of CS domain), while the level of validation – if any – is just mentioned or simply
omitted.

To quote Groesser & Schwaninger [11], “the existing categorization of the validation tests
as well as the validation processes proposed in the literature are often perceived as too abstract
and unspecific to be readily applied”. Table 1 presents the main work reviewed in order to
acquire a first impression of how studies perceive tests and the level of validation. The
columns depict the three fields we have examined. These are compared with regards to: the
usual content found (guidelines, examples, and case studies – row “Contents”), the frequency
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that definitions appear and are explained (row “Definitions”), the areas of application of
the cases examined (i.e. where do the authors apply their theoretic implementations or their
examples – row “Areas of application”), examples that concern validation or a similar concept
(row “Examples”), the level of validation achieved (row “Level of validation”), and tests often
recurring in literature (row “Common validation tests”). Note that on “Level of validation”,
we cite the outcome that papers present on validation in view of their approach – in other
words how the authors consider their validation level. It refers to the general validity of
a model under consideration, rather than a unique type of validity. We term as “vague”
guidelines or case studies where validation is not subjected to an actual outcome.

Based on Table 1 we can draw some conclusions on the common features of each area.
We find that OR and M&S provide general guidelines rather than using data to infer validity,
contrary to CS papers. This is also depicted on many “vague” outcomes existing in the first
two fields. On the other hand, CS case studies do not expand on definitions and types of
validation. We also notice how OR and M&S areas of applications have many commonalities.

The analysis indicates common validation practices used in the three fields. This could
also lead to new ideas adopted in simulation, and more specifically discrete event simulation
(DES). For example, we could employ the list of available techniques mentioned here to
validate each step during the process and the discrete variables of simulation. Additionally,
based on the lack of concrete definitions for validation levels and in combination with our
proposed validation types, we could create quantifiable levels for the different validity aspects
of such a discrete system in order to describe a model as “sufficiently” valid or “wrong”.
Finally, the variety of areas implemented especially in CS provides the opportunity for DES
to be tested as well in various fields not yet explored.

The most important conclusion is that our hypothesis about the confusion occurring in
test selection is found in all of the fields. This is due to the lack of practical cases in order to
quantify sufficiently the appropriateness of each approach [34].

3.4 Other aspects identified in the literature
We now refer to some common ideas found in the literature.

A number of papers refer to the need for identifying acceptable ranges of degrees of
validation [9, 10, 19, 30, 21, 11, 29] or adequate trust on the model’s behavior and usability
(i.e. not entirely correct but at least functional models) [33, 30, 23, 32, 11]. Also papers
point out how study objectives should drive the validation requirements [14, 2, 34, 5, 26].
Another concept regards the clients’ involvement (as for example teams of users, decision
or policy makers, managers, stakeholders, etc.) where close interaction and coordination
between modeller and users is recommended (e.g. [33, 14, 9, 10, 19, 30, 21, 16, 32, 29, 35])
with Balci [2] proposing the utilization of Decision Support Systems for a non-technical
explanation of the outcomes. Also, Groesser & Schwaninger [11] mention that modellers
learn from participating in the process. We could comment that although studies spend a
lot of effort highlighting the importance of user involvement, they rarely explain or discuss
the exact role of model creators or builders. For example, evaluators are mentioned as
independent investigators and multidisciplinary teams for model evaluation [33]. Landry et
al. [14] state how model assessors are “a group independent of both model builders and model
users”. Oral & Kettani [19] suggest different types of OR analysts. Lastly, we encounter
three very important concepts. First, the lack of perfect or unique validation in models
[33, 14, 9, 19, 2, 22, 23, 21, 16, 32, 5, 11, 29] leads to a trade-off in validity [1, 11]. This
occurs due to the fact that high validation level of one type doesn’t necessarily imply high
validation level to another [14, 19, 3, 29]. Second, the need for keeping validation iterative
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Table 1 Comparison between fields.

OR M&S CS

Content Mostly guidelines
and/or examples

Mostly guidelines
and/or examples

Mostly empirical
results from
case studies

Definitions Many definitions
usually divergent

Many definitions
usually divergent Lack of definitions

Areas of
application

Policy analysis
and decision making

(e.g. public, government,
military) [33, 9]
Hard OR [21]

Soft OR [17, 21]
Systems Dynamics [21]

Simulation models
(e.g. government,
industry, military)

[2, 6, 23, 20, 32, 34, 27, 29]
Hard OR [21]
Soft OR [21]

Systems Dynamics [11, 21]

Simulation models
[6, 34, 27]

Time-domain models [22]
Caching computer-memory

strategies [6]
Knowledge-based systems [5]
Software process model [12]

Social networks [26]

Examples

Expected Utility
model [30]

Fire department (public
services) [1]

Epidemics [4]
Market growth [4]

Reference generator
programme [6]

Blast furnace control [16]
Mechanical network [34]
Thermal system [34]

Spot weld [5]
Hypersonic wind tunnel [27]

Level of
validation

Vague
[33, 14, 9, 19, 21, 13, 17]
Scores for validation

(Poor to Superior) [10]
Qualitative evaluation of

validity [30]

Vague
[2, 23, 21, 20, 32, 11, 29]
Validation assumed as

“already passed”
by author [4]

Vague [5, 13]
Mathematical conditions

for validation [22]
Analytical model is robust [6]

Model completed and
validated [16]

Various outcomes – good
and bad [34]

Metric comparison [12, 26]

Common
validation
tests

Comparison with (existing)
data [33, 14, 9, 21, 13]

Statistical tests [33, 14, 9, 21]
Face validity [33, 14, 9, 10, 21]

Turing test [14]
Graphics/Animation [21]
Qualitative analysis [30]

Comparison with
(existing) data

[14, 23, 21, 20, 34, 29]
Statistical tests

[14, 4, 23, 21, 20, 27, 29]
Face validity

[14, 21, 20, 34, 29]
Turing test [14, 23, 11, 29]

Graphics/Animation [4, 21, 29]
Qualitative analysis [4, 20]

Comparison with (existing)
data [6, 34, 13]

Statistical tests [34, 27]
Face validity [34]

We consider papers [14] and [21] having references on both OR and M&S.
We consider papers [6], [34] and [27] having references on both M&S and CS.
We consider paper [13] having references on both OR and CS.
Balci [2] is not referenced in tests.
Simulation and general methodologies cited earlier are excluded from tests.
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throughout all of the modeling process is often mentioned [33, 14, 19, 2, 3, 8, 23, 32, 5, 11, 29].
And finally, validation is considered to be inseparable from the modelling process [14, 2, 11].

4 Conclusion

This paper explored the existing literature on model validation. Papers from three scientific
domains – OR, M&S, and CS – that have commonalities with simulation have been included
in the analysis.

The main aspects considered were: definition of validation, the types of validation, the
tests used, along with their perspective towards outcomes and suggested level of validity.
The most imminent concerns that arose included the use of insufficient terminology for
definitions, different types of validity, disparate use of types, confusion of validity type names
with techniques, questions on which validity tests should be employed per case, the failure to
establish a proper linkage between theory and practice, and the lack of empirical studies
with results being vague and the level of validity undetermined.

Needless to say, this initial work is still subjected to limitations. The existing literature
especially in the field of CS can be further explored. Also, more tests can be identified to
create a more extensive list of techniques and matching aspects. Additional case studies are
also required in OR and M&S to verify our hypothesis. The analysis indicates the common
validation practices used in the three fields as well as new ideas that could be adopted in
simulation, and more specifically DES. This study presents the preliminary analysis of our
results. Brooks & Tobias [8] suggest using a set of criteria for selecting a “correct” model,
contrary to Box & Draper who start from the hypothesis that “all models are wrong” and
question “how wrong do they have to be to not be useful” [7]. Also, Groesser & Schwaninger
[11] ask “how can we transfer to the client the knowledge about the relationship between model
structure and the behavior it produces”. Based on this, we will next look facilitated simulation
modelling and the definition of models’ level of validity in order to define (i) model fidelity
and (ii) model sufficiency in providing useful information to clients.
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Abstract
The vehicle routing problem comes in varied forms. In addition to usual variants with diverse
constraints and specialized objectives, the problem instances themselves – even from a single
shared source – can be distinctly different. Heuristic, metaheuristic, and hybrid algorithms that
are typically used to solve these problems are sensitive to this variation and can exhibit er-
ratic performance when applied on new, previously unseen instances. To mitigate this, and to
improve their applicability, algorithm developers often choose to expose parameters that allow
customization of the algorithm behavior. Unfortunately, finding a good set of values for these
parameters can be a tedious task that requires extensive experimentation and experience. By
deriving descriptors for the problem classes and instances, one would be able to apply learning
and adaptive methods that, when taught, can effectively exploit the idiosyncrasies of a problem
instance. Furthermore, these methods can generalize from previously learnt knowledge by infer-
ring suitable values for these parameters. As a necessary intermediate step towards this goal, we
propose a set of feature extractors for vehicle routing problems. The descriptors include dimen-
sionality of the problem; statistical descriptors of distances, demands, etc.; clusterability of the
vertex locations; and measures derived using fitness landscape analysis. We show the relevancy
of these features by performing clustering on classical problem instances and instance-specific
algorithm configuration of vehicle routing metaheuristics.
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1 Introduction

The quality and the required computational effort of algorithmically optimized vehicle routing
solutions are heavily dependent on the problem instance, the solution method, and using
the right parameters for the algorithms [5]. Fortunately, it has been shown that automatic
algorithm configuration and algorithm selection can be used to improve the solver performance.
Thus, in order to make routing algorithms more robust and adaptive, we propose applying
machine learning to help the algorithms more effectively adapt to the problem being solved.
However, as a prerequisite, we need a way to describe the problem instances to the learning
algorithms.
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7:2 Feature Extractors for Describing Vehicle Routing Problem Instances

The vehicle routing problem (VRP) can be considered to be a generalization of the
traveling salesman problem (TSP). Therefore, studies where TSP instances are described,
e.g. [20, 8, 12, 6, 13], are highly relevant. Smith-Miles and van Hemert [20] proposed 12
features for predicting the most suitable optimization algorithm for a TSP instance. The
feature set is well-rounded containing features derived from the distance matrix, clustering,
nearest neighbors, and geometry of an instance. Kanda et al. [8] had a similar goal, but
they relied only on features based on the problem size and statistical description of the
distance matrix, whereas Mersmann et al. [12] proposed a set of 47 features in order to
build a model that could be used to discriminate between hard and easy TSP instances.
Hutter et al. [6] proposed a set of new approaches such as describing minimum spanning
trees, ruggedness, and probing with TSP solvers. Probing involved analyzing and describing
the solution attempts with a heuristic and branch-and-cut solvers. Pihera and Musliu [13]
further extended this feature set, which allowed algorithm selection for a TSP instance.

Literature of VRP descriptors is scarce. The only studies on VRP feature extraction from
the machine learning perspective we are aware of are the dissertation of Steinhaus [22] and
algorithm performance prediction in [25]. Steinhaus [22] explores the use of a self organizing
maps in solving VRPs and in algorithm selection. She proposes 23 features specifically
for VRP problems and explores the discrimination power of this feature set across 102
VRP benchmark problems. Most features she proposed are based on earlier literature on
describing TSPs, but they are complemented with features describing the demand distribution
of the nodes, vehicle capacity, and their relations. Studies from a VRP fitness landscape
analysis perspective, e.g. [21, 14, 25], do exist, but as these metrics are mainly used to gain
deeper understanding of the problem, they need to be adapted before they can be used for
performance prediction or algorithm selection. This was the approach chosen by Ventresca
et al. [25].

In this article, a set of feature extractors gathered from the aforementioned sources
is adapted to describe capacitated vehicle routing problem (CVRP) instances. Our goal
is to recognize problem types and better understand instance properties that may affect
solving them. A set of features that is this comprehensive has not been previously used
to describe vehicle routing problems. Moreover, the feature set is validated experimentally
with clustering of benchmark instances, automatic algorithm configuration [5], and instance
specific algorithm tuning [7].

Our contributions are threefold: First, we give a review on feature extraction of vehicle
routing problems. Second, proposed features are used in automatic configuration of three
metaheuristic CVRP solvers to prove their usefulness for self-adaptive and learning solution
techniques. Finally, we do clustering on 168 well known CVRP benchmark instances and
make observations on their similarities. To the best of our knowledge, this is the first study
that proposes the use of features acquired by probing CVRP instances with exact and
heuristic solution methods. This is also the first study to explore the possibility of using
features to improve the performance of automatic configuration of vehicle routing algorithms.

This paper is organized as follows: In Section 2 the automatic algorithm configuration
problem is defined. Section 3 introduces the vehicle routing problem in detail, with handling
of common solution approaches. It is followed by listings of feature extractors and descriptors
for these problems, also including those presented in this study. Section 4 describes the
experimental setup and the results for verifying the proposed feature set. Finally, we conclude
our study in Section 5.
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2 Instance Specific Algorithm Configuration Problem

The task of automatic algorithm configuration (AAC) involves the off-line task of finding
a “good” set of parameter values, or a parameter configuration, for a target algorithm in
a way that the algorithm achieves the best possible performance. It is critical to use a
representative set of problem instances when configuring the algorithm parameters. This
ensures that the performance advantage manifests also on new, previously unseen, instances.

If a good generalized performance is needed and the problem set is not homogeneous,
i.e. the instances are very different from each other, the use of AAC may even be disad-
vantageous: a parameter configuration may enable an algorithm to perform well on some
instances, but be inferior to algorithm defaults on another. One possible solution in a
situation like this is to use instance specific algorithm configuration as described e.g. in
Kadioglu et al. [7]. The idea is to configure the parameters for each group of mutually similar
problem instances separately, and when a new problem instance needs to be solved, the
automatically configured parameters of the most similar instance group is used. For a study
on instance specific algorithm configuration of a TSP metaheuristic we refer to [18].

The task of algorithm selection is closely related to AAC. In algorithm selection, the
problem instance properties are used to choose the algorithm with best predicted performance.
Usually the algorithm is selected out of a portfolio, and the model for algorithm performance
is built earlier during an off-line learning phase. The approach has proven successful: during
the last decade many state-of-the-art results in combinatorial optimization competitions have
been achieved using algorithm selection from an algorithm portfolio [27, 10].

Please note that both algorithm selection and instance specific algorithm configuration
need a way to describe the problem instances. Therefore, a good set of feature extractors
is a critical prerequisite for employing these learning meta-optimization techniques. It is
necessary to experimentally discover which features can characterize a problem set in such a
way they capture properties relevant to a) solving the problems b) configuring algorithm
parameters c) recognizing a set of mutually similar problems that can share a configured
parameter configuration, and d) ability to predict algorithm performance.

3 The Vehicle Routing Problem

The Vehicle Routing Problem (VRP) involves finding optimal routes for vehicles leaving
from a depot to serve number of clients. Each client must be visited exactly once by exactly
one vehicle. Each vehicle must leave from the depot and return there after serving the
clients on its tour. There are numerous variants of VRPs, each with their own additional
constraints [23]. In this study, only the classic Capacitated Vehicle Routing Problem (CVRP)
is considered. In the CVRP, each of the identical vehicles has a maximum carrying capacity
of Q that cannot be exceeded at any point of the tour. Each of the clients, indexed with i,
have a demand qi that has to be within 0 < qi ≤ Q. The number of vehicles, denoted by
k, is the primal minimization target, followed by the total travel distance of the k vehicles.
Extending this notation, the CVRP can be written in a graph formulation adapted from
Toth and Vigo [23] as follows: Let V = {0, . . . , n} be the set of vertices where the depot
has the index 0 and where the rest correspond to the clients. The size of the problem is
denoted by N =|V |. Let E = {(0, 1), . . . , (i, j), . . . , (n − 1, n)} be the set of edges, where
i, j ∈ V, i 6= j. Therefore, the graph G = (V,E) is complete with each edge e = (i, j) ∈ E
having an associated non-negative weight cij that is the cost of traversal from vertex i to j.
The weights can be also given as a distance matrix D. For each of the edges (i, j) ∈ E there
is a binary decision variable xij to decide whether the edge is traversed.

SCOR’16



7:4 Feature Extractors for Describing Vehicle Routing Problem Instances

3.1 On Solving Vehicle Routing Problems
The solution approaches of VRPs can be divided into two main families: exact and heuristic
methods. Heuristic methods are often augmented with metaheuristics to avoid entrapment
in the first local optima the search encounters. Laporte [9] further divides heuristic methods
into constructive and improvement heuristics. Constructive heuristics insert unassigned
clients on the routes, and improvement heuristics improve the solution quality through small
moves until no improving steps can be taken. Improvement heuristics can be seen as a
building block of the Local Search (LS), a key element in modern metaheuristics.

The (meta)heuristic approach is the most feasible approach when solving larger CVRP
problems. However, exact methods are still relevant as the (meta)heuristic methods make no
guarantees in reaching the globally optimal value. According to Lysgaard et al. [11], the most
promising exact solution technique for CVRP appears to be branch-and-cut (BnC). In BnC
cutting planes are iteratively added to a relaxed linear programming model to ultimately
narrow down on the global optimum.

3.2 Descriptors for the Problem
The features for routing problem instances are usually calculated either using the distance
matrix or the 2D coordinates. Therefore, to calculate all features, both the node coordinates
and the distance matrix need to be known. If D was not given in an instance file, a distance
matrix was produced using the depot and client coordinates. Likewise, if a benchmark
instance provided only a distance matrix, we used multidimensional scaling (MDS) [2] to
generate x and y coordinates for the instance. We also followed the example of Smith-Miles
and van Hemert [20] and scaled the coordinates into the [(0, 0), (400, 400)] rectangle to make
the geometrical features comparable between problem instances. However, we retain the
shape (scale) of the problem when normalizing the problem to avoid distortion of the distance
matrix, i.e. we maintained the x/y ratio. To maintain the connection between the coordinates
and D, we scaled the distance matrix D using the same multiplier as with coordinates. This
preprocessing produces a commensurable distance matrix Dn and coordinate set Pn that
can be used to calculate geometrical and graph features.

Table 1 (p. 5) presents the CVRP feature extractors used in this study. The features
proposed in this study are marked with bold typeface. The table also shows how many feature
values each extractor produces. Usually the features are statistical descriptors explaining the
distribution of measured values. If the number of statistical descriptors is five, it includes
statistical moments (mean, standard deviation, skewness and kurtosis) and coefficient of
variation; whereas if 11 descriptors are given, the former are complemented by minimum,
maximum, median, number of modes, frequency of the mode value, and the mode itself (or
average of modes). An even more complete set of 14 descriptors adds quartiles.

Table 1a. The first feature set is for describing the node distribution on a 2D plane. The most
often used feature involves statistically describing the distance matrix (cost matrix, without
the diagonal). Smith-Miles and van Hemert [20] used the standard deviation, which Kanda
et al. [8] and Hutter et al. [6] complemented with a more comprehensive set of statistical
descriptors. We normalized the distance matrix to the rectangle [(0, 0), (400, 400)],
similarly to [20], and calculate 11 statistical descriptors for the distance distribution.
Smith-Miles and van Hemert [20] also proposed counting the distinct distances found in
the distance matrix using different precision. We used four levels of precision, like in [6].
Also, the centroid of the coordinates and the euclidean distance from each point to the
centroid were calculated. The average of these distances is the “radius” feature from [20].
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Table 1 The feature extractors for CVRPs, grouped by type.
(a) Node distribution features

ID Feature #
ND1 Distribution of distance matrix

calues [20, 8, 6]
11

ND2 Fraction of distinct distances
(with 1,2,3,4 decimals) [20, 6]

4

ND3 Centroid of the nodes (x,y) [20] 2
ND4 Distance to the centroid [20] 5
ND5 # of clusters (abs.,rel.) [20] 2
ND6 # of core, edge and outlier

cluster points (rel.) [20]
3

ND7 Reach of the clusters [20] 5
ND8 Normalized cluster sizes [6] 5
ND9 Silhouette coefficient 1
ND10 Minimum bottleneck cost [6] 5

(b) Minimum spanning tree (MST) features

ID Feature #
MST1 MST edge cost [12, 6] 5
MST2 MST node degree [12, 6] 5
MST3 MST depth from the depot 5

(c) Local search (LS) probing features

ID Feature #
LSP1 Solution quality after construc-

tion phase [6]
5

LSP2 Solution quality after LS [6] 5
LSP3 Improvement per LS step [6] 5
LSP4 LS steps to local minimum [6] 5
LSP5 Distance of local minima [6] 5
LSP6 % for edges in local optima [6] 5
LSP7 Solution edge lengths per

quartile (5× 4 quartiles) [13]
20

LSP8 Segment length [13] 5
LSP9 Segment edge count [13] 5
LSP10 Segment edge length [13] 5
LSP11 Intra-tour intersections [13] 5
LSP12 Autocorrelation length 5

(d) Branch-and-cut probing features

ID Feature #
BCP1 Improvement per added cut [6] 5
BCP2 Ratio between upper and lower

bound [6]
1

BCP3 Solution value after probing [6] 1
BCP4 Lower bound [6] 1

(e) Geometric features

ID Feature #
G1 Area of the enclosing rect-

angle (“squareness”) [20, 6]
1

G2 Convex hull (CH) area [12] 1
G3 Ratio of points on the hull

[12]
1

G4 Distance of enclosed points
to the CH contour [13]

11

G5 Edge lengths of the CH [13] 11

(f) Nearest neighborhood (NN) features

ID Feature #
NN1 Distance to 1st NN [20, 6] 5
NN2,9,15 Node input degree in direc-

ted kNN graph (DkNNG) for
k ∈ {3, 5, 7} [13]

14

NN3,10,16 # of strongly connected com-
ponents (SCCs) in DkNNG

11

NN5,11,17 Size of SCCs in DkNNG [13] 11
NN6,12,18 # of Weakly Connected

Components (WCCs) in
DkNNG

11

NN7,13,19 Size of WCCs in DkNNG [13] 11
NN8,14,20 Ratio of SCCs/WCCs [13] 1
NN21 Angle between edges to two

NNs [12, 13]
11

NN22 Cosine similarity between
edges to two NNs [13]

11

(g) VRP specific features

ID Feature #
DC1 Number of clients [8] 1
DC2 The depot location (x, y) [22] 2
DC3 Distance between the

centroid and the depot
1

DC4 Client dist. to the depot 5
DC5 Client Demands [22] 5
DC6 Ratio of total demand to

total capacity (the “tight-
ness”) [22]

1

DC7 Ratio of max. cluster de-
mand to vehicle capacity [22]

1

DC8 Ratio of cluster outlier to
overall demand [22]

1

DC9 Ratio between the largest de-
mand and the capacity [22]

1

DC10 Average number of clients
per vehicle [22]

1

DC11 Minimum number of trucks
[22]

1
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Some heuristics rely heavily on the existence of clusters. Therefore, features capturing
this aspect are expected to be useful in algorithm selection. DBSCAN clustering has been
used, at least, in [20, 8, 12, 6, 13, 22] to extract features for routing problem instances.
We calculated features for cluster count (absolute and relative to N); cluster size; and
a relative number of core, edge and outlier points. Mersmann et al. [12] used three
different values for the ε (maximum allowed distance for two points belonging to a same
cluster), while Steinhaus [22] experimented with four alternative methods to find a good
ε value. In our study we decided to use the minimum cluster size of 4, and with that
ε = Abb/(

√
N − 1), which is an approximation of the 4th nearest neighbor distance if the

nodes are assumed to be uniformly distributed on a lattice within a square with an area
of Abb [22]. To include a feature measuring the quality of the DBSCAN clustering, we
propose the silhouette score [19] as a novel addition to the feature set.
The node distribution features are completed with the Minimum Bottleneck Cost (MBC)
as proposed by [6]. It is used to describe the clusterability of TSP instances. The
bottleneck cost is defined to be the weight of the longest edge on a path from node i
to j, i 6= j. We get the minimum bottleneck cost by taking a minimum of bottleneck
costs over all possible paths from node i to j. By calculating the bottleneck cost for all
possible node pairs i, j ∈ V , i 6= j, we get a distribution that can then be described with
statistical moments.

Table 1b. A minimum spanning tree (MST) was calculated for the fully connected normalized
graph Gn. As suggested in [12, 6], the distribution of edge costs and node degrees of
the MST were described using statistical moments. Mersmann et al. [12] included the
spanning tree node depth as well, which we adapted for the VRP by calculating it with
the depot as the root. We omitted the sum of the MST tree cost proposed in [12], as it
can be inferred from the average MST cost.

Table 1c Probing features are computed with a solution attempt on a problem instance. An
algorithm is run for predefined time or steps and the trajectory of the search is recorded.
The approach is general and applicable to a variety of problems. Probing has been shown
to be useful, e.g. for predicting the performance of an algorithm [6].
To adapt the TSP LS probing features from [13], we used the VRPH heuristic search
algorithm library [3], or more specifically, its vrp_init application that is based on
the Clarke-Wright construction heuristic. It was modified to accept a shape parameter
γ that affects the savings calculation [28]. The parameter can be selected randomly
to produce varied initial solutions. After construction, the solution is improved with
intra-route multi-neighborhood search using best accept strategy with one-point-move,
two-point-move and two-opt local search heuristics [3] until no improving move is found.
By repeating the probing 20 times, we could calculate the statistical descriptors in
Table 1c. Some of the features closely resemble those we have used previously to validate
visualization technique for VRPs with solution space analysis (SSA) [16]: the first is
the distribution of Manhattan distances between the local optimum solutions (LSP5),
calculated from the differences in edge traversal decision variable values between the
solutions. This feature is a measure of the multimodality and indicator for the existence
of a “big-valley” structure [14]. The second SSA feature LSP6 describes the distribution
of probabilities of all edges in locally optimal solutions, which aims to reveal the existence
of a backbone [26], that is, a common structure between good solutions.
The features LSP8-10 involve the concept of a segment. A segment is a continuous path
of consecutive edges on a tour, from which the longest edges are removed as specified in
[13]. Pihera and Musliu [13] also proposed another extension to the set of local search
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features, which is the number of intra-tour intersections, i.e. the times the edges of a tour
cross each other.
The final local search probing feature is the autocorrelation length λACL of a random
walk through a series of best-accept one-point-move neighborhoods (heuristic described
e.g. in [3]). This closely relates to the autocorrelation coefficient used in [6]. For calculating
the autocorrelation length we used a method adapted from [21] and [4], with a random
walk length of 2N . The walk is repeated and the length calculated 10 times.

Table 1d. Besides heuristics, also exact solvers can be used to probe the problem. We used
the open source mixed-integer programming package SYMPHONY 5.6.15 and its VRP
application that can solve CVRPs [15]. Unfortunately, we were not able to compile the
VRP application with heuristics support for this version of SYMPHONY. Therefore,
the upper bound is set only after the first feasible solution is found. Because of this,
is possible that the feature BCP2 is left undefined for the larger instances if no feasible
solution is found. SYMPHONY also requires the number of vehicles k as an input when
solving an instance. If k was not known we divided the total demand with some margin
(+5%) with the vehicle capacity Q to get the value for k, i.e. k = d1.05

∑
qi/Qe. For

branch-and-cut probing we used a wall time cutoff of 3.0 seconds.
Table 1e. Geometric features try to capture information of the overall shape of the problem.

The area of an enclosing rectangle, when normalized with the area of the scaled problem,
describes the “squareness” of the problem. Mersmann et al. [12] suggested two features
concerning the convex hull: the hull area and the fraction of nodes that are on the hull
contour. According to their experiments, convex hull features allow accurate separation
of easy and hard TSP instances. Pihera and Musliu [13] added statistical descriptors
for distances of inner nodes to the hull contour. It is assumed that the more evenly
distributed the nodes are inside the convex hull, the more difficult it is to solve. Therefore,
all these were included in our feature set.

Table 1f. Because heuristic solution methods operate by navigating through the search space
using a local search neighborhood, the Nearest Neighbors (NN) of the nodes can offer
important insight to the structure of the problem. In our study, the distribution of the 1st
nearest neighbor distances over all nodes is statistically described as done in [20, 6, 13].
We also included the extended nearest neighbor features presented in [13], which involve
building a directed graph by taking only k ∈ 3, 5, 7 shortest edges for each node from
the complete normalized graph Gn. The node degree, number and size of strongly and
weakly connected components, and their ratios are calculated and statistically described.

Table 1g. In describing the demands and capacity, we followed [22]. As an extension to the
VRP specific features, we propose measuring the distance between the depot and the
centroid of the client points. Also, describing the shape of the distribution of distances
from clients to the depot is included in our feature set. Furthermore, the size of the
problem (number of clients) is included here. Refer to [22] for details on these features.

In addition to the features presented in Table 1, we recorded the per instance feature
computation time as proposed in [6]. These are reported as timing features T1-T9 that match
the feature groups (Tables 1a–1g), with the exception of the autocorrelation and bottleneck
cost features, which are timed separately.

To summarize this section, we have adapted and proposed 76 feature extractors for
CVRPs which generate 386 features in total. The feature extractors were implemented in
Python version 2.7.10, with the aid from numerical libary Numpy (version 1.9.2), machine
learning library Scikit-learn (version 0.16.1), and statistical library Scipy (0.15.1). VRPH
and SYMPHONY were built with GNU g++ 5.3.0 compiler from the Mingw-w64 project.
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Figure 1 The clustering of the benchmark instances. Black dots are non-clustered outliers. The
plot axes are the first two principal components, with the ratio of explained variance given in
parenthesis.

All feature extraction in this study was done on a laptop with dual-core 2.53 GHz Intel Core
i5 520M processor, 8 GB of memory and 64-bit Windows 7 Enterprise operating system.

4 Experimental Evaluation of the Features

4.1 Clustering
To evaluate the quality of the proposed feature set, we computed the 386 features for each of
the 168 problem instances in CVRPLIB, which is a collection of CVRP benchmark instances
[24]. However, the high dimensionality of the resulting data had to be addressed before
clustering. Hutter et al. [5] suggests using principal component analysis (PCA) to reduce
the computational complexity when building a surrogate model for the automatic algorithm
configuration tool SMAC. We share some of the concerns regarding the computational cost.
However, in our case a larger issue is the curse of dimensionality, where the space volume
grows very rapidly as the dimensionality increases. This makes the dataset too sparse to
provide a representative sample of the high dimensional space. A related problem is the
irrelevancy of the distance metric in high dimensional data, where all data points seem to be
similarly close to each other [1]. To overcome these issues, we reduced the dimensionality of
the feature space with PCA.

To do the actual clustering, the feature data was first normalized by scaling all features
independently to a range [0.0, 1.0]. Then, PCA was applied to bring the dimensionality of
the data down from 386 to 7 following the example of [5]. These seven principal components
together explain 71 % of the overall variance in the data. Finally, to do the unsupervised
learning, we used the DBSCAN with a minimum cluster size of 3. The ε parameter was set
to 0.20 through experimentation. Resulting clusters for the 168 benchmark instances are
presented in Figure 1.
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The clusters in the lower left corner seem to be the small-to-medium easy-to-solve
instances. Unsurprisingly, the A and P sets overlap, as P is based on A. The difference
between A and B is that clients in A are uniformly generated whereas in B they are clustered.
Also the Taillard (T) and Fisher (F) sets contain clustered clients, which can be observed
as an overlap with the set B. Interestingly, the benchmark set Golden (G) is separated into
four clusters and some outliers. The benchmark set contains points in geometric shapes
like stars, squares, circles and rays, and it seems that our features are able to discriminate
between these. The Li (L) and Golden benchmark sets are similar and clustering them
together is expected. For a more accurate analysis of clusters we would need to do a more
extensive experimentation with the solvers, since probing does not necessarily allow reliable
estimation of the hardness and computational difficulty of an instance. The complete list
of problem instance abbreviations and the clustering in a table format, together with an
interactive zooming visualization of the clustering, can be found from the supplementary
online appendix at http://users.jyu.fi/~juherask/features/

4.2 Instance Specific Algorithm Configuration
As the automatic algorithm configuration targets, we used the three metaheuristic solvers
provided by the VRPH package from Groër et al. [3]. Each solver employs different meta-
heuristic: Record-to-Record travel (VRPH-RTR, 6+8 free parameters), simulated annealing
(VRPH-SA, 6+5), and ejection (VRPH-EJ, 6+3). We omit the descriptions of the algorithms
and solver parameters and refer the reader to [3], whereas a detailed description of the
automatic algorithm configuration setup can be found in [17].

As a configurator, we used SMAC [5]. SMAC is a state-of-the-art AAC method that
alternates between fitting a random forest model to the observed behavior of the target
algorithm, and using that model to predict the performance of generated parameter configur-
ation candidates – evaluating only those that are most promising on the solver. SMAC offers
an option to complement the problem instances with feature values, which are used when
building and updating the random forest model. In our experiments this approach is called
fSMAC. fSMAC already does PCA to the feature vectors, but as an additional preprocessing
step we took 50 features that showed the highest correlation with the solution quality in
heuristic and branch-and-bound probing. SMAC is not an instance specific algorithm con-
figuration tool like ISAC from Kadioglu et al. [7], but we can follow a similar scheme to
create IS-fSMAC. This variant uses k-Means clustering on the preprocessed feature data to
split the problem instance set to subsets. These subsets supposedly share similar solving
characteristics and can be configured separately.

In our configuration experiments we used a set of 14 instances taken with stratified
sampling from the CVRPLIB set A. The problem set is the same one that we used in [17],
which makes it possible for the interested reader to compare the proposed approach against
other configurators. Also, each configuration task was run with three different evaluation
budgets (EBs): 100, 500, and 1000 time capped (10 s) runs of the target algorithm. In
the case of configuring the clustered instances, the budget was distributed according to the
cluster size. Because the algorithms are stochastic, the experiments were repeated 10 times.

The results of the configuration tasks are presented in Table 2. The use of features
seems beneficial, especially with a budget of 100. This is unsurprising, as the use of features
is expected to provide more initial information when building the surrogate model of the
parameter-solution quality response surface. Especially VRPH-SA target seems to benefit
from using the features. The advantage gained by using features is smaller for VRPH-EJ
and VRPH-RTR targets, but the effect still exists. However, the results of instance specific
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Table 2 Median tuning results for VRPH metaheuristics. Results are given as percentages from
the aggregated best known solution (relative optimality gap). The best known solution values are
from CVRPLIB. Statistically better results are in bold (p < 0.05 with Bonferroni adjustment). If no
single best was found, a test for a best pair was made.

Target VRPH-SA VRPH-EJ VRPH-RTR
Defaults 0.83 (0.12) 0.50 (0.13) 1.42 (0.07)
Method \ EB 100 500 1000 100 500 1000 100 500 1000

SMAC 0.40
(0.11)

0.29
(0.08)

0.26
(0.06)

0.39
(0.07)

0.35
(0.04)

0.34
(0.04)

0.16
(0.05)

0.09
(0.01)

0.10
(0.02)

fSMAC 0.39
(0.15)

0.26
(0.06)

0.23
(0.05)

0.36
(0.06)

0.36
(0.05)

0.35
(0.06)

0.15
(0.06)

0.09
(0.04)

0.07
(0.03)

IS-fSMAC 0.56
(0.11)

0.27
(0.07)

0.25
(0.05)

0.35
(0.08)

0.33
(0.07)

0.34
(0.06)

0.19
(0.06)

0.09
(0.03)

0.09
(0.01)

parameter tuning are not as good as expected. The clustering to problem classes seems to be
beneficial only for VRPH-EJ targets. It may be that the features are unable to capture the
differences (unlikely), the clustering is handicapped by the curse of dimensionality (likely),
or the evaluation budget split among clusters is too small for SMAC to converge to good
parameter configurations (likely). Still, the most probable cause is the homogeneity of the
problem set. All of the instances in the set A come from the same generator, thus showing
similar solving characteristics. Additional experiments are needed to identify the largest
factor preventing the instance specific tuning from giving comparable advantage to what has
been reported in e.g. in [7]. Nonetheless, every resulting parameter configuration is superior
compared to the defaults.

All automatic configuration was done on a computing server with 64 Intel(R) Xeon(R)
CPU E7 2.67 GHz cores, and 1 TB of RAM running 64-bit OpenSUSE version 13.2 (codename
Harlequin). We enforced a 10 second cutoff for all evaluations of the CVRP solver.

5 Conclusions

In this article, we set out to find feature extractors for capacitated vehicle routing problem
(CVRP) instances, mostly by adapting Traveling Salesman Problem (TSP) descriptors from
the literature. We implemented 76 feature extractors for almost every descriptor that had
been reportedly used in algorithm selection and automatic algorithm configuration of routing
algorithms and proposed some novel ones. The presented set of 386 features for CVRP
is unparalleled in its extent. Additionally, we are not aware that probing with heuristic
and branch-and-cut solvers has been previously used to produce features for CVRP meta-
optimization. The suitability of these features was verified with feature assisted automatic
algorithm configuration with the state-of-the-art tool SMAC. We also presented clustering of
168 well-known benchmark instances from the CVRPLIB collection. Clustering shows good
discrimination ability between the known properties of these problems. However, a more
complete analysis of the clustering is warranted to get novel insights.

We can conclude that automatic algorithm configuration can benefit from using the
proposed features. Out of the tested CVRP metaheuristics, the simulated annealing (VRPH-
SA) benefited the most. We also experimented with instance specific configuration, where it
was possible to further improve the configured solver performance of the ejection metaheuristic
(VRPH-EJ). However, the overall increase in performance when using an instance specific
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algorithm configuration scheme was modest. This is probably due to our problem set being
relatively small and homogeneous. Therefore, a more extensive experimentation with different
targets, instance specific configurators, and problem sets is required to make a judgment on
applicability of instance specific parameter configuration of vehicle routing solvers. Also,
please note that in our automatic algorithm configuration experiments we did not test for
over-tuning (cf. overfitting), which may manifest as poor generalizability of the configured
parameter configuration.

Other future research topics include: Feature selection that should help us recognize the
most useful features, as currently the high dimensionality of the feature vector seems to
confuse unsupervised learning and algorithm configuration efforts. We would also like to
extend our feature extractors to describe other well-known VRP variants such as vehicle
routing problem with time windows (VRPTW) and pickup and delivery problems (PDP).
This could potentially reveal new interesting similarities between the problem types and sets.
We would also like to extend our study towards algorithm selection.

It has been shown that applying feature based machine learning approaches, such as the
one presented here, in solving combinatorial optimization problems, can lead to significant
improvements in on-line algorithm performance and resulting solution quality. Adapting this
approach in solving VRPs has shown promise and warrants further research.
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Abstract
Urban access networks are the external part of worldwide networks that make telecommunica-
tion services accessible to end users and represent a critical part of the infrastructures of modern
cities. An important recent trend in urban access networks is the integration of fiber and wireless
networks, leading to so-called fiber-wireless (Fi-Wi) networks. Fi-Wi networks get the best of
both technologies, namely the high capacity offered by optical fiber networks and the mobility
and ubiquity offered by wireless networks. The optimal design of fiber and wireless networks has
been separately extensively studied. However, there is still a lack of mathematical models and
algorithms for the integrated design problem. In this work, we propose a new Power-Indexed op-
timization model for the 3-architecture Connected Facility Location Problem arising in the design
of urban telecommunication access networks. The new model includes additional power-indexed
variables and constraints to represent the signal-to-interference formulas expressing wireless signal
coverage. To solve the problem, which can prove very hard even for a state-of-the art optimiza-
tion solver, we propose a new heuristic that combines a probabilistic variable fixing procedure,
guided by (tight) linear relaxations, with an MIP heuristic, corresponding to an exact very large
neighborhood search. Computational experiments on realistic instances show that our heuristic
can find solutions of much higher quality than a state-of-the-art solver.
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1 Introduction

The volume of data exchanged over telecommunications networks has enormously increased
in the last two decades and telecommunication companies predict that such increase will
relentlessly continue. This has originated the need for more technologically advanced and
complex telecommunications networks. Within this context, access networks, namely the
“external” part of a telecommunication network that connects users to their service providers,
have experienced a deep technological evolution and have become a vital part of modern smart
cities. Last generation access networks heavily rely on the use of optical fiber connections,
which provide much higher capacity and better transmission rates than the traditional copper-
based connections. Since the deployment of a pure optical fiber access network is nowadays
considered impractical and uneconomical, in recent times, different types of hybrid optical
fiber deployments have been proposed to provide broadband access. Taken as a whole, these
several deployments, usually called architectures, are commonly referred to by the acronym
FTTX (Fiber-To-The-X): here, the X specifies to which point of the network the optical fiber
is brought. Major examples of architectures are: Fiber-To-The-Home (FTTH), which brings
a fiber directly to the final user; Fiber-To-The-Cabinet (FFTC) and Fiber-To-The-Building
(FTTB), which bring a fiber to a street cabinet or to the building of the user, respectively
(the fiber termination point is then connected to the user typically through a copper-based
connection). We refer the reader to [11] for an exhaustive introduction to FTTX networks and
their design. A recent and promising trend in FTTX has been represented by the integration
of wired and wireless connections, leading to 3-architecture networks that include also the
so-called Fiber-To-The-Air (FTTA) architecture [10, 11]. Such 3-architecture represents an
evolution of mixed-wired 2-architecture networks like FTTH and FTTC/FTTB (see e.g.,
[14]). A 3-architecture network is aimed at getting the best of both wired and wireless worlds:
the high capacity offered by optical fiber networks and the mobility and ubiquity offered by
wireless networks [10]. Additionally, it grants a determinant cost advantage, since deploying
wireless transmitters is cheaper and faster than deploying optical fibers, which requires costly
and time-consuming excavations.

In this paper, we present a new optimization model based on Power-Indexed formulations
for the design of 3-architecture access networks that integrate wired fiber/copper connections
with wireless connections. With respect to state-of-the-art literature (we refer the reader
to [11] and [14] for an overview), our model has the merit of including the formulas that
are recommended by international telecommunications regulatory bodies to evaluate service
coverage in wireless networks. Such formulas are the Signal-to-Interference Ratios (SIRs)
[15], which evaluate the strength of the wireless signal providing service with respect to
the total strength of the wireless interfering signals. The inclusion of SIRs is critical in
wireless network design problem that consider wireless signal coverage: their exclusion may
indeed lead to wrong design solutions (see [6, 7] for a discussion). This work represents also
a refinement of the first study that we made in [4] and that we improve here by using a
more-advanced power-indexed model for wireless network design [6]. In this work, our main
original contributions are:

http://dx.doi.org/10.4230/OASIcs.SCOR.2016.8
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1. we propose a power-indexed formulation for optimally designing a 3-architecture access
network, modelling the signal-to-interference formulas that express wireless signal coverage
through discrete power emission decision variables;

2. we strengthen the basic power-indexed formulation of the problem by using a set of tight
valid inequalities that model forbidden power configurations of the wireless transmitters;

3. since the problem can result difficult even for a state-of-the-art MIP solver, we propose
to solve it by a heuristic based on the combination of a probabilistic procedure for fixing
variables, guided by Linear Programming (LP) relaxations of the problem, with a Mixed
Integer Programming (MIP) heuristic, which executes an exact very large neighborhood
search (by the term "exact", we mean that the search is formulated as an MIP problem
that is then solved exactly by an MIP solver);

4. we present computational results obtained for realistic network instances, showing that
our new algorithm can return solutions of much higher quality than those provided by a
state-of-the-art MIP solver.

2 A Power-Indexed model for 3-architecture access networks

In order to derive a power-indexed formulation for hybrid fiber-wireless network design, we
first need to define a generalization of a Connected Facility Location Problem (ConFL) that
includes three types of architectures. For a thorough introduction to concepts of graph
and network flow theory and to the ConFL, we refer the reader to the book [1] and to the
paper [12]. Given a set of users and a set of openable facilities that may serve the users, we
can essentially describe the ConFL as the problem of deciding: (a) which facilities to open;
(b) how to assign served users to open facilities; (c) how to connect open facilities through
a Steiner tree; in order to minimize the total cost deriving from opening and connecting
facilities and the assignment of facilities to users. The canonical ConFL considers a single
network architecture and has been introduced and proven to be NP-Hard in [13].

A 3-architecture ConFL (3-ConFL) representing a network integrating fiber, copper and
wireless technologies can be obtained by properly generalizing a 2-architecture version of the
ConFL, which has been first introduced in [14]. The 3-ConFL associated with access network
design involves a set of potential telecommunications facilities that can provide services to a
set of potential users by installing one of the three available technologies. Each facility that
is opened must be connected to a central office and each served user must be assigned to
exactly one open facility. The objective of the design problem is to minimize the total cost of
deployment of the network, while guaranteeing a minimum user coverage by each technology.

We denote the set of available technologies by T = {1, 2, 3} and conventionally we assume
that t = 1 is the optical fiber technology, t = 2 the copper technology and t = 3 the wireless
technology. As first step to derive an optimization model, we introduce a directed graph
G(V,A) to model the network. In G(V,A):

the set of nodes V corresponds to the disjoint union of:
1. a set of users U - each user u ∈ U is associated with a weight wu ≥ 0 expressing its

importance;
2. a set of facilities F - each facility f ∈ F can be opened at a cost ctf ≥ 0 that depends

upon the technology t ∈ T that it installs;
3. a set of central offices Γ - each office γ ∈ Γ can be opened at a cost cγ ≥ 0;
4. a set of Steiner nodes S.
We call core nodes the subset of nodes V C = F ∪ Γ ∪ S that does not include the user
nodes. Additionally, we denote by F tu the subset of facilities using technology t that may
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serve user u and by U tf the subset of users that may be served by facility f when using
technology t. We also denote by Fu = ∪t∈T the set of all the facilities that can serve u;
the set of arcs A is the disjoint union of:
1. a set of core arcs AC = {(i, j) : i, j ∈ V C} that represent connections only between

core nodes and are associated with a cost of realization cij ≥ 0;
2. a set of assignment arcs AASS = {(f, u) ∈ A : u ∈ U, f ∈ Fu} representing connection

of facilities to users and associated with a cost of realization ctfu that depends upon
the used technology.

We call core graph the subgraph GC(V C, AC) of G(V,A) that represents the potential topology
of the core network, namely the fiber-based network that interconnects the facilities and the
central offices. In order to consider the cost of opening central offices in the optimization
model, we adopt the modeling expedient of adding an artificial root node r to G(V,A). We
then introduce a set of (artificial) root arcs AR = {(r, γ) : γ ∈ Γ} to represent the connection
of the root node to every central office γ ∈ Γ. Each arc (r, γ) ∈ AR has a cost crγ set equal
to the cost cγ of opening the office γ. The set AR is included in G(V,A) and we use the
notation AR-C = AR ∪AC to denote the union of the root and the core arcs.

One requirement in the design problem is to guarantee a minimum weighted coverage
of users for each architecture. Specifically, with the total weight of users denoted by
W =

∑
u∈U wu, we express the coverage requirement for technology t ∈ T by defining

thresholds Wt ∈ [0,W ], t ∈ T . The total cost of a design solution of the access network is
equal to the sum of the cost of opening central offices and facilities, the cost of connections
activated in the core graph and the cost of connecting open facilities to served users.

Modeling wireless coverage. Until now, we have introduced all the elements that allow us
to define an optimization model for 3-ConFL that does not include the formulas used to assess
wireless coverage. In order to include such formulas, we must first briefly discuss basic concepts
from wireless network design related to configuring wireless transmitters. For an introduction
to the concepts of wireless network design, we refer the reader to [6, 15]. In our case, a
wireless transmitter is a facility installing the technology t = 3. Each wireless transmitter is
characterized by a number of radio-electrical parameters to set (e.g., the power emission,
the tilt of the antenna and the frequency used to transmit). All these parameters could be
in principle set in an optimal way, by solving an appropriate mathematical optimization
problem, but in practice it is typical to optimize just a subset of them [5, 6, 9]. The vast
majority of the models available in literature includes the setting of power emissions of the
transmitters, since these are critical parameters that deeply affect the service coverage of
the users. Such power emissions are commonly modelled by semi-continuous power variable.
However, as shown in [6], it is better to consider a set of discrete power values both from
a theoretical and an applied point of view: we can indeed derive effective (strong) valid
inequalities and be in line with the practice of professionals, who commonly consider a (small)
set of discrete power values for each transmitter. In order to model power emissions in a
range [Pmin, Pmax], we thus introduce a set of discrete power values P = {P1, . . . , P|P|}, with
P1 = Pmin and P|P| = Pmax and Pi > Pi−1, for i = 2, . . . , |P|. Then, for each f ∈ F , we
introduce one binary variable ϕfl (power variable) that is equal to 1 if f emits power Pl and
0 otherwise. The power emitted by a facility f can be thus denoted by pf =

∑
l∈L Pl ϕfl,

where L = {1, . . . , |P|} is the set of power value indices or simply power levels (we must then
add the constraint that the emission of f can be a single power value).

Every user u ∈ U may pick up signals from each facility f ∈ F installing a wireless
transmitter and the power Pfu that u gets from f is proportional to the emitted power pf
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by a factor afu ∈ [0, 1], i.e. Pfu = afu pf . The factor afu is a coefficient that summarizes
the reduction in power experienced by a signal propagating from f to u [15]. A user u ∈ U
is said covered or served if it receives the wireless service signal within a minimum level of
quality. The service is provided by one single wireless facility, chosen as server of the user,
while all the other wireless facilities interfere with the server and reduce the quality of service.
The minimum quality condition can be expressed through the Signal-to-Interference Ratio
(SIR), a measure comparing the power received from the server with the sum of the power
received by the interfering transmitters [15]:

afu
(∑

l∈L Pl ϕfl
)

N +
∑
k∈F\{f} aku

(∑
l∈L Pl ϕkl

) ≥ δ . (1)

The user is served if the SIR is at least equal to a threshold δ > 0 that expresses the minimum
wanted quality of service. In the denominator, the coefficient N > 0 represents the noise of
the system. The inequality (1) can be reorganized by simple operations in the so-called SIR
inequality: afu

(∑
l∈L Pl ϕfl

)
− δ

∑
k∈F\{f} aku

(∑
l∈L Pl ϕkl

)
≥ δ N .

Deciding which wireless facility f ∈ F is the server of some user u ∈ U is part of the
decision process. As a consequence, we must activate or deactivate the SIR inequalities
depending upon the wireless facility-user assignment. We thus face a disjunction of constraints,
which we can model by modifying the SIR inequality. To this end, we must first define the
set of assignment arc variables ytfu ∈ {0, 1} ∀(f, u) ∈ AASS ∀u ∈ U , f ∈ F tu, t ∈ T : the
generic variable ytfu is equal to 1 if facility f is connected to user u by technology t and
is 0 otherwise. Using the assignment variable y3

fu, representing the service connection of
u through facility f by the wireless technology t = 3, and by defining a sufficiently large
positive constant M (the so-called big-M coefficient), we define the modified SIR constraint:

afu

(∑
l∈L

Pl ϕfl

)
− δ

∑
k∈F\{f}

aku

(∑
l∈L

Pl ϕkl

)
+M(1− y3

fu) ≥ δN (2)

It is straightforward to check that if y3
fu = 1, then u is served by f through wireless technology

and (2) reduces to a SIR inequality to satisfy. On the contrary, if y3
fu = 0, then M activates,

thus making (2) satisfied by any power configuration and therefore redundant.
Putting together all the elements that we have introduced, we can finally define a Mixed

Integer Linear Programming (MILP) problem for modelling the 3-ConFL. To this end, we
first introduce the following additional families of variables:
1. facility opening variables ztf ∈ {0, 1} ∀f ∈ F, t ∈ T (ztf is equal to 1 if facility f is open

and uses technology t and is 0 otherwise);
2. arc installation variables xij ∈ {0, 1} ∀(i, j) ∈ AR-C (xij is equal to 1 if the root or core

arc (i, j) is installed and is 0 otherwise);
3. user variables vtu ∈ {0, 1}, ∀u ∈ U , t ∈ T (vtu is equal to 1 if user u is served by technology

t and is 0 otherwise);
4. flow variables φfij , ∀(i, j) ∈ AR-C, f ∈ F that represent the amount of flow sent on a

root or core arc (i,j) for facility f and are introduced to model the connectivity among
facilities and central offices in the root-core network.

The MILP problem for 3-ConFL, that we denote as 3-ConFL-MILP, is described by (4)–(12).
In 3-ConFL-MILP, the objective function aims at minimizing the total cost, expressed as

the sum of the cost of activating root and core arcs (note that the corresponding summation
includes the cost of activated central offices, opened facilities and of activated assignment
arcs). The constraints (4) impose that each facility is opened using a single technology,
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whereas constraints (5) impose that if a user u is served by technology t, exactly one of
the assignment arcs coming from a facility that can serve u is activated on technology t.
The constraints (6) link the opening of a facility f on technology t to the activation of
assignment arcs involving f and t. The constraints (7) impose the coverage requirement for
each technology (we remark that here the weighted sum of users getting a better technology
like fiber contributes to satisfying the requirement for the coverage of worse technology
like copper). The constraints (8) and (9) jointly model the fiber connectivity within the
core network as a multicommodity flow problem that includes one commodity per facility.
Specifically, the constraints (8) represent flow conservation in root and core nodes, while (9)
are variable upper bound constraints that express the linking between the activation of a
root or core arc and the activation of the arc. The constraints (10) impose to activate each
wireless facility on at most one power level. Finally, (11) are power-indexed SIR constraints
and (12) link the power emission variables to the opening of a wireless facility.

We can obtain a tighter formulation of 3-ConFL-MILP using a reformulation of the SIR
constraints (11) and (10), which exploit the binary power variables ϕfl to derive a special
family of power-indexed valid inequalities. These valid inequalities were introduced in [6],
as a peculiar family of lifted Generalized Upper Bound (GUB) cover inequalities, and we
refer the reader to that paper for an exhaustive description of them. In our case, for a given
user u, a serving wireless facility f and a subset of interfering wireless facilities K, these
inequalities identify joint power configurations of serving and interfering facilities that deny
the service coverage of u and thus correspond with violated SIR constraints. Their form is:

y3
fu +

λ∑
l=1

ϕfl +
|K|∑
k=1

|L|∑
l=qi

ϕkl ≤ |K|+ 1 , (3)

with u ∈ U , λ ∈ L, K ⊆ F\{f}, (q1, . . . , q|K|) ∈ LI(t,∆, λ,Γ), with LI(u, f, λ,K) ⊆ L|K|
representing the subset of interfering power levels of facilities in K that deny the service
coverage of u provided by wireless facility f , emitting with power level λ. Such inequalities
can be separated and added at the root node to obtain a remarkable strengthening of the
linear relaxation of the 3-ConFL-MILP. We denote by Strong-3-ConFL-MILP, the problem
3-ConFL-MILP strengthened by inequalities (3).

min
∑

(i,j)∈AR-C

cij xij +
∑
f∈F

∑
t∈T

ctf z
t
f +
∑
u∈U

∑
t∈T

∑
f∈F t

u

ctfu y
t
fu (3-ConFL-MILP)

∑
t∈T

ztf ≤ 1 f ∈ F (4)∑
f∈F t

u

ytfu = vtu u ∈ U, t ∈ T (5)

ytfu ≤ ztf u ∈ U, f ∈ F, t ∈ T (6)∑
u∈U

t∑
τ=1

wu v
τ
u ≥Wt t ∈ T (7)

∑
(j,i)∈AR-C

φfji −
∑

(i,j)∈AR-C

φfij =

{
−
∑

t∈T z
t
f

0
+
∑

t∈T z
t
f

if i = r
if i 6= r, f
if i = f

i ∈ V C ∪ {r}, f ∈ F (8)

0 ≤ φfij ≤ xij (i, j) ∈ AR-C, f ∈ F (9)∑
l∈L

ϕfl ≤ 1 f ∈ F (10)
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afu

(∑
l∈L

Pl ϕfl

)
− δ

∑
k∈F\{f}

aku

(∑
l∈L

Pl ϕkl

)
+

+M(1− y3
fu) ≥ δ N f ∈ F, u ∈ U (11)

ϕfl ≤ y3
fu f ∈ F, u ∈ U, l ∈ L (12)

vtu, z
t
f , xij , y

t
fu, ϕfl ∈ {0, 1} (i, j) ∈ A, u ∈ U, f ∈ F, t ∈ T, l ∈ L

3 A fast heuristic for solving the 3-ConFL-MILP

The 3-ConFL-MILP can in principle be solved by a state-of-the-art MIP solver, such as IBM
ILOG CPLEX [2]. However, the introduction of the SIR constraints (11) make 3-ConFL-
MILP a very challenging generalization of the ConFL: we experienced that in the case of
realistic instances CPLEX has big difficulties in finding feasible solutions of good quality
even after hours of computations. In order to tackle these computational difficulties, we
propose to solve the problem by a heuristic that mixes a probabilistic variable fixing procedure,
guided by the information retrieved by solving (tighter) linear relaxations of 3-ConFL-MILP,
with an MIP heuristic based on the execution of an exact very large neighborhood search.
Our heuristic, formalized in Algorithm 1, is based on considerations about the use of linear
relaxations in a variable fixing procedure that have been first made in [3], the paper to which
we refer for a more detailed discussion about the mechanisms and features of the heuristic
concisely presented here. By solving (tight) linear relaxations, we are able to derive dual
bounds for the problem that we can use to compute an optimality gap measuring how far
the best solution returned from our heuristic is from the best lower bound given by Strong-3-
ConFL-MILP. In order to explain how we construct a feasible solution for 3-ConFL-MILP,
we first introduce the concept of facility opening state:

I Definition 1. Facility Opening State (FOS): an FOS specifies an opening of a subset
of facilities F̄ ⊆ F on some technologies such that no facility is open with more than one
technology. Formally: FOS ⊆ F × T : 6 ∃(f1, t1), (f2, t2) ∈ FOS : f1 = f2 ∧ t1 6= t2.

Given a FOS and a facility-technology couple (f, t) ∈ FOS, we denote by WPOT
ft the total

weight of users that can be potentially served by f using technology t, i.e. WPOT
ft =

∑
u∈Ut

f
wu.

Using this measure, we say that a FOS is partial for technology t when the total weight of
potential users that can be served by facilities appearing in the FOS using technology t does
not reach the minimum coverage requirements Wt for t, i.e.

∑
f∈F :(f,t)∈FOS WPOT

ft < Wt .

We also say that a FOS is complete for technology t when the total weight is not lower than
Wt. Additionally, we call fully complete a FOS that is complete for all technologies t ∈ T . We
use the completeness concepts to guide the probabilistic fixing of facility opening variables
during the construction phase of feasible solutions.

Given a partial FOS for technology t, the probability pFOS
ft of operating an additional

fixing (f, t) 6∈ FOS, thus making a further step towards reaching a complete FOS, is set
according to the formula:

pFOS
ft = α τft + (1− α) ηft∑

(k,t)6∈FOS α τkt + (1− α) ηkt
, (13)

which convexly combines through factor α ∈ [0, 1] two measures: τft, measuring a-priori the
attractiveness of operating a variable fixing, and ηft, measuring a-posteriori the attractiveness
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of operating a fixing (see [4] for more details). In our case, we set τft equal to the optimal
value of the linear relaxation Strong-3-ConFL-MILP including the additional fixing ztf = 1,
whereas ηft is equal to the optimal value of the linear relaxation of 3-ConFL-MILP, obtained
for a partial fixing of the facility opening variables z.

At the end of a solution construction phase, which is aimed at constructing Σ feasible
solutions, the a-priori fixing measures τ are updated, evaluating how good were the fixings
made in built solutions. The formula that we use for updates is based on the concept of
optimality gap (Gap) (for a feasible solution of value v and a lower bound L that is available
on the optimal value v∗ of the problem, we set Gap(v, L) = (v − L)/v) and is:

τft(h) = τft(h− 1) +
Σ∑
σ=1

∆τσft with ∆τσft = τft(0) ·
(
Gap(v̄, L)−Gap(vσ, L)

Gap(v̄, L)

)
(14)

where τft(h) is the a-priori attractiveness of fixing (f, t) at fixing iteration h, vσ is the value
of the σ-th feasible solution built in the last construction phase and v̄ is the (moving) average
of the values of the Σ solutions produced in the previous construction phase. ∆τσft is a
penalization/reward factor for a fixing and depends upon the initialization value τft(0) of τ ,
combined with the relative variation in the optimality gap that vσ implies with respect to v̄.

Once a fully complete FOS is built, we have characterized an opening of facilities that can
potentially satisfy the requirements on the weighted coverage for each technology. We say
“potentially” because the activation of facilities specified by the FOS may not have a feasible
completion in terms of connectivity variables and assignment of users of facilities: it is indeed
possible that not all the SIR constraints (11) activated by the probabilistic fixing procedure
can be satisfied together because of interference phenomena. As a consequence, a complete
FOS may be infeasible. To tackle this risk of infeasibility, after the construction of a complete
FOS, we execute a check-and-repair phase, in which the feasibility of the FOS is checked and,
if not verified, we make an attempt to repair and make it feasible. The reparation attempt is
based on the same MIP heuristic that we introduce below, with the name MOD-RINS, and
that we adopt at the end of the construction phase to possibly improve a feasible solution.

Given a FOS that is complete for all technologies, we check its feasibility and try to find
a feasible solution for the complete problem 3-ConFL-MILP by defining a restricted version
of 3-ConFL-MILP, where we set ztf = 1 if (f, t) ∈ FOS. We solve this restricted problem by
the MIP solver running with a time limit: if this problem is recognized as infeasible by the
solver, we execute the MIP heuristic for reparation. Otherwise, we run the solver to possibly
find a solution that is better than the best incumbent solution.

To try to improve an incumbent feasible solution or to repair an infeasible partial fixing of
the variables z induced by a complete FOS, we rely on an MIP heuristic that operates a very
large neighborhood search exactly, by formulating the search as an MILP problem solved
through an MIP solver. Specifically, as we did in [3], we rely on a modified version of the
RINS Heuristic [8], denoted by MOD-RINS, where the neighborhood is defined combining
information from the linear relaxation of 3-ConFL-MILP with that of the current incumbent
solution. Due to lack of space, we refer the reader to [3] for a description of the modified
RINS algorithm that we have adopted.

The complete algorithm that we used for solving the 3-ConFL-MILP is shown in Algorithm
1. It is based on two nested loops: the outer loop runs until a global time limit is reached;
the inner loop is aimed at building Σ feasible solutions, by first defining complete FOSs and
then executing the modified heuristic to repair or complete the fixing associated with the
FOS. We denote by X∗ and XB the best solutions found by the algorithm in the outer and
in the inner loop, respectively. Each run of the inner loop provides for building a complete
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Algorithm 1 Heuristic for 3-ConFL-MILP
1: solve the linear relaxation of Strong-3-ConFL-MILP for every single fixing ztf = 1 and initialize the

values τft(0) with the corresponding optimal values
2: while a global time limit is not reached do
3: for σ := 1 to Σ do
4: build a complete FOS
5: solve 3-ConFL-MILP imposing the fixing z̄ specified by the FOS
6: if 3-ConFL-MILP with fixing z̄ is infeasible then
7: run MOD-RINS for repairing the fixing z̄
8: end if
9: if a feasible solution X̄ is found by the MIP solver and c(X̄) < c(XB) then
10: update the best solution found in the inner loop XB := X̄
11: end if
12: end for
13: update τ according to (14)
14: if c(XB) < c(X∗) then
15: update the best solution found X∗ := XB

16: end if
17: end while
18: run MOD-RINS for improving X∗
19: return X∗

FOS by considering, in order, fiber, copper and wireless technologies. The complete FOS is
built according to the procedure using the probability measures (13) and update formulas
(14). The complete FOS provides a (partial) fixing of the facility opening variables z̄ and
the MIP solver uses it as a basis for finding a complete feasible solution X∗ to the problem.
If z̄ is recognized as an infeasible fixing by the MIP solver, then we run MOD-RINS to try
to find a repaired solution. Otherwise, if z̄ is feasible and gives rise to a feasible solution
that is better than XB in the current execution of the inner loop, then XB is updated and
the inner loop is iterated. At the end of each run of the inner loop, the a-priori measures τ
are updated according to (14) and the best solution X∗ is updated, if necessary. When the
global time limit is reached, MOD-RINS is applied to X∗ in an attempt to improve it.

4 Preliminary computational results

The algorithm was tested on 15 realistic networks instances, which refer to a urban district
of the Italian city of Rome that has been discretized into a raster of about 450 elementary
small-sized areas. The code was written in C/C++ using IBM ILOG CPLEX Concert
Technology. The experiments were performed on a 2.70 GHz Windows machine with 8 GB
of RAM and using CPLEX 12.5 as MIP solver. The experiments were run with a time
limit of 3600 seconds. The instances consider different traffic generation and user location
scenarios and in the considered district 5 central offices and 30 facilities are supposed to be
available for deployment. Concerning the setting of the parameters of the heuristic, on the
basis of past experience and preliminary tests, we imposed: α = 0.5, Σ = 5, a time limit of
3000 seconds for the execution of the outer loop of Alg. 1 and a limit of 600 seconds for
the final execution of the improvement heuristic MOD-RINS. The computational results
are presented in Table 1: here, for each instance, we report its ID, the best percentage
optimality gap Gap-CPLEX% reached by CPLEX within the time limit, the best percentage
optimality gap Gap-Heu% reached by our heuristic within the time limit. In the case of the
heuristic, we note that the gap is obtained combining the best feasible solution found by
Algorithm 1 with the best known lower bound obtained by CPLEX using the strengthened
formulation Strong-3-ConFL-MILP. The power-indexed version of 3-ConFL-MILP appears to
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Table 1 Experimental results

ID Gap-CPLEX% Gap-Heu% ∆Gap%
I1 126.69 102.35 -19.21
I2 118.13 82.55 -30.11
I3 136.44 104.94 -23.08
I4 178.11 130.37 -26.80
I5 125.76 86.88 -30.91
I6 109.38 75.00 -31.43
I7 121.66 67.16 -44.79
I8 103.21 57.73 -44.06
I9 163.42 129.01 -21.00
I10 156.29 115.15 -26.32
I11 105.58 82.62 -21.74
I12 101.86 68.98 -32.27
I13 132.21 94.09 -28.83
I14 134.28 89.32 -33.48
I15 123.57 84.87 -31.31

be very difficult to solve for a state-of-the-art solver like CPLEX and the best optimality gap
obtained for all instances is (well) over 100%. We believe that this is due to combining two
distinct network design problems, wired and wireless, which are challenging already when
taken separately. In contrast, our heuristic presents a very good performance, granting an
average reduction of 29% in the optimality gaps (the best reduction reaches 44%). This is a
very promising outcome and as future work we plan to better investigate the mechanisms of
the heuristic and its integration within a branch-and-cut algorithm, which could also more
effectively exploit the strength of power-indexed lifted GUB cover inequalities.
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Abstract
We introduce options on FTSE100 index in portfolio optimisation with shares in which conditional
value at risk (CVaR) is minimised. The option considered here is the one that follows FTSE100
Index Option standards. Price of options are calculated under the risk neutral valuation. The
efficient portfolio composed under this addition of options shows that put option will be selected
as part of the investment for every level of targeted returns. Main finding shows that the use of
options does indeed decrease downside risk, and leads to better in-sample portfolio performance.
Out-of-sample and back-testing also shows better performance of CVaR efficient portfolios in
which index options are included. All models are coded using AMPL and the results are analysed
using Microsoft Excel. Data used in this study are obtained from Datastream. We conclude that
adding a put index option in addition to stocks, in order to actively create a portfolio, can
substantially reduce the risk at a relatively low cost. Further research work will consider the case
when short positions are considered, including writing call options.
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1 Introduction

The portfolio selection problem is about how to divide an investor’s wealth amongst a set
of available securities. One basic principle in finance is that, due to the lack of perfect
information about future asset returns, financial decisions are made in the face of trade-offs.
Markowitz[8] identified the trade-off faced by the investors as risk versus expected return
and proposed variance as a measure of risk. He introduced the concepts of efficient portfolio
and efficient frontier and proposed a computational method for finding efficient portfolios.

Following notations given by Roman et al. [15], we consider an example of portfolio
selection with one investment period. A rational investor is interested in investing their
capital in each of number of available assets so that at the end of the investment period the
return is maximised. Consider a set of n assets, with asset j ∈ {1 . . . n} having a return
of Rj at the end of the investment period. Since the future price of the asset is unknown,
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Rj is a random variable. Let xj be the percentage of capital invested in asset j and let
x = (x1, . . . , xn) denote the portfolio choice. This portfolio’s return is given as

Rx = x1R1 + . . .+ xnRn

with distribution function F (r) = P (Rx ≤ r) depending on the choice of x = (x1, . . . , xn) .
The weighs (x1, . . . , xn) belongs to a set of decision vectors given as

X = {(x1, . . . , xn)|
n∑
j=1

xj = 1, xj ≥ 0,∀j ∈ {1, . . . , n}} (1)

This is the simplest way to represent a feasible set by the requirement that the weights
must sum to 1 and no short selling is allowed.

In the mean-risk paradigm, a random variable Rx representing the return of a portfolio
x is characterised using two statistics of its distribution: the expected value / mean (large
value are desired) and a “risk” value (low values are desired).

An efficient portfolio is the one that has the lowest risk for a specified level of expected
return. Varying the level of expected return, we obtain different efficient portfolios 1. An
efficient portfolio is found by solving an optimisation problem in which we minimise risk
subject to a constraint on the expected return.

Markowitz [8] proposed variance as a measure of risk. Criticism of variance, mainly due
to its symmetric nature that penalised upside potential as well as downside deviations, led
to proposal of other risk measures.

The first objective of this paper is to present the results of an empirical study on the effect
of different risk measures on portfolio choice. We examine portfolios with the same expected
return, obtained by minimising various risk measures: variance together with downside
risk measures (lower partial moment (LPM)) and quantile based risk measures (conditional
Value-at-Risk (CVaR)).

The second objective of this paper is to analyse the effect of introducing index options, in
addition to stocks, to the portfolio optimisation; this is done in the context of mean-CVaR
optimisation. Naturally, options are used as insurance against unfavourable outcomes hence
they reduce downside risk; this comes however at a cost that reduces overall the return of
the portfolio.

The rest of this paper is organised as follows. Risk measures are presented in Section 2.
The algebraic formulations of the corresponding mean-risk optimisation models is presented
in Section 3. Section 4 describes the background for incorporating an index option in the
portfolio optimisation. Computational results are presented in Section 5. Conclusions are
drawn in Section 6.

2 Risk Measures

We give a review of mean risk models and risk measures presented by Roman and Mitra in
[15] . Risk measures are classified following [1][14][9] into two categories. The first category
measures the deviation from a target and concerned with the whole distribution of outcomes.
The second category concerns only with the left tail of a distribution.

Adopting the terminology used in [3], risk measures of the first kind measure the magnitude
of deviations from a specific point. These risk measures can be further divided into symmetric

1 This corresponds to examples of low mean-low risk trade-offs up to high mean – high risk trade-offs.
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risk measures and asymmetric risk measures. Symmetric risk measures are calculated in
terms of dispersion of results around a pre-specified target. Namely, symmetric risk measures
such as variance and mean absolute deviation (MAD) are mathematically convenient while
being not so good in representing the reality. Asymmetric risk measures in the other hand
quantify risk based on the observation that an investor’s true risk is the downside risk.
Lower partial moments and central semi-deviations are among the important asymmetric
risk measures.

Risk measures of the second kind measure the overall significance of possible losses. These
risk measures are concerned only with a certain number of worst outcomes ( the left tail), of
the distribution. The commonly used risk measures in this category are Value-at-Risk (VaR)
and Conditional Value-at-Risk (CVaR). This section gives brief overview on risk measures
(variance, LPM0, VaR and CVaR) that will be used in this work, and review the concept of
coherent risk measures.

Variance. Variance is a well-known indicator used in statistics for the spread around the
mean of a random variable . The variance of a random variable Rx is defined as its second
central moment, the expected value of the square of the deviations of Rx from its own mean;

σ2(Rx) = E[Rx − E(Rx))2]

where E(Rx) is the expected value of Rx. The variance of a linear combination of random
variables is given as;

σ2(aR1 + bR2) = a2σ2(R1) + b2σ2(R2) + 2abCov(R1, R2)

where R1, R2 are random variables, a, b ∈ R, and Cov(R1, R2) is the covariance of R1 and
R2:

Cov(R1, R2) = σjk = E[(R1 − E(R1))(R2 − E(R2))]

In portfolio optimisation problems, this property is useful to express the variance of the
portfolio return Rx = x1R1 + . . .+ xnRn, as a result from choice x = (x1, . . . , xn) as:

σ2(Rx) =
n∑
j=1

n∑
k=1

xjxkσjk

Thus, variance is expressed as a quadratic function of x1, . . . , xn [8].

Lower Partial Moments (LPM). An asset pricing model using a mean-LPM was first
developed by Bawa and Lindenberg [3] and Fishburn [4] in 1977. LPM is a generic name for
asymmetric measures that consider a fixed target below which an investor does not want the
return to fall. Asymmetric measures provide a more intuitive representation of risk, since
upside deviations are not penalised. LPM measures the expected value of deviation below a
fixed target value τ .

By letting τ be a predefined target value for the portfolio return Rx, and let α ≥ 0, the
LPM of order α around τ of the random variableRx with distribution function F is defined
as [4]:

LPMα(τ,Rx) = E{[max(0, τ −Rx)]α} =
∫ τ

−∞
(τ − r)αdF (r) .
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While τ is a target fixed by decision maker (DM), α is a parameter describing the investor’s
risk aversion. The larger the α , the more risk-averse is the investor. A decision maker is
willing to take a risk in order to minimise the chance that the return falls below τ , provided
that the main concern is the failure to meet the target return. For this case, choosing a small
α is appropriate. Instead, if small deviations below the target are reasonably harmless when
compare to large deviations, the DM prefers to fall lower of τ by small amount. In this case,
a larger α is obtained [4].

Value-at-Risk (VaR). One of the most popular quantile-based risk measures is the Value-at-
Risk (VaR) [6]. The VaR at confidence level α ∈ (0, 1) in is defined as the (1− α)-percentile
of the portfolio loss distribution, where α is typically chosen as 0.01 or 0.05. Thus, in
the calculation of Value-at-Risk at level α of random variable Rx, we suggest that with
probability of at least (1−α), the loss 1 will not exceed VaR. Following definitions presented
in [15], the VaR at level α of Rx is defined using the notion of α−quantiles:

I Definition 1. An α− quantile of Rx is a real number r such that

P (Rx < r) ≤ α ≤ P (Rx ≤ r) .

I Definition 2. The lower α− quantile of Rx, denoted by qα(Rx) is defined as

qα(Rx) = inf{r ∈ R : F (r) = P (Rx ≤ r) ≥ α} .

I Definition 3. The upper α− quantile of Rx, denoted by qα(Rx) is defined as

qα(Rx) = inf{r ∈ R : F (r) = P (Rx ≤ r) > α} .

I Definition 4. The Value-at-Risk at level α of Rx is defined as the negative of the upper
α−quantile of Rx : V aRα(Rx) = −qα(Rx).

The minus sign in the definition of VaR is because qα(Rx) is likely to be negative. Absolute
values are considered in reporting this value in term of "loss".

In general, VaR is not a sub additive measure of risk. It means that the risk of a portfolio
can be larger than the sum of the individual risks of its components when measured by VaR
(see [16] for examples). Furthermore, VaR is difficult to optimize with standard available
methods because VaR is not convex with respect to choice of Rx. This is explained in [7]
[10] and references therein. Convexity is an important property in optimization because it
removes the possibility of a local minimum being different from a global minimum [13].

Conditional Value-at-Risk (CVaR). Conditional Value-at-Risk [11] [12] was proposed as
an alternative quantile-based risk measure. It has been gaining interest from practitioners
and academics due to its desirable computational and theoretical properties. As shown in
[15], we consider that CVaR is approximately equal to the average of losses greater than or
equal to VaR at the same α.

I Definition 5. The CVaR at level α of Rx is defined as:

CV aRα(Rx) = − 1
α
E(Rx1{Rx≤qα(Rx)})− qα(Rx)[P (Rx ≤ qα(Rx))− α]}

where

1Relation =
{

1, if Relation is true;
0, if Relation is false.

1 In our context we refer negative returns as positive losses. Therefeore, any loss related to random
variable Rx is represented by a random variable −Rx
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2.1 CVaR calculation and optimisation
The following results is used in CVaR optimisation; It was proven by Rockafellar and Uryasev
in [12]. Let Rx be a random variable depending on a decision vector x that belongs to a
feasible set X as defined by 1 and let α ∈ (0, 1) . CVaR of the random variable Rx for
confidence level α is denoted by the CV aRα(x) . Consider the function:

Fα(x, v) = 1
α
E[−Rx + v]+ − v,

[u]+ =
{
u, if u ≥ 0;
0, if u < 0.

Then:
1. As a function of u , Fα is finite and continuous (thus convex) and

CV aRα(x) = min
v∈R

Fα(x, v) .

In addition, the set consisting of the values of v for which the minimum is attained, denoted
by Aα(x) , is a non-empty, closed and bounded interval that contains −V aRα(Rx). In
some cases, the set may be formed by just one point.

2. Minimising CV aRα with respect to x ∈ X is equivalent to minimising Fα with respect
to (x, v) ∈ X × R :

min
x∈X

CV aRα(x) = min
(x,v)∈X×R

Fα(x, v) .

In addition, a pair (x∗, v∗) minimises the right hand side if and only if x∗ minimises the
left hand side and v ∈ Aα(x∗) .

3. CV aRα(x) is convex with respect to x and Fα is convex with respect to (x, v).
Thus, if the set X of feasible decision vectors is convex, minimising CVaR is a convex
optimisation problem.
In practice, a portfolio return Rx is a discrete random variable because the random
returns are usually described by their realisations under various scenarios. This simplifies
the calculation and optimisation of CVaR as it makes the optimisation problems above
as linear programming problems. Suppose that Rx has m possible outcomes r1x, . . . , rmx
with probabilities p1, . . . , pm with rix =

∑n
j=1 xjrij ,∀i ∈ {1 . . .m}, then:

Fα(x, v) = 1
α

m∑
i=1

pi[v − rix]+ − v = 1
α

m∑
i=1

pi[v −
n∑
j=1

xjrij ]+ − v .

This formulation will be used for the mean-CVaR optimisation model in the next section.
In contrast to VaR, the CVaR is a convex function of the portfolio weights x = (x1, . . . , xn)
. It is obvious that CV aRα(x) ≥ V aRα(x) for any portfolio x ∈ X . Thus, minimising
CVaR can be used to limit the VaR of a portfolio. Furthermore CVaR is known to be a
coherent risk measure. We give a review on coherent risk measure in the next subsection.

2.2 Coherent Risk Measures
Consider a set V of random variables representing future returns or net worth of portfolios.
The function ρ : V 7→ R is said to be a coherent risk measure if it satisfies the following four
axioms:
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1. Subadditivity: For all v1, v2 ∈ V, ρ(v1 + v2) ≤ ρ(v1) + ρ(v2).
2. Translation Invariance: For all v ∈ V, a ∈ R, ρ(v + a) = ρ(v)− a.
3. Positive Homogeneity: For all v ∈ V, a ≥ 0, ρ(av) = aρ(v).
4. Monotonicity: For all v1, v2 ∈ V such that v1 ≥ v2, ρ(v1) ≤ ρ(v2).

The four axioms that define coherency were introduced by Artzner et.al [2]. The subadditivity
axiom ensures that the risk associated with the sum of two assets cannot be larger than the
sum of their individual risk values. This property requires that financial diversification can
only reduce risk. Translation invariance means that receiving a sure amount of a reduces the
risk quantity by a. Positive homogeneity implies that the risk measure scales proportionally
with the size of the investment. Finally, monotonicity implies that when one investment
almost surely performs better than another investment, its risk must be smaller.

From all risk measures discussed in this section, only the CVaR is a coherent risk measure.
VaR fails to satisfy subadditivity axiom, and the mean-standard deviation risk measure does
not satisfy monotonicity axiom.

3 Mean-risk Optimisation Models

In this section we provide the algebraic formulation of mean-risk models that will be used in
this work, namely mean-variance, the mean-LPM of target 0 and order 1, and mean-CVaR
optimisation modes. At the end of this section we will give a brief equivalence of mean-CVaR
optimisation with a model for maximising returns under a CVaR constraint.

3.1 Algebraic form of the mean-risk models
In this subsection we present below the algebraic form of the three mean-risk models used in
our computational analysis. We will use the following notation:

Input data

m = the number of (equally probable) scenarios;
n = the number of assets;
rij = the return of asset j under scenario i; j = 1 . . . n, i = 1 . . .m;
µj = the expected rate of return of asset j; j = 1 . . . n;
σkj = the covariance between returns of asset k and asset j;k, j = 1 . . . n;
d = level of targeted return for the portfolio.

The decision variables

xj = the fraction of the portfolio value invested in asset j,j = 1 . . . n.

3.2 The Mean-Variance Model (MV)

min
x

n∑
j=1

n∑
k=1

σkjxjxk

subject to:
n∑
j=1

µjxj ≥ d ; ∀x ∈ X
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3.3 The Mean-Expected Downside Risk model (M-LPM0)
For this model, in addition to the decision variables xj , there are m decision variables,
representing the magnitude of negative deviations of the portfolio return from the zero value,
for every scenario i ∈ {1 . . .m}:

yi =

 −
n∑
j=1

rijxj , if
n∑
j=1

rijxj ≤ 0;

0, otherwise.

min 1
m

m∑
j=1

yi

subject to:

−
n∑
j=1

rijxj ≤ yi ; ∀i ∈ {1 . . .m}

yi ≥ 0 ; ∀i ∈ {1 . . .m}
n∑
j=1

µjxj ≥ d ; ∀x ∈ X

3.4 The Mean-CVaRα Model (M-CVaRα)
For this model, in addition to the decision variables xj , there are m+ 1 decision variables.
The variable v represents the negative of an α-quantile of the portfolio return distribution.
Thus, when solving this model, the optimal value of the variable v may be used as an
approximation for VaRα. The other m decision variables represent the magnitude of negative
deviations of the portfolio return from the α-quantile, for every scenario i ∈ {1 . . .m}:

yi =

 −v −
n∑
j=1

rijxj , if
n∑
j=1

rijxj ≤ −v;

0, otherwise.

min v + 1
αm

m∑
j=1

yi

subject to:
n∑
j=1
−rijxj − v ≤ yi ; ∀i ∈ {1 . . .m}

yi ≥ 0 ; ∀i ∈ {1 . . .m}
n∑
j=1

µjxj ≥ d ; ∀x ∈ X

4 Mechanism of Option Pricing and Portfolio Management

An option is a financial derivative described as a contract when the holder of the contract is
given a right to exercise a deal, but the holder is not obliged to exercise this right. Financial
options are traded both on exchanges and in the over-the-counter market.

There are two basic types of options namely calls and puts. A call option gives the holder
the right to buy (not the obligation) the underlying asset (stock, real estate, etc.) at a
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certain price at a specified period of time. A put option gives the holder the right to sell
the underlying asset at a certain price at a specified period of time. The price of underlying
stated in the contract is known as the exercise price or strike price while the date in the
contract is known as the expiration date or maturity [5].

There are four types of participant in option markets, buyers of calls, sellers of calls,
buyers of puts, and seller of puts. Most common options that are being exercised today are
either American options or European options, which differ in period of exercising the option.
American options can be exercised at any time from the date of writing up to the expiration
date, while European options can only be exercised on the expiration date.

4.1 Value of options
The value of an option can be broken into two components called intrinsic value and time
value. Intrinsic value is the difference between the value of the underlying and the exercise
price. The intrinsic value of an option may be either positive or zero, but it can never be
negative. This is because the contract involves no liability on the part of the option holder,
where the option holder can walk away without exercising the option.

I Example 6. For a holder of call option, if the value of underlying (example: stock) is less
than the option exercise price, the option is referred as being out of the money (OTM). If
the value of stock is greater than the exercise price, the option is referred to as being in the
money (ITM). If the value of the stock is equal to the exercise price, the option is referred to
as being at the money (ATM).

Mathematically, value of an option is represented in term of option payoff function. An
option payoff function, evaluated as a function of the underlying stock price ST , at maturity.
Consider put and call options with strike price K, the payoff function is given as:

Vput(ST ) = max{0,K − ST }, and Vcall(ST ) = max{0, ST −K},

respectively.

I Example 7. Assume that an investor is holding a portfolio consisting of a stock (long)
and a put option on the same stock (long) with strike price K. The payoff function of the
portfolio,Vpf , is therefore given as

Vpf (ST ) = ST + Vput(ST ) = max{K,ST } .

This payoff function shows that the put option with strike price K secure the portfolio value
at maturity from dropping below K.

Risk-neutral valuation [5] is used in our implementation towards incorporating option
into the mean-risk portfolio optimisation problems. Thus, we assume that in the long-run,
the price on an option will equal to the expected future payoff of the option itself, discounted
at a risk-free rate r, over maturity period T − t. We denote Ct and Pt as our empirical prices
for call and put respectively, so

Pt or Ct = E[payoffs]e−r(T−t) .

4.2 Incorporating option into portfolio optimisation
In the case of stocks, obtaining the parameters rij necessary in order to implement the
optimisation models in 4.1. is straightforward, if we use historical data in order to generate
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scenarios. In this case, we monitor the prices of the corresponding shares at interval of times
equal to the investment period of the portfolio model; we then compute the historical returns
and use them as “scenarios”, assuming that past will repeat in the future. Alternatively, we
can simulate prices for the shares at the end of the investment period, and using the current
known prices, to obtain simulations for the returns.

Consider now the case when one of the assets is an option (on a generic underlying asset),
with the same maturity as the investment period of the portfolio problem. In this case,
obtaining the scenarios for its return at the end of the investment period is different, since
the return depends on the price of the underlying asset at expiration.

In this work, we introduce a call and a put option on the FTSE100 index as two additional
assets to the existing components of FTSE100.

In this case, we need to simulate the price of FTSE100 at the end of the investment
period. We have used historical rates of return for the component assets of FTSE100. To
keep consistency, we do the same for the index itself: we monitor the historical rates of
return and, using the current (known) price, we simulate prices for FTSE100 at the end of
the investment period.

The corresponding pay-offs of the options can then be calculated for any strike price K.
The return of the option is calculated then using the current price of the option and the
simulated pay-offs. If there is no price available for an option with strike price K and the
given maturity, a correct price can be calculated, for example using the arbitrage free / risk
neutral pricing using the current risk free rate of return.

To summarise, we use the following method :
1. We compute the historical rates of return for the underlying FTSE 100 for a period of

time equal to investment period.
2. The returns from step 1 are used to simulate next period’s underlying (FTSE100) value,

given its current value:

St+1|t = St(1 + rt+1) .

3. Using known strike price for call and put options, Kc and Kp, and one period simulated
underlying asset value S(t+1|t), we simulate option payoffs at their maturity t+ 1. Thus
the payoffs for call and put are given respectively as:

Ct+1|t = max(St+1 −Kc, 0), and Pt+1|t = max(Kp − St+1, 0).

4. Using the simulated payoff above, option returns are computed by:

rt+1|t,c =
Ct+1|t

Ct
− 1, and rt+1|t,p =

Pt+1|t

Pt
− 1

5 Computational Results

This section aims to investigate the behaviour of mean-risk models exhibited formulated
in Section 3 when used in application of investment portfolio selection. We consider three
different mean-risk models, with risk measured by variance (denoted by M-V), the expected
downside risk by the lover partial moment of order 1 and target 0 (M-LPM0), and CVaR for
5% confidence level (M-CVaR0.05).

We first work with only stocks and we consider the efficient portfolios in the mean-risk
models above for several levels or expected return. We investigate their properties, in terms
of their composition, the in-sample performance, and the out-of-sample performance. At the
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Table 1 The Euclidean distance between efficient portfolios with expected return d1 = 0.01.

Models Value of D
M-V M-LPM0 0.245071661
M-V M-CVaR0.05 0.298300895

M-LPM0 M-CVaR0.05 0.398379982

same time, the equivalence of M-CVaR0.05 and model for maximisation of expected value
with CVaR constraint (Max-E) is shown for the same level of alpha.

Finally, we include FTSE 100 index options (put and call), in addition to FTSE100 stocks.
We implement the mean-CVaR model with this new universe of assets and compare the
performance of the resulting optimal portfolios with that of stocks-only portfolios.

5.1 Data set
The data used for this analysis is drawn from the FTSE100 index. Our investment period is
one month. The monthly returns of the 87 stock components of the index from January 2005
until January 2015 were considered. The dataset for the in-sample analysis has 100 time
periods from January 2005 until May 2013. For the out-of-sample analysis, the behaviour of
the portfolio obtained is examined over the twenty months period of June 2013 until January
2015. The models were implemented in AMPL and solved using CPLEX 12.5 optimisation
solver.

5.2 Methodology
The characteristics of efficient portfolios may vary depending on targeted return, d. Based on
our data set, the maximum level of asset return is 0.0349 and the minimum is at −0.007323.
Thus, for simplicity of implementation and for feasible possible solutions, we chose three
different level of d as d1 = 0.01, d2 = 0.02, and d3 = 0.03. We solve the three mean-risk
models considered above for every level of expected return d1, d2, and d3. We also give a
fair comparison between two equivalent optimisation models: of M-CVaR0.05 and Max-E for
the same alpha level.

5.3 The composition of the efficient portfolios
The difference of the composition of two portfolios x = (x1, . . . , xn) and y = (y1, . . . , yn) is
described by using the Euclidean distance between vectors x and y. This quantity is denoted
as D(x,y) =

√
(x1 − y1)2 + . . .+ (xn − yn)2.

It is observed that the composition of the M-CVaR0.05 efficient portfolios differs substan-
tially from the composition of the other efficient portfolios. Table 1 presents the values of
the indicator D for the efficient portfolios with expected return d1 = 0.01. The M-CVaR0.05
efficient portfolios have relatively different composition with the other two mean-risk models.
The Euclidean distance between the M-CVaR0.05 and the M-LPM0 is 0.298 and the distance
with the M-V is 0.398. The same features is also observed for the other two levels of expected
return.

We also observe the number of assets that constitute the efficient portfolios. It is seen
that the model with the risk measure of the first kind, the variance, produced portfolios
with the highest number of component assets, while M-CVaR0.05 model produce portfolios
with the lowest number of component assets. This is consistent with the modelling standard,
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Table 2 The number of assets in the composition of mean-risk portfolios.

M-V M-LPM0 M-CVaR0.05

d1 = 0.01 18 12 9
d2 = 0.02 13 11 8
d3 = 0.03 6 6 4

Table 3 Statistics for the mean-risk efficient distributions with expected value d1 = 0.01.

M-V M-LPM0 M-CVaR0.05

Median 0.013642802 0.015415625 0.011657133
Standard Deviation 0.033783896 0.037980983 0.03830069313
Skewness -0.572809564 -0.699597028 0.361368572
Minimum -0.091575414 -0.13878571 -0.075281385
Maximum 0.096340696 0.115140014 0.1340699

since diversification is the basis of the mean-variance portfolio theory. The number of assets
composition is shown in Table 2. It is also noticed that as the level of portfolio expected
return increases, the number of component assets decreases. This is also consistent with the
modelling standard that at lower levels of return, an efficient portfolio has more assets in
composition in order to lower the risk.

5.4 In-sample analysis
The return distributions of the efficient portfolios are discrete with 100 equally probable
outcomes. We analyse these distributions using in sample parameters of standard deviation,
skewness, minimum, maximum, and range. We compare sets of three distributions, each
having the expected values of d1, d2, and d3.

For a portfolio distribution, it is desirable to have smaller standard deviation and range,
and to have larger median, skewness, minimum, and maximum.

Table 3 presents the results obtained for the level of targeted return d1 = 0.01. The M-V
efficient portfolio has the lowest standard deviation. The return distribution of the M-CVaR
efficient portfolios achieve the best values for the parameters concerned with the left tail
of distributions. It has the highest skewness, highest minimum and also highest maximum.
Notice that M-CVaR efficient distribution always positively skewed while the other models,
the distribution are negatively skewed. Similar results is obtained for other levels of d as
shown in Table 4 and 5.

5.5 Out-of-sample analysis
We analysed the performance of the efficient portfolios over the twenty time periods following
the last period of in-sample data. The results of the out-of-sample analysis were consistent
with those of the in-sample analysis. The consistency is in the sense of the portfolios selected
under M-CVaR models were distinct from the other two mean-risk models. This is shown
via Figure 1, where it may be noticed that a generally good performance of M-CVaR models
are obtained. The similar figures for different in-sample mean returns also shown in Figure 2
and 3.

Figure 1 exhibits the compounded returns of the efficient portfolios with in-sample mean
returns d2 = 0.02. It is seen that the M-CVaR efficient portfolio performs better than the
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Table 4 Statistics for the mean-risk efficient distributions with expected value d2 = 0.02.

M-V M-LPM0 M-CVaR0.05

Median 0.026989273 0.019547821 0.027136642
Standard Deviation 0.045539089 0.048306959 0.053504299
Skewness -1.068379489 -0.541590574 0.106153237
Minimum -0.169911236 -0.169067343 -0.147248853
Maximum 0.113089218 0.132563297 0.189886327

Table 5 Statistics for the mean-risk efficient distributions with expected value d3 = 0.03.

M-V M-LPM0 M-CVaR0.05

Median 0.034052445 0.025471156 0.033057945
Standard Deviation 0.077244906 0.080794207 0.084842553
Skewness -0.577646499 -0.307744989 0.199328725
Minimum -0.254267371 -0.269452992 -0.213015378
Maximum 0.186538415 0.200218938 0.274484094

other two portfolios. Statistical parameters for out-of-sample results also show that M-CVaR
had the highest mean. However, note that the out-of-sample performance for d3 = 0.03 is
fairly different from our expected performance. Further investigations are required to explain
this behaviour in the near future.

5.6 Introducing index options in the universe of assets

In this subsection, we consider in addition to the stocks described in 5.1, a put and a call
option on FTSE 100 with maturity one month and with strike price K = 6583.1, which
is equal to the current price of FTSE 100. We compute the prices for these options using
risk free valuation and simulate the rates of return as described in section 4.3. We test the
performance on two mean-risk models, the M-V and the M-CVaR0.05 , for d1, d2, and d3.
Based on portfolio composition, it is interesting that both models include index put option
as one of the components in the efficient portfolio for every level of targeted returns, with
range of weights from 1.2% to 2.9% of overall wealth. The call option is however not selected
at any level of targeted returns. Table 6 summarizes these figures.

Another out-of-sample finding is on the risk measures comparison between portfolio
with stock only (S-portfolios) versus portfolio with stocks and options (OS-portfolios). It
is observed that for every cases of d, in the case of M-CVaR0.05 , risk associated with
OS-portfolios always lower than of S-portfolios. For example of d = 0.01, the average loss in
the worst 5% cases is only 2.34% of initial investment of OS-portfolios. At the same level,
the average loss fo S-portfolios is nearly doubles at 5.63%. We present the values in Table 7.

We also vary our strike price K to different levels such as at the average index point
level and the minimum index point level over the simulated index points. Interestingly, the
portfolio composition gives similar results as we present here; (1) It is observed that no call
option will be selected to the portfolio in all cases, and (2) the risk measures for OS-portfolios
are lower than of S-portfolios at every level of d.

To continue with the implementation of options into our portfolio optimisation problems,
a backtesting is conducted to see the accuracy of our portfolio in predicting actual results.
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Figure 1 The out-of-sample performance of the mean-risk efficient portfolios with in-sample
mean returns d2 = 0.02

Figure 2 The out-of-sample performance of the mean-risk efficient portfolios with in-sample
mean returns d1 = 0.01

5.7 Backtesting
The purpose of backtesting is to see how the optimized portfolios would have performed in
reality. Using the same data drawn from FTSE100 as before, we use the optimized weights
of each stocks (and options) to evaluate the next period’s expected return.

The backtest plan that we use in this study follows the following Figure 4.
We analysed the performance of our strategy by comparing the backtest results of portfolio

with stock only (S-portfolios) versus portfolio with stocks and options (OS-portfolios). The
backtest is performed over 12-month period (until t=12) by looking at the growth rate of
both portfolios. Results show that the growth of OS-portfolios is higher until the 8th month.
In these time periods, we observed that options are beneficial to the portfolios, while the
S-portfolios suffer from bigger losses or lower returns. For the last 4-month period we can
see that the growth of S-portfolios growing stronger. In these periods, it is made clear that
there are some scenarios when buying put options is just a cost of insurance for a portfolio
against huge losses. Figure 5 exhibit the growth that we mentioned here.

The expected return for each period is shown in the following Table 8 , by comparing
the returns for the S-portfolios with the OS-portfolios. It is observed that the maximum
return of S-portfolio is 9.3% and the maximum for the OS-portfolio is at 8.1%. Whereas,
the minimum for S-portfolio is the loss of 10.9% while the minimum for OS-portfolio is only
a loss of 3.1%. We interpret the overall performance of the two portfolios by looking at
the average of these expected returns and their standard deviations. It is clearly seen that
the average expected returns of S-portfolios is slightly higher of 0.5% against the returns
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Figure 3 The out-of-sample performance of the mean-risk efficient portfolios with in-sample
mean returns d3 = 0.03

Table 6 The number of assets in the composition of mean-risk portfolios with weight of index
put option.

M-V M-CVaR0.05

Number of assets Weight of put Number of assets Weight of put
d1 = 0.01 19 0.0124823 17 0.0217767
d2 = 0.02 15 0.0149846 13 0.0235232
d3 = 0.03 6 0.020194 6 0.02948

of OS-portfolios. However, the deviation measure of S-portfolios is s higher than deviation
measure of OS-portfolios by 2.4%. These indicate that we have a better performance of
CVaR efficient portfolios in which index options are included.

The expected return for each period is shown in the following Table 8 , by comparing
the returns for the S-portfolios with the OS-portfolios. It is observed that the maximum
return of S-portfolio is 9.3% and the maximum for the OS-portfolio is at 8.1%. Whereas,
the minimum for S-portfolio is the loss of 10.9% while the minimum for OS-portfolio is only
a loss of 3.1%. We interpret the overall performance of the two portfolios by looking at
the average of these expected returns and their standard deviations. It is clearly seen that
the average expected returns of S-portfolios is slightly higher of 0.5% against the returns
of OS-portfolios. However, the deviation measure of S-portfolios is s higher than deviation
measure of OS-portfolios by 2.4%. These indicate that we have a better performance of
CVaR efficient portfolios in which index options are included.

6 Conclusion

We consider three mean-risk models, where the risk measures are variance, the lower partial
moment of oder 1 and target 0 and CVaR at confidence level 95%. They are conceptually
measuring risk very differently, as variance is a symmetric risk measure that penalises
deviations from mean on either side of the distribution. Lower partial moments are asymmetric
risk measures that penalise only negative deviations from a fixed target, while CVaR is a
tail/quantile risk measure that only looks at a pre-specified percentage of worst case losses.

We implement the risk models in AMPL using a dataset drawn from FTSE100 with 87
stocks. For each mean-risk models, we consider the efficient portfolios at expected rate of
return 1%, 2% and 3% respectively – corresponding to low mean-low risk, medium mean-
medium risk, high mean-high risk trade-offs. We observed that the mean-variance portfolios
are the most diversified while the mean-CVaR efficient portfolios the least diversified. The
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Table 7 Risk measure quantities for M-CVaR0.05 for efficient portfolio with and without options.

M-CVaR0.05

S-portfolio OS-portfolio
d1 = 0.01 5.63% 2.34%
d2 = 0.02 8.05% 2.67%
d3 = 0.03 13.42% 8.54%

Figure 4 The Backtesting Plan.

in-sample characteristics of their return distributions are somewhat as expected, considering
the nature of the risk measures. The mean-CVaR efficient portfolios have the best left
tail, with the highest minimum and highest skewness. The out-of-sample performance,
evaluated on the next 12 months following the last price observations, show a generally better
performance of mean-CVaR efficient portfolios, although this is not consistent across.

We include FTSE100 index options (calls and puts) in the mean-variance and mean-CVaR
portfolio optimisation. The maturity of the options is the same with the investment period
(one month in our computational work) and we experimented with different strike prices;
for each of these we calculated the price of the option under the risk neutral valuation and
generated the scenarios for options returns. For each of the strike prices considered, the
optimal portfolio weight of the call is zero hence there is no investement in it, while in the
majority of cases, the optimal weight of the put option was around 2% of the portfolio value.

This is somewhat expected since the return of the portfolio of stocks, even though actively
constructed via risk minimisation is positively correlated with index’s return. An investment
in a portfolio of stocks from FTSE100 (long positions) is somewhat assuming that the price
of FTSE100 is on increase. The put option acts hence as a type of insurance for the cases
when the FTSE100 prices are on the decrease.

The computational results are interesting not because the risk (either measured by
variance or CVaR) is decreased with the introduction of option; this is natural since the
option is simply an additional asset which can only improve or keep the same risk value.

SCOR’16
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Figure 5 Portfolio Growth Comparison between Stock Portfolio (S-portfolio) and Stock+Options
Portfolio (OS-portfolio).

Table 8 Expected Returns for S-portfolios and OS-portfolios.

Expected Returns
Backtest Periods S-portfolio OS-portfolio

1 -0.10889 -0.03016
2 0.09329 0.08102
3 0.02801 0.01105
4 0.00209 0.03019
5 -0.00969 -0.02504
6 0.05007 0.01787
7 -0.02598 -0.00431
8 0.08269 0.07479
9 0.09147 0.01838
10 -0.03970 0.00561
11 -0.01483 -0.03051
12 0.04622 -0.01729

Average 0.01623 0.01097
Standard deviation 0.060752874 0.037197654

The results are interesting because the decrease in risk is substantial. For example, with the
CVaR minimisation at 2% in sample expected rate of return, the optimal CVaR in the case
of stocks only is 8.05%, while in the case of stocks + put is 2.67%, for only 2.35% of the
portfolio value invested in the put (refer Table 6 and 7).

The backtesting results show that the portfolios composed of stocks and options had
substantially different realised returns, compared with the stocks only portfolio. It is
somewhat expected that the stocks only portfolio has an average slightly better returns there
will be cases when the put has zero pay off and -100% return. However, the realised returns
of the portfolios including the option have a better minimum– the lowest realised rate of
return is 8%, as compared to -11% in the case of stocks only portfolios – and also much
lower standard deviation. As a conclusion, adding a put index option in addition to stocks,
in order to actively create a portfolio, can substantially reduce the risk at a relatively low
cost. As a future research work, we would like to consider the case when short positions are
considered, including writing call options.
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