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Preface

Although simplicity in algorithms is usually appreciated it frequently does not find the
recognition it deserves. Typically program committees prefer papers pursuing new domains
or papers reporting improvements in various performance guarantees over papers that “just”
simplify known results or that report algorithms that are simpler but slower. The present
workshop was set up to counteract this attitude making simplicity and elegance in the design
and analysis of algorithms its main objectives.

The response from the community was overwhelming. In spite of rather short notice
we received 81 submissions. It quickly became clear that simplicity and elegance are not
absolute notions but depend on the field, the background, and the sophistication of the
researchers. The work of the program committee was therefore not easy. In the end we
selected 15 papers, which you find in these proceedings and which we hope you will enjoy.

I would like to thank members of the program committee for putting this much work in
this workshop and I would like to thank the members of the steering committee for conceiving
this workshop and making it happen.

Raimund Seidel
Program Committee Chair
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A Naive Algorithm for Feedback Vertex Set∗

Yixin Cao

Department of Computing, Hong Kong Polytechnic University, Hong Kong, China
yixin.cao@polyu.edu.hk

Abstract
Given a graph on n vertices and an integer k, the feedback vertex set problem asks for the deletion
of at most k vertices to make the graph acyclic. We show that a greedy branching algorithm,
which always branches on an undecided vertex with the largest degree, runs in single-exponential
time, i.e., O(ck · n2) for some constant c.

1998 ACM Subject Classification F.2.2 Analysis of Algorithms and Problem Complexity, G.2.2
Graph Theory

Keywords and phrases greedy algorithm, analysis of algorithms, branching algorithm, parame-
terized computation, graph modification problem

Digital Object Identifier 10.4230/OASIcs.SOSA.2018.1

1 Introduction

All graphs in this paper are undirected and simple. A graph G is given by its vertex set
V (G) and edge set E(G), whose cardinalities will be denoted by n and m respectively. A
set V− of vertices is a feedback vertex set of graph G if G− V− is acyclic, i.e., being a forest.
Given a graph G and an integer k, the feedback vertex set problem asks whether G has a
feedback vertex set of at most k vertices.

The feedback vertex set problem was formulated from artificial intelligence, where a
feedback vertex set is also called a loop cutset. For each instance of the constraint satisfaction
problem one can define a constraint graph, and it is well known that the problem can be
solved in polynomial time when the constraint graph is a forest [11]. Therefore, one way
to solve the constraint satisfaction problem is to find first a minimum feedback vertex set
of the constraint graph, enumerate all possible assignments on them, and then solve the
remaining instance. Given an instance I of the constraint satisfaction problem on p variables,
and a feedback vertex set V− of the constraint graph, this approach can be implemented
in O(p|V−| · |I|O(1)) time [7]. A similar application was found in Bayesian inference, also in
artificial intelligence [18]; more updated material can be found in the thesis of Bidyuk [3].

The feedback vertex set problem is NP-hard [16]. The aforementioned approach for
solving the constraint satisfaction problem only makes sense when |V−| is fairly small. This
motivates the study of parameterized algorithms for the feedback vertex set problem, i.e.,
algorithms that find a feedback vertex set of size at most k in time f(k) · nO(1). Since earlier
1990s, a chain of parameterized algorithms have been reported in literature; currently the
best known f(k) is 3.62k [5, 15]. We refer to [5] for a complete list of published results.
Instead of providing a new and improved algorithm, this paper considers a naive branching
algorithm that should have been discovered decades ago.

∗ Supported in part by the National Natural Science Foundation of China (NSFC) under grant 61572414,
the Hong Kong Research Grants Council (RGC) under grants 25202615 and 15201317, and the European
Research Council (ERC) under grant 280152.

© Yixin Cao;
licensed under Creative Commons License CC-BY
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1:2 A Naive Algorithm for Feedback Vertex Set

A trivial branching algorithm will work as follows. It picks a vertex and branches on
either including it in the solution V− (i.e., deleting it from G), or marking it “undeletable,”
until the remaining graph is already a forest. This algorithm however takes O(2n) time. A
(rather informal) observation is that a vertex of a larger degree has a larger chance to be
in a minimum feedback vertex set, thereby inspiring a two-phase greedy algorithm for the
problem. If there are undecided vertices of degree larger than two after some preprocessing,
then it always branches on an undecided vertex with the largest degree. Believe it or not,
this greedy algorithm already beats most previous algorithms for this problem.

I Theorem 1.1. The greedy algorithm can be implemented in O(8k · n2) time.

The use of the observations on degrees in solving the feedback vertex set problem is
quite natural. Indeed, the research on parameterized algorithms and that on approximation
algorithms for the feedback vertex set problem have undergone a similar process. Early work
used the cycle packing-covering duality, and hence ended with O((log k)O(k) · nO(1))-time
parameterized algorithms [19] and O(logn)-ratio approximation algorithms [8], respectively,
while the first 2-approximation algorithm uses a similar greedy approach on high-degree
vertices [1]. Indeed, all the four slightly different 2-approximation algorithms for this problem
are based on similar degree observations [6, 12]. So is the quadratic kernel of Thomassé [20].
There is also an O(4k · n)-time randomized algorithm [2] based on this idea. Our greedy
branching algorithm can be viewed as the de-randomization of this randomized algorithm.

For a reader familiar with parameterized algorithms of the feedback vertex set problem,
Theorem 1.1 may sound somewhat surprising. Deterministic single-exponential algorithms
for the feedback vertex set problem had been sedulously sought, before finally discovered in
2005. With so many different techniques, some very complicated, having been tried toward
this end,1 it is rather interesting that the goal can be achieved in such a naive way.

The significance of single-exponential algorithms for the feedback vertex set problem lies
also in the theoretical interest, for which let us put it into context.

Together with the vertex cover problem (finding a set V− of at most k vertices of a
graph G such that G − V− is edgeless), the feedback vertex set problem is arguably the
most studied parameterized problem. However, a simple O(2k · (m+ n))-time algorithm for
vertex cover was already known in 1980s [17]. For this difference there is a quick and easy
explanation from the aspect of graph modification problems [16, 4]. Vertex deletion problems
ask for the deletion of a minimum set of vertices from a graph to make it satisfy specific
properties. The vertex cover problem and the feedback vertex set problem are precisely
vertex deletion problems to, respectively, the edgeless graphs and acyclic graphs, i.e., forests.
The obstruction (forbidden induced subgraph) for the edgeless graphs is an single edge, the
simplest one that is nontrivial. On the other hand, the obstructions for forests are all cycles,
which may be considered the simplest of all those infinite obstructions, for most of which
single-exponential algorithms are quite nontrivial, if possible at all.

The problems vertex cover and feedback vertex set are also known as planar-F-deletion
problems, which, given a graph G, a set F of graphs of which at least one is planar, ask for
a minimum set of vertices whose deletion make the graph H-minor-free for every H ∈ F [9].
They correspond to the cases with F = {K2} and F = {K3} respectively. Recently, Fomin
et al. [10] and Kim et al. [14] showed that all planar-F-deletion problems can be solved
in single-exponential time. Yet another way to connect the vertex cover problem and the

1 To date, the number of parameterized algorithms for feedback vertex set published in literature exceeds
any other single problem, including the more famous vertex cover problem.
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Algorithm naive-fvs(G, k, F )
Input: a graph G, an integer k, and a set F ⊆ V (G) inducing a forest.
Output: a feedback vertex set V− ⊆ V (G) \ F of size ≤ k or “no.”

0. if k < 0 then return “no”; if V (G) = ∅ then return ∅;
1. if a vertex v has degree less than two then

return naive-fvs(G− {v}, k, F \ {v});
2. if a vertex v ∈ V (G) \ F has two neighbors in the same component of G[F ] then

X ← naive-fvs(G− {v}, k − 1, F );
return X ∪ {v};

3. pick a vertex v from V (G) \ F with the maximum degree;
4. if d(v) = 2 then
4.1. X ← ∅;
4.2. while there is a cycle C in G then

take any vertex x in C \ F ;
add x to X and delete it from G;

4.3. if |X| ≤ k then return X; else return “no”;
5. X ← naive-fvs(G− {v}, k − 1, F ); \\ case 1: v ∈ V−.

if X is not “no” then return X ∪ {v};
6. return naive-fvs(G, k, F ∪ {v}). \\ case 2: v 6∈ V−.

Figure 1 A simple algorithm for feedback vertex set branching in a greedy manner. As we will
see in the end of this section, we may terminate the recursive calls after certain number of steps.
This leads to a search tree of bounded depth.

feedback vertex set problem is that a graph has treewidth zero if and only if it is edgeless,
and treewidth at most one if and only if it is a forest.

2 The algorithm

There is no secret in our algorithm, which is presented in Figure 1, except the recursive
form and an extra input F , the set of “undeletable” vertices. We say that (G, k, F ), where
F ⊆ V (G) and the solution can only be picked from V (G) \ F , is an extended instance; note
that to make such an extended instance nontrivial, F needs to induce a forest. (Indeed, the
solution in the original loop cutset problem has to be selected from “allowed” vertices, which
is exactly the case F comprising all vertices that are not allowed.) The algorithm can be
viewed as two parts, the first (steps 1–4) applying some simple operations when the situation
is simple and clear, while the second (steps 5 and 6) trying both possibilities on whether a
vertex v is in a solution. The operations in the first part are called reductions in the parlance
of parameterized algorithms. The three we use here are standard and well-known,2 and their
correctness is straightforward; see, e.g., [5].

2 For the reader familiar with related algorithms, our reduction steps may seem slightly different from
those in literature. First of all, unlike most algorithms for the problem, our algorithm does not involve
multiple edges. We believe it is simpler to keep the graph simple. As a result, we are not able to
eliminate all vertices of degree two: The common way to dispose of a vertex v of degree-2 is to delete v
and add an edge between its two neighbors, so called smoothening. Smoothening a vertex whose two
neighbors were already adjacent would introduce parallel edges. Noting that there always exists an
optimal solution avoiding v, one may move v into F [5], but we prefer the current form because it is
simpler and easier to analyze. It is also easier to be extended in Section 3.

SOSA 2018



1:4 A Naive Algorithm for Feedback Vertex Set

I Lemma 2.1. Calling algorithm naive-fvs with (G, k, ∅) solves the instance (G, k) of the
feedback vertex set problem.

Proof. The two termination conditions in step 0 are clearly correct. For each recursive call
in steps 1 and 2, we show that the original instance is a yes-instance if and only if the new
instance is a yes-instance. Note that no vertex is moved to F in these two steps. In step 1,
the vertex v is not in any cycle, and hence it can be avoided by any solution. In step 2, there
is a cycle consisting of the vertex v and vertices in F (any path connecting these two vertices
in G[F ]), and hence any solution has to contain v.

To argue the correctness of step 4, we show that the solution found in step 4 is optimal.
Let c be the number of components in G and ` the size of optimal solutions. Note that every
vertex in a solution has degree two, and hence after deleting ` vertices the graph has n− `
vertices and at least m− 2` edges. Moreover, deleting vertices from an optimal solution will
not decrease the number of components of the graph, we have (n− `)− (m− 2`) ≥ c. Hence,
` ≥ m − n + c, and showing |X| = m − n + c would finish the task. Deleting a vertex of
degree 2 from a cycle never increases the number of components. Also note that a graph of
c components contains a cycle if and only if it has more than n− c edges. Therefore, the
while loop in step 4 would be run exactly m − n + c iterations: After deleting m − n + c

vertices, each of degree two when deleted, the remaining graph has 2n−m− c vertices and
2n−m− 2c edges, which has to be a forest of c trees.

The last two steps are trivial: If there is a solution containing v, then it is found in step 5;
otherwise, step 6 always gives the correct answer. J

We now analyze the running time of the algorithm, which is simple but nontrivial. The
execution of the algorithm can be described as a search tree in which each node corresponds
to two extended instances of the problem, the entry instance and the exit instance. The entry
instance of the root node is (G, k, ∅). The exit instance of a node is the one after steps 0–2
have been exhaustively applied on the entry instance. If step 5 is further called, then two
children nodes are generated, with entry instances (G − {v}, k − 1, F ) and (G, k, F ∪ {v})
respectively. (Note that the second child may not be explored by the algorithm, but this is
not of our concern.) A leaf node of the search tree returns either a solution or “no.”

It is clear that each node can be processed in polynomial time, and thus the focus of
our analysis is to bound the number of nodes in the search tree. Since the tree is binary, it
suffices to bound its depth. We say that a path from the root of the search tree to a leaf node
is an execution path. Let us fix an arbitrary execution path in the search tree of which the
leaf node returns a solution V−, and let F ′ denote all the vertices moved into F by step 6 in
this execution path. The length of this execution path is at most |V−|+ |F ′|: Each non-leaf
node puts at least one vertex to V− or F . We are allowed to put at most k vertices into V−,
i.e., |V−| ≤ k, and hence our task in the rest of this section is to bound |F ′|.

Let us start from some elementary facts on trees. Any tree T satisfies∑
v∈V (T )

d(v) = 2|E(T )| = 2|V (T )| − 2 and
∑

v∈V (T )

(d(v)− 2) = −2.

Let L denote the set of leaves of T , and V3 the set of vertices of degree at least three. If
V (T ) ≥ 2, then |L| ≥ 2 and

−2 =
∑
v∈L

(d(v)−2)+
∑

v∈V (T )\L

(d(v)−2) =
∑
v∈L

(−1)+
∑
v∈V3

(d(v)−2) =
∑
v∈V3

(d(v)−2)−|L|.
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Hence∑
v∈V3

(d(v)− 2) = |L| − 2. (1)

The implication of (1) for our problem is that the more large-degree vertices (V3) in the
final forest G − V−, the more leaves (L) it has. Every vertex u ∈ F ′ will be in the forest.
Since its original degree is at least three, either its degree is decreased to two or less, or there
must be some leaves produced to “balance the equation (1).” On the other hand, however,
every vertex has degree at least two when u is moved to F . Therefore, if it is the second
case, the leaves have to be “produced” in later steps. The requirement of degree decrements
is decided by the degree of u, and can be satisfied by vertices deleted later, whose degrees
cannot be larger than that of u. This informal observation would enable us to derive the
desired lower bound on |F ′|.

The following invariants will be used in our formal analysis.
Invariant 1 : During the algorithm, the degree of no vertex can increase.
Invariant 2 : When a recursive call is made in step 5 or 6, there is no vertex of degree 0 or 1

in the graph.

This algorithm never directly deletes any edge, and thus the degree of a vertex decreases
only when some of its neighbors are deleted from the graph,—we are talking about the degree
in the whole graph G, so moving a vertex to F does not change the degree of any vertex. In
particular, only steps 1, 2, 4, and 5 can decrease the degree of vertices. By Invariant 2, after
a vertex is moved to F , step 1 cannot be called before step 2, 4, or 5. In other words, the
degree of a vertex in F decreases only after some vertex put into V−. We can attribute them
to vertices V− as follows.

For a vertex v ∈ V− ∪ F ′, we use d∗(v) to denote the degree of v at the moment it is
deleted from the graph and put into V− (step 2, 4, or 5) or moved into F (step 6). Note
that dG(v) ≥ d∗(v) by Invariant 1, and d∗(v) ≥ 3 when v ∈ F ′. Let x1, x2, . . ., x|V−| be
the vertices in V−, in the order of them being put into V−, and let (Gi, ki, Fi) be the exit
instance in the node of the search tree corresponding to xi.

I Definition 2.2. We say that the decrements of the degree of a vertex u ∈ F ′ from d∗(u)
to 2 are effective, and an effective decrement is incurred by xi ∈ V− if it happens between
deleting xi and xi+1, or after deleting x|V−| if i = |V−|. Let δ(u, xi) denote the number of
effective decrements of u incurred by xi.

Note that δ(u, xi) may be larger than 1. It is worth stressing that we do not count the degree
decrements of u before it is moved into F . Therefore, δ(u, xi) can be positive only when u is
in F when xi is deleted, i.e., u ∈ Fi and hence dGi

(u) ≥ 2:

δ(u, xi) =
{
dGi(u)−max{dGi+1(u), 2} when u ∈ Fi,

0 otherwise.

I Proposition 2.3. For any u ∈ F ′ and xi ∈ V−, if δ(u, xi) > 0 then d∗(u) ≥ d∗(xi).

First, we bound the total number of effective decrements incurred by xi for each xi ∈ V−.

I Lemma 2.4. For each xi ∈ V−, it holds
∑

u∈F ′ δ(u, xi) ≤ d∗(xi).

Proof. Recall that all effective decrements incurred by xi happen after deleting xi from Gi.
If dGi

(v) > 2 for every vertex v ∈ NGi
(xi), then the deletion of xi will not make the degree

SOSA 2018
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of any vertex smaller than two. Therefore, step 1 will not be called before putting the next
vertex into V−. The degree of each vertex in NGi

(xi) decreases by one, and the total number
of effective decrements incurred by xi is thus at most d∗(xi).

In the rest dGi
(v) = 2 for some v ∈ NGi

(xi), and it becomes 1 with the deletion of xi.
This decrement is not effective, but it will trigger step 1, which may subsequently lead to
effective decrements. Let d denote the number of degree-2 neighbors of xi in Gi. After the
deletion of xi, all of them have degree one, and there is no other vertex having degree one in
Gi−{xi} (Invariant 2). We consider the application of step 1, and let x be the vertex deleted.
If the only neighbor of x has degree two when this step is executed, then its degree becomes 1
after the deletion of x, and hence the number of degree-1 vertices is not changed. Otherwise,
there is one less vertex of degree 1 but there may be one effective decrement (only when the
only neighbor of x is in F and has degree at least three). Therefore, when step 1 is no longer
applicable, the total number of effective decrements is at most d∗(xi)− d+ d = d∗(xi). J

We are now ready to bound the number of calls of step 6 made in this execution path,
i.e., the size of F ′, by the size of V−. This is exactly the place the greedy order of branching
plays the magic.

I Lemma 2.5. In an execution path that leads to a solution, |F ′| ≤ 3|V−|.

Proof. Since this execution path leads to a solution, all vertices must be deleted from the
graph at the end of the path. In the algorithm, a vertex in F can only be deleted from the
graph in step 1, when the degree of the vertex has to be one or zero. On the other hand,
d∗(u) ≥ 3. Thus, all the d∗(u)− 2 effective decrements must have happened on this vertex,
i.e.,

∑
v∈V−

δ(u, v) = d∗(u)− 2. Putting everything together, we have

|V−| =
∑

v∈V−

1 =
∑

v∈V−

d∗(v)
d∗(v)

≥
∑

v∈V−

1
d∗(v)

∑
u∈F ′

δ(u, v) (Lemma 2.4)

=
∑

v∈V−

∑
u∈F ′

δ(u, v)
d∗(v)

≥
∑

v∈V−

∑
u∈F ′

δ(u, v)
d∗(u) (Proposition 2.3)

=
∑

u∈F ′

1
d∗(u)

∑
v∈V−

δ(u, v)

=
∑

u∈F ′

d∗(u)− 2
d∗(u)

≥
∑

u∈F ′

1
3 (d∗(u) ≥ 3)

= |F
′|

3 ,

and the proof is complete. J

I Theorem 2.6. Algorithm naive-fvs can be implemented in O(16k · n2) time to decide
whether a graph G has a feedback vertex set of size at most k.
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Proof. If the input graph G has a feedback vertex set of size at most k, then there must be an
execution path that returns a solution, and by Lemma 2.5, the length of this path is at most
4k. Otherwise, all execution paths return “no,” disregard of their lengths. Therefore, we can
terminate every execution path after it has put 3k vertices into F by returning “no” directly.
The new search tree would then have depth at most 4k. Clearly, the processing in each node
can be done in O(n2) time. This gives the running time O(24k+1 · n2) = O(16k · n2). J

3 An improved running time

It is long (but not well) known that if the maximum degree of a graph is at most three,
then a minimum feedback vertex set can be found in polynomial time [13, 21]. This can
be extended to the setting that the degree bound holds only for the undecided vertices i.e.,
vertices in V (G) \ F .

I Lemma 3.1 ([5]). Given a graph G and a set F of vertices such that every vertex in
V (G)\F has degree at most three, there is a polynomial-time algorithm for finding a minimum
set V− ⊆ V (G) \ F such that G− V− is a forest.

Therefore, we can change step 4 of algorithm naive-fvs to the following:

4. if d(v) ≤ 3 then
4.1. call Lemma 3.1 to find a minimum solution X;
4.2. if |X| ≤ k then return X; else return “no”;

Now that d∗(u) ≥ 4 for each vertex u ∈ F ′, as a result, in the last inequality in the proof
of Lemma 2.5, we can use (d∗(u)− 2)/d∗(u) ≥ 2/4 = 1/2, which implies |F ′| ≤ 2|V−|. We
can hence terminate every execution path after it has put 2k vertices into F by returning
“no” directly, and the algorithm would then run in O(8k · nO(1)) time, as announced in
Theorem 1.1.

We conclude this paper by pointing out that the analysis is not tight. The inequalities in
the proof of Lemma 2.5 could be tight only when d∗(v) = 4 for every vertex v ∈ V− ∪ F , and
more importantly, all the degree decrements incurred by putting a vertex to V− are effective.
If such a graph exists,—we may assume without loss of generality that it does not contains
any vertex of degree two or less,—then all its vertices have degree four, and all neighbors of
a vertex x ∈ V− are in F . But in such a graph there should be a different solution, and note
that our algorithm explores the subtree rooted at the child node made by step 6 only if all
the leaves in the other subtree (rooted at the node made by step 5) have returned “no.”

Acknowledgment. The author would like to thank O-joung Kwon and Saket Saurabh for
pointing out a mistake in the introduction of a previous version.
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Abstract
In this note we consider the survivable network design problem (SNDP) in undirected graphs.
We make two contributions. The first is a new counting argument in the iterated rounding based
2-approximation for edge-connectivity SNDP (EC-SNDP) originally due to Jain [10]. The second
contribution is to make some connections between hypergraphic version of SNDP
(Hypergraph-SNDP) introduced in [17] and edge and node-weighted versions of EC-SNDP and
element-connectivity SNDP (Elem-SNDP). One useful consequence is a 2-approximation for
Elem-SNDP that avoids the use of set-pair based relaxation and analysis.
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Digital Object Identifier 10.4230/OASIcs.SOSA.2018.2

1 Introduction

The survivable network design problem (SNDP) is a fundamental problem in network design
and has been instrumental in the development of several algorithmic techniques. The input to
SNDP is a graph G = (V,E) and an integer requirement r(uv) between each unordered pair
of nodes uv. The goal is to find a minimum-cost subgraph H of G such that for each pair uv,
the connectivity in H between u and v is at least r(uv). We use rmax to denote maxuv r(uv),
the maximum requirement. We restrict attention to undirected graphs in this paper. There
are several variants depending on whether the costs are on edges or on nodes, and whether
the connectivity requirement is edge, element or node connectivity. Unless otherwise specified
we will assume that G has edge-weights c : E → R+. We refer to the three variants of interest
based on edge, element and vertex connectivity as EC-SNDP, Elem-SNDP and VC-SNDP.
All of them are NP-Hard and APX-hard to approximate even in very special cases.

The seminal work of Jain [10] obtained a 2-approximation for EC-SNDP via the tech-
nique of iterated rounding that was introduced in the same paper. A 2-approximation for
Elem-SNDP was obtained, also via iterated rounding, in [7, 5]. For VC-SNDP the current
best approximation bound is O(r3

max log |V |) [6]; it is also known from hardness results in [2]
that the approximation bound for VC-SNDP must depend polynomially on rmax under
standard hardness assumptions.
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2:2 On iterated rounding for SNDP

Our contribution: In this note we revisit the iterated rounding framework that yields a
2-approximation for EC-SNDP and Elem-SNDP. The framework is based on arguing that
for a class of covering problems, a basic feasible solution to an LP relaxation for the covering
problem has a variable of value at least 1

2 . This variable is then rounded up to 1 and the
residual problem is solved inductively. A key fact needed to make this iterative approach work
is that the residual problem lies in the same class of covering problems. This is ensured by
working with the class of skew-supermodular (also called weakly-supermodular) requirement
functions which capture EC-SNDP as a special case. The proof of existence of an edge
with large value in a basic feasible solution for this class of requirement functions has two
components. The first is to establish that a basic feasible solution is characterized by a
laminar family of sets in the case of EC-SNDP (and set pairs in the case of Elem-SNDP).
The second is a counting argument that uses this characterization to obtain a contradiction
if no variable is at least 1

2 . The counting argument of Jain [10] has been simplified and
streamlined in subsequent work via fractional token arguments [1, 13]. These arguments have
been applied for several related problems for which iterated rounding has been shown to be
a powerful technique; see [12]. The fractional token argument leads to short and slick proofs.
At the same time we feel that it is hard to see the intuition behind the argument. Partly
motivated by pedagogical reasons, in this note, we provide a different counting argument
along with a longer explanation. The goal is to give a more combinatorial flavor to the
argument. We give this argument in Section 2.

The second part of the note is on Elem-SNDP. A 2-approximation for this problem
has been derived by generalizing the iterated rounding framework to a set-pair based
relaxation [7, 5]. The set-pair based relaxation and arguments add substantial notation
to the proofs although one can see that there are strong similarities to the proofs used in
EC-SNDP. The notational overhead limits the ability to teach and understand the proof
for Elem-SNDP. Interestingly, in a little noticed paper, Zhao, Nagamochi and Ibaraki [17]
defined a generalization of EC-SNDP to hypergraphs which we refer to as Hypergraph-SNDP.
They observed that Elem-SNDP can be easily reduced to Hypergraph-SNDP in which the
only non-zero weight hyperedges are of size 2 (regular edges in a graph). The advantage of this
reduction is that one can derive a 2-approximation for Elem-SNDP by essentially appealing to
the same argument as for EC-SNDP with a few minor details. We believe that this is a useful
perspective. Second, there is a simple and well-known connection between node-weighted
network design in graphs and network design problems on hypergraphs. We explicitly point
these connections which allows us to derive some results for Hypergraph-SNDP. Section 3
describes these connections and results.

This note assumes that the reader has some basic familiarity with previous literature on
SNDP and iterated rounding.

2 Iterated rounding for EC-SNDP

The 2-approximation for EC-SNDP is based on casting it as a special case of covering a
skew-supermodular requirement function by a graph. We set up the background now. Given
a finite ground set V an integer valued set function f : 2V → Z is skew-supermodular if for
all A,B ⊆ V one of the following holds:

f(A) + f(B) ≤ f(A ∩B) + f(A ∪B)
f(A) + f(B) ≤ f(A−B) + f(B −A)

Given an edge-weighted graph G = (V,E) and a skew-supermodular requirement function
f : 2V → Z, we can consider the problem of finding the minimum-cost subgraph H = (V, F )
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of G such that H covers f ; that is, for all S ⊆ V , |δF (S)| ≥ f(S). Here δF (S) is the
set of all edges in F with one endpoint in S and the other outside. Given an instance of
EC-SNDP with input graph G = (V,E) and edge-connectivity requirements r(uv) for each
pair uv, we can model it by setting f(S) = maxu∈S,v 6∈S r(uv). It can be verified that f is
skew-supermodular. The important aspect of skew-supermodular functions that make them
well-suited for the iterated rounding approach is the following.

I Lemma 1 ([10]). Let G = (V,E) be a graph and f : 2V → Z be a skew-supermodular
requirement function, and F ⊆ E be a subset of edges. The residual requirement function
g : 2V → Z defined by g(S) = f(S)− |δF (S)| for each S ⊆ V is also skew-supermodular.

Although the proof is standard by now we will state it in a more general way.

I Lemma 2. Let f : 2V → Z be a skew-supermodular requirement function and let h : 2V →
Z+ be a symmetric submodular function. Then g = f − h is a skew-supermodular function.

Proof. Since h is submodular we have that for all A,B ⊆ V ,

h(A) + h(B) ≥ h(A ∪B) + h(A ∩B).

Since h is also symmetric it is posi-modular which means that for all A,B ⊆ V ,

h(A) + h(B) ≥ h(A−B) + h(B −A).

Note that h satisfies both properties for each A,B. It is now easy to check that f − h is
skew-supermodular. J

Lemma 1 follows from Lemma 2 by noting that the cut-capacity function |δF | : 2V → Z+
is submodular and symmetric in undirected graphs. We also note that the same property
holds for the more general setting when G is a hypergraph.

The standard LP relaxation for covering a function by a graph is described below where
there is variable xe ∈ [0, 1] for each edge e ∈ E.

min
∑
e∈E

cexe∑
e∈δ(S)

xe ≥ f(S) S ⊂ V

xe ∈ [0, 1] e ∈ E

The technical theorem that underlies the 2-approximation for EC-SNDP is the following.

I Theorem 3 ([10]). Let f be a non-trivial1 skew-supermodular function. In any basic
feasible solution x to the LP relaxation of covering f by a graph G there is an edge e such
that xe ≥ 1

2 .

To prove the preceding theorem it suffices to focus on basic feasible solutions x that are
fully fractional; that is, xe ∈ (0, 1) for all e. For a set of edges F ⊆ E let χ(F ) ∈ {0, 1}|E|

denote the characteristic vector of F ; that is, a |E|-dimensional vector that has a 1 in each
position corresponding to an edge e ∈ F and a 0 in all other positions. Theorem 3 is built
upon the following characterization of basic feasible solutions and is shown via uncrossing
arguments.

1 We use the term non-trivial to indicate that there is at least one set S ⊂ V such that f(S) > 0.
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I Lemma 4 ([10]). Let x be a fully-fractional basic feasible solution to the the LP relaxation.
Then there is a laminar family of vertex subsets L such that x is the unique solution to the
system of equalities

x(δ(S)) = f(S) S ∈ L.

In particular this also implies that |L| = |E| and that the vectors χ(δ(S)), S ∈ L are linearly
independent.

The second part of the proof of Theorem 3 is a counting argument that relies on the
characterization in Lemma 4. The rest of this section describes a counting argument which
we believe is slightly different from the previous ones in terms of the main invariant. The
goal is to derive it organically from simpler cases.

With every laminar family we can associate a rooted forest. We use terminology for
rooted forests such as leaves and roots as well as set terminology. We refer to a set C ∈ L
as a child of a set S if C ⊂ S and there is no S′ ∈ L such that C ⊂ S′ ⊂ S; If C is the
child of S then S is the parent of C. Maximal sets of L correspond to the roots of the forest
associated with L.

2.1 Counting Argument
The proof is via contradiction where we assume that 0 < xe <

1
2 for each e ∈ E. We call

the two nodes incident to an edge as the endpoints of the edges. We say that an endpoint u
belongs to a set S ∈ L if u is the minimal set from L that contains u.

We consider the simplest setting where L is a collection of disjoint sets, in other words,
all sets are maximal. In this case the counting argument is easy. Let m = |E| = |L|. For
each S ∈ L, f(S) ≥ 1 and x(δ(S)) = f(S). If we assume that xe < 1

2 for each e, we have
|δ(S)| ≥ 3 which implies that each S contains at least 3 distinct endpoints. Thus, the m
disjoint sets require a total of 3m endpoints. However the total number of endpoints is at
most 2m since there are m edges, leading to a contradiction.

Now we consider a second setting where the forest associated with L has k leaves and h
internal nodes but each internal node has at least two children. In this case, following Jain,
we can easily prove a weaker statement that xe ≥ 1/3 for some edge e. If not, then each leaf
set S must have four edges leaving it and hence the total number of endpoints must be at
least 4k. However, if each internal node has at least two children, we have h < k and since
h+ k = m we have k > m/2. This implies that there must be at least 4k > 2m endpoints
since the leaf sets are disjoint. But m edges can have at most 2m endpoints. Our assumption
on each internal node having at least two children is obviously a restriction. So far we have
not used the fact that the vectors χ(δ(S)), S ∈ L are linearly independent. We can handle
the general case to prove xe ≥ 1/3 by using the following lemma.

I Lemma 5 ([10]). Suppose C is a unique child of S. Then there must be at least two
endpoints in S that belong to S.

Proof. If there is no endpoint that belongs to S then δ(S) = δ(C) but then χ(δ(S)) and
χ(δ(C)) are linearly dependent. Suppose there is exactly one endpoint that belongs to S and
let it be the endpoint of edge e. But then x(δ(S)) = x(δ(C)) + xe or x(δ(S)) = x(δ(C))− xe.
Both cases are not possible because x(δ(S)) = f(S) and x(δ(C)) = f(C) where f(S) and
f(C) are positive integers while xe ∈ (0, 1). Thus there are at least two end points that
belong to S. J
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Using the preceding lemma we prove that xe ≥ 1/3 for some edge e. Let k be the number
of leaves in L and h be the number of internal nodes with at least two children and let `
be the number of internal nodes with exactly one child. We again have h < k and we also
have k + h+ ` = m. Each leaf has at least four endpoints. Each internal node with exactly
one child has at least two end points which means the total number of endpoints is at least
4k+ 2`. But 4k+ 2` = 2k+ 2k+ 2` > 2k+ 2h+ 2` > 2m and there are only 2m endpoints for
m edges. In other words, we can ignore the internal nodes with exactly one child since there
are two endpoints in such a node/set and we can effectively charge one edge to such a node.

We now come to the more delicate argument to prove the tight bound that xe ≥ 1
2

for some edge e. Our main contribution is to show an invariant that effectively reduces
the argument to the case where we can assume that L is a collection of leaves. This is
encapsulated in the claim below which requires some notation. Let α(S) be the number of
sets of L contained in S including S itself. Let β(S) be the number of edges whose both
endpoints lie inside S. Recall that f(S) is the requirement of S.

I Claim. For all S ∈ L, f(S) ≥ α(S)− β(S).

Assuming that the claim is true we can do an easy counting argument. Let R1, R2, . . . , Rh
be the maximal sets in L (the roots of the forest). Note that

∑h
i=1 α(Ri) = |L| = m. Applying

the claim to each Ri and summing up,

h∑
i=1

f(Ri) ≥
h∑
i=1

α(Ri)−
h∑
i=1

β(Ri) ≥ m−
h∑
i=1

β(Ri).

Note that
∑h
i=1 f(Ri) is the total requirement of the maximal sets. And m−

∑h
i=1 β(Ri)

is the total number of edges that cross the sets R1, . . . , Rh. Let E′ be the set of edges
crossing these maximal sets. Now we are back to the setting with h disjoint sets and E′

edges with
∑h
i=1 f(Ri) ≥ |E′|. This easily leads to a contradiction as before if we assume

that xe < 1
2 for all e ∈ E′. Formally, each set Ri requires > 2f(Ri) edges crossing it from E′

and therefore Ri contains at least 2f(Ri) + 1 endpoints of edges from E′. Since R1, . . . , Rh
are disjoint the total number of endpoints is at least 2

∑
i f(Ri) + h which is strictly more

than 2|E′|.
Thus, it remains to prove the claim which we do by inductively starting at the leaves of

the forest for L.

Case 1: S is a leaf node. We have f(S) ≥ 1 while α(S) = 1 and β(S) = 0 which verifies
the claim.

Case 2: S is an internal nodes with k children C1, C2, . . . , Ck. See Figure 1 for the different
types of edges that are relevant. Ecc is the set of edges with end points in two different
children of S. Ecp be the set of edges that cross exactly one child but do not cross S. Epo
be the set of edges that cross S but do not cross any of the children. Eco is the set of edges
that cross both a child and S. This notation is borrowed from [15].

Let γ(S) be the number of edges whose both endpoints belong to S but not to any child
of S. Note that γ(S) = |Ecc|+ |Ecp|.

SOSA 2018
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S

C1 C2

C3

∈ Ecc
∈ Ecc

∈ Epo ∈ Eco ∈ Eco

∈ Ecp

Figure 1 S is an internal node with several children. Different types of edges that play a role. p

refers to parent set S, c refer to a child set and o refers to outside.

Then,

β(S) = γ(S) +
k∑
i=1

β(Ci)

≥ γ(S) +
k∑
i=1

α(Ci)−
k∑
i=1

f(Ci) (1)

= γ(S) + α(S)− 1−
k∑
i=1

f(Ci)

(1) follows by applying the inductive hypothesis to each child. From the preceding inequality,
to prove that β(S) ≥ α(S)−f(S) (the claim for S), it suffices to show the following inequality.

γ(S) ≥
k∑
i=1

f(Ci)− f(S) + 1. (2)

The right hand side of the above inequality can be written as:

k∑
i=1

f(Ci)− f(S) + 1 =
∑
e∈Ecc

2xe +
∑
e∈Ecp

xe −
∑
e∈Epo

xe + 1. (3)

We consider two subcases.

Case 2.1: γ(S) = 0. This implies that Ecc and Ecp are empty. Since χ(δ(S)) is linearly
independent from χ(δ(C1)), . . . , χ(δ(Ck)), we must have that Epo is not empty and hence∑
e∈Epo

xe > 0. Therefore, in this case,

k∑
i=1

f(Ci)− f(S) + 1 =
∑
e∈Ecc

2xe +
∑
e∈Ecp

xe −
∑
e∈Epo

xe + 1 = −
∑
e∈Epo

xe + 1 < 1.

Since the left hand side is an integer, it follows that
∑k
i=1 f(Ci)− f(S) + 1 ≤ 0 = γ(S).
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Case 2.2: γ(S) ≥ 1. Recall that γ(S) = |Ecc|+ |Ecp|.

k∑
i=1

f(Ci)− f(S) + 1 =
∑
e∈Ecc

2xe +
∑
e∈Ecp

xe −
∑
e∈Epo

xe + 1 ≤
∑
e∈Ecc

2xe +
∑
e∈Ecp

xe + 1

By our assumption that xe < 1
2 for each e, we have

∑
e∈Ecc

2xe < |Ecc| if |Ecc| > 0, and
similarly

∑
e∈Ecp

xe < |Ecp|/2 if |Ecp| > 0. Since γ(S) = |Ecc|+ |Ecp| ≥ 1 we conclude that∑
e∈Ecc

2xe +
∑
e∈Ecp

xe < γ(S).

Putting together we have

k∑
i=1

f(Ci)− f(S) + 1 ≤
∑
e∈Ecc

2xe +
∑
e∈Ecp

xe + 1 < γ(S) + 1 ≤ γ(S)

as desired.
This completes the proof of the claim.

3 Connections between Hypergraph-SNDP, EC-SNDP and
Elem-SNDP

Zhao, Nagamochi and Ibaraki [17] considered the extension EC-SNDP to hypergraphs. In
a hypergraph G = (V, E) each edge e ∈ E is a subset of V . The degree d of a hypergraph
is maxe∈E |e|. Graphs are hypergraphs of degree 2. Given a set of hyperedges F ⊆ E and
a vertex subset S ⊂ V , we use δF (S) to denote the set all of all hyperedges in F that
have at least one endpoint in S and at least one endpoint in V \ S. It is well-known that
|δF | : 2V → Z+ is a symmetric submodular function.

Hypergraph-SNDP is defined as follows. The input consists of an edge-weighted hypergraph
G = (V, E) and integer requirements r(uv) for each vertex pair uv. The goal is to find a
minimum-cost hypergraph H = (V, E ′) with E ′ ⊆ E such that for all uv and all S that
separate u, v (that is |S ∩ {u, v}| = 1), we have |δE′(S)| ≥ r(uv). Hypergraph-SNDP is a
special case of covering a skew-supermodular requirement function by a hypergraph. It
is clear that Hypergraph-SNDP generalizes EC-SNDP. Interestingly, [17] observed, via a
simple reduction, that Hypergraph-SNDP generalizes Elem-SNDP as well. We now describe
Elem-SNDP formally and briefly sketch the reduction from [17], and subsequently describe
some implications of this connection.

In Elem-SNDP the input consists of an undirected edge-weighted graph G = (V,E) with
V partitioned into terminals T and non-terminals N . The “elements” are the edges and
non-terimals, N ∪E. For each pair uv of terminals there is an integer requirement r(uv), and
the goal is to find a min-cost subgraph H of G such that for each pair uv of terminals there
are r(uv) element-disjoint paths from u to v in H. Note that element-disjoint paths can
intersect in terminals. The notion of element-connectivity and Elem-SNDP have been useful
in several settings in generalizing edge-connectivity problems while having some features
of vertex connectivity. In particular, the current approximation for VC-SNDP relies on
Elem-SNDP [6].

The reduction of [17] from Elem-SNDP to Hypergraph-SNDP is quite simple. It basically
replaces each non-terminal u ∈ N by a hyperedge. The reduction is depicted in Figure 2.

SOSA 2018



2:8 On iterated rounding for SNDP

v ev

Figure 2 Reducing Elem-SNDP to Hypergraph-SNDP. Each non-terminal v is replaced by a
hyperedge ev by introducing dummy vertices on each edge incident to v. The original edges retain
their cost while the new hyperedges are assigned a cost of zero.

The reduction shows that an instance of Elem-SNDP on G can be reduced to an instance
of Hypergraph-SNDP on a hypergraph G′ where the only hyperedges with non-zero weights
in G′ are the edges of the graph G. This motivates the definition of d+(G) which is the
maximum degree of a hyperedge in G that has non-zero cost. Thus Elem-SNDP reduces to
instances of Hypergraph-SNDP with d+ = 2. In fact we can see that the same reduction
proves the following.

I Proposition 6. Node-weighted Elem-SNDP in which weights are only on non-terminals can
be reduced in an approximation preserving fashion to Hypergraph-SNDP. In this reduction
d+ of the resulting instance of Hypergraph-SNDP is equal to ∆, the maximum degree of a
non-terminal with non-zero weight in the instance of node-weighted Elem-SNDP.

3.1 Reducing Elem-SNDP to problem of covering skew-supermodular
functions by graphs

We saw that an instance of Elem-SNDP on a graph H can be reduced to an instance of
Hypergraph-SNDP on a graph G where d+(G) = 2. Hypergraph-SNDP on G = (V, E)
corresponds to covering a skew-supermodular function f : 2V → Z by G. Let E = F ] E ′

where E ′ is the set of all hyperedges in G with degree more than 2; thus F is the set of all
hyperedges of degree 2 and hence (V, F ) is a graph. Since each edge in E ′ has zero cost we
can include all of them in our solution, and work with the residual requirement function
g = f − |δE′ |. From Lemma 2 and the fact that the cut-capacity function of a hypergraph
is also symmetric and submodular, g is a skew-supermodular function. Thus covering f by
a min-cost sub-hypergraph of G can be reduced to covering g by a min-cost sub-graph of
G′ = (V, F ). We have already seen a 2-approximation for this in the context of EC-SNDP.
The only issue is whether there is an efficient separation oracle for solving the LP for covering
g by G′. This is a relatively easy exercise using flow arguments and we omit them. The
main point we wish to make is that this reduction avoids working with set-pairs that are
typically used for Elem-SNDP. It is quite conceivable that the authors of [17] were aware of
this simple connection but it does not seem to have been made explicitly in their paper or
in [16].

3.2 Approximating Hypergraph-SNDP
[17] derived a d+Hrmax approximation for Hypergraph-SNDP where Hk = 1 + 1/2 + . . .+ 1/k
is the k’th harmonic number. They obtain this bound via the augmentation framework for
network design [9] and a primal-dual algorithm in each stage. In [16] they also observe that
Hypergraph-SNDP can be reduced to Elem-SNDP via the following simple reduction. Given
a hypergraph G = (V, E) let H = (V ∪N,E) be the standard bipartite graph representation
of G where for each hyperedge e ∈ E there is a node ze ∈ N ; ze is connected by edges in H
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to each vertex a ∈ e. Let r(uv) be the hyperedge connectivity requirement between a pair of
vertices uv in the original instance of Hypergraph-SNDP. In H we label V as terminals and
N as non-terminals. For any pair of vertices uv with u, v ∈ V , it is not hard to verify that
the element-connectivity betwee u and v in H is the same as the hyperedge connectivity in G.
See [16] for details. It remains to model the costs such that an approximation algorithm for
element-connectivity in H can be translated into an approximation algorithm for hyperedge
connectivity in G. This is straightforward. We simply assign cost to non-terminals in H;
that is each node ze ∈ N corresponding to a hyperedge e ∈ E is assigned a cost equal to ce.
We obtain the following easy corollary.

I Proposition 7. Hypergraph-SNDP can be reduced to node-weighted Elem-SNDP in an
approximation preservation fashion.

[16] do not explicitly mention the above but note that one can reduce Hypergraph-SNDP
to (edge-weighted) Elem-SNDP as follows. Instead of placing a weight of ce on the node ze
corresponding to the hyperedge e ∈ E , they place a weight of ce/2 on each edge incident to ze.
This transformation loses an approximation ratio of d+(G)/2. From this they conclude that a
β-approximation for Elem-SNDP implies a d+β/2-approximation for Hypergraph-SNDP; via
the 2-approximation for Elem-SNDP we obtain a d+approximation for Hypergraph-SNDP.
One can view this as reducing a node-weighted problem to an edge-weighted problem by
transferring the cost on the nodes to all the edges incident to the node. Since a non-terminal
can only be useful if it has at least two edges incident to it, in this particular case, we
can put a weight of half the node on the edges incident to the node. A natural question
here is whether one can directly get a d+ approximation for Hypergraph-SNDP without the
reduction to Elem-SNDP. We raise the following technical question.

I Problem 8. Suppose f is a non-trivial skew-supermodular function on V and G = (V, E)
be a hypergraph. Let x be a basic feasible solution to the LP for covering f by G. Is there an
hyperedge e ∈ E such that xe ≥ 1

d where d is the degree of G?

The preceding propositions show that Hypergraph-SNDP is essentially equivalent to
node-weighted Elem-SNDP where the node-weights are only put on non-terminals. Node-
weighted Steiner tree can be reduced to node-weighted Elem-SNDP and it is known that
Set Cover reduces in an approximation preserving fashion to node-weighted Steiner tree
[11]. Hence, unless P = NP , we do not expect a better than O(logn)-approximation
for Hypergraph-SNDP where n = |V | is the number of nodes in the graph. Thus, the
approximation ratio for Hypergraph-SNDP cannot be a constant independent of d+. Node-
weighted Elem-SNDP admits an O(rmax log |V |) approximation; see [14, 3, 4, 8]. For planar
graphs, and more generally graphs from a proper minor-closed family, an improved bound of
O(rmax) is claimed in [3]. The O(rmax log |V |) bound can be better than the bound of d+ in
some instances. Here we raise a question based on the fact that planar graphs have constant
average degree which is used in the analysis for node-weighted network design.

I Problem 9. Is there an O(1)-approximation for node-weighted EC-SNDP and Elem-SNDP
in planar graphs, in particular when rmax is a fixed constant?

Finally, we hope the counting argument and the connections between Hypergraph-SNDP,
EC-SNDP and Elem-SNDP will be useful for related problems including the problems
involving degree constraints in network design.
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Abstract
Congestion minimization is a well-known routing problem for which there is an O(logn/ log logn)-
approximation via randomized rounding [17]. Srinivasan [18] formally introduced the low-conges-
tion multi-path routing problem as a generalization of the (single-path) congestion minimization
problem. The goal is to route multiple disjoint paths for each pair, for the sake of fault tolerance.
Srinivasan developed a dependent randomized scheme for a special case of the multi-path problem
when the input consists of a given set of disjoint paths for each pair and the goal is to select a
given subset of them. Subsequently Doerr [7] gave a different dependent rounding scheme and
derandomization. In [8] the authors considered the problem where the paths have to be chosen,
and applied the dependent rounding technique and evaluated it experimentally. However, their
algorithm does not maintain the required disjointness property without which the problem easily
reduces to the standard congestion minimization problem.

In this note we show a simple algorithm that solves the problem correctly without the need
for dependent rounding — standard independent rounding suffices. This is made possible via the
notion of multiroute flows originally suggested by Kishimoto et al. [13]. One advantage of the
simpler rounding is an improved bound on the congestion when the path lengths are short.
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1 Introduction

Congestion minimization is a routing problem which originally arose in the context of wire
routing problem in VLSI design. It is also a relaxation of the classical disjoint paths problem.
Here we restrict attention to directed graphs. The input to these problem consists of a
directed graph G = (V,E) and a collection of source-sink pairs (s1, t1), (s2, t2), . . . , (sh, th).
The edge-dijsoint paths problem (EDP for short) is the following: given the graph and the
pairs, can the given pairs be connected via edge-disjoint paths? More formally, are there
edge-disjoint paths P1 . . . , Ph such that for 1 ≤ i ≤ k, Pi is an si-ti path? This is a classical
NP-Complete problem. An optimization related to EDP is the congestion minimization
problem. The goal is to find a collection of paths for the given pairs such that the congestion
of the paths is minimized. The congestion of an edge e with respect to a collection of paths is

∗ Supported in part by NSF grants CCF-1319376 and CCF-1526799. Part of this work appeared in the
author’s recent MS thesis [11].

© Chandra Chekuri and Mark Idleman;
licensed under Creative Commons License CC-BY

1st Symposium on Simplicity in Algorithms (SOSA 2018).
Editor: Raimund Seidel; Article No. 3; pp. 3:1–3:12

Open Access Series in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

http://dx.doi.org/10.4230/OASIcs.SOSA.2018.3
http://creativecommons.org/licenses/by/3.0/
http://www.dagstuhl.de/oasics/
http://www.dagstuhl.de


3:2 Multipath Routing via Multiroute Flows

the number of paths in the collection that contain e, and the congestion of a given collection
of paths is simply the maximum congestion over all the edges. Raghavan and Thompson, in
their influential work [17], introduced the randomized rounding technique and obtained an
O(logn/ log logn) approximation via a natural multicommodity flow relaxation. Here n is
the number of nodes in the graph. Surprisingly this approximation ratio was recently shown
to be the right threshold of approximability [6] (modulo appropriate complexity theoretic
assumption). There are generalizations of the congestion minimization problem where the
pairs have demands and the edges have capacities. We restrict attention to the basic version
with unit demands and unit capacities. The results for this basic version generalize easily.

Multipath routing for fault tolerance: The focus of this paper is multipath routing. This
is motivated by fault tolerance considerations in high-capacity networks such as optical
networks. In such networks each pair (si, ti) needs to be connected via ki disjoint paths; in
typical applications ki = 2. The idea is to protect the connection between si and ti in case
of edge or node failures. We will restrict our attention to edge failures since node failures
can be addressed via appropriate reductions in directed graphs. In the network literature
the case of ki = 2 is typically referred to a 1 + 1 or 1 : 1 protection. See [9] for some relevant
background and additional references.

Srinivasan [18] considered approximation algorithms for the multipath congestion mini-
mization problem that he formalized as follows. The input is a directed graph G = (V,E)
and h source-sink pairs as before. In addition, for each (si, ti), we have an integer require-
ment ki ≥ 1. The goal is to choose for each pair i a set of ki edge-disjoint si-ti paths
Qi = {pi,1, pi,2, . . . , pi,ki

} so as to minimize the congestion induced by the collection of paths
Q = ∪iQi. Srinivasan developed an O(logn/ log logn)-approximation for a variant of this
problem. He assumes that the input includes for each i a collection of disjoint paths Pi. The
goal now is to choose for each i a sub-collection of exactly ki paths from Pi so as to minimize
the congestion of the chosen paths. For this purpose Srinivasan developed and used his
influential dependent rounding technique for cardinality constraints [18]. We refer the reader
to [9, 7, 5] for several subsequent developments on dependent rounding including deran-
domization, and the ability to handle more general constraints than cardinality constraints.
Doerr et al. [8] consider the multipath congestion minimization problem where the path
collection Pi is not explicitly given and the goal of the algorithm is to find ki disjoint paths
for each pair i so as to minimize the congestion of the chosen path collection. They write
a natural multicommodity flow LP relaxation and use dependent rounding techniques to
derive an O(logn/ log logn) congestion bound. However, their algorithm does not maintain
the crucial property that the chosen path collection for each pair i is edge disjoint! If there is
no requirement of edge-disjointness, the problem is easily reduced to the standard congestion
minimization problem: simply create ki copies of each pair (si, ti) with only one path for
each copy required.

Our contribution: This note is motivated by two considerations. The first is to address the
deficiency of the algorithm from [8] that we pointed out. We also note that the assumption
that the input consists of a large number of disjoint paths for each pair, as assumed by
Srinivasan, may not be the right model. Indeed, in practice a number of candidate paths are
generated for each pair but they need not all be disjoint. Typically, the edge connectivity in
high-speed networks is not very large. Can we solve the multipath congestion minimization
problem when the paths are not explicitly given? Our second motivation is regarding
the use of dependent rounding. Dependent rounding has been an elegant and powerful
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methodology with several new applications. Nevertheless, it is useful to examine whether
specific applications really need it since the dependent rounding adds to the complexity of
the algorithm from a conceptual and implementation point of view.

Here we show that there is a simple solution to the multipath congestion minimization
problem via the notion of multiroute flows. We show that standard randomized rounding
can be used to obtain an O(logn/ log logn) approximation. In other words there is no need
to use dependent rounding for the multipath congestion minimization problem. There is also
a concrete advantage to the simpler rounding. It allows us to improve the approximation to
O(log d/ log log d) when the paths have only d edges; this improvement requires the use of
the Lovasz local lemma (LLL) and its constructive version [15, 10]. As far as we are aware
this improvement is not easy to obtain via the dependent rounding approach.

One of our goals is to highlight multiroute flows. These flows were originally introduced
by Kishimoto et al. [13] and some of their properties have been clarified by Aggarwal and
Orlin [1]. Multiroute flows are a useful concept when considering fault-tolerance in networks,
and it appears that they are less well known in the theoretical computer science literature
although there have been several previous applications [3, 14, 4].

Finally, the simpler algorithm presented here inspired the following algorithmic question
that we briefly describe although it is not the main focus of this paper. Given an s-t flow in a
directed graph G = (V,E) it is well-known that it can be decomposed into paths and cycles in
O(nm) time where n = |V | andm = |E|. The corresponding question for multiroute flows has
not been explored systematically. Given an s-t k-route flow (see Section 2 for definitions and
background on multiroute flows) how fast can we decompose it into a collection of elementary
k-flows? The existence of a polynomial time algorithm follows from the properties of these
flows [1]. The MS thesis of the second author [11] describes faster exact and approximation
algorithms for the multiroute flow decomposition problem.

2 Background on multiroute flows

We will assume that graphs are directed for the rest of the paper. Unless otherwise noted,
we will use n and m to represent the number of nodes and edges of a graph in question,
respectively.

Network flow and flow decomposition: Given a directed graph G = (V,E) with non-
negative capacities ce on each edge e ∈ E, a network flow is defined as a function f : E → R+.
We will often express flows as vectors to help differentiate them from scalar values; for a
given flow f written in this way, fe is the flow value on an edge e. A feasible flow of k units
from a source node s to a target node t is a flow f such that
1. The flow value fe on each edge e ∈ E satisfies 0 ≤ fe ≤ ce,
2. k units of flow leave vertex s and enter vertex t, i.e.,∑

e=(s,u)

fe −
∑

e=(u,s)

fe =
∑

e=(u,t)

fe −
∑

e=(t,u)

fe = k, and

3. f satisfies the flow conservation property: for each vertex v ∈ V \ {s, t},∑
e=(u,v)

fe =
∑

e=(v,u)

fe.

The above definition characterizes network flows based on the flow value assigned to
each edge in the graph; we will refer to such formulations as edge-based flows. It is often
beneficial to also consider an equivalent formulation of network flows, the path-based flow.
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Let Pst be the set of all paths from s to t. In the path based formulation, an s-t flow in
a graph G is defined as a function f : Pst → R+. Although this definition works with
an implicit and exponential sized set Pst, there are several advantages to this view. The
path-based and edge-based formulations of s-t flows are “equivalent” in a certain sense. One
can see that a path-based flow induces an edge-based flow of the same value, and conversely,
flow-decomposition allows one convert an edge-based acyclic flow into a path-based flow of
the same value (note that the decomposition is not unique). Such a decomposition can be
computed in O(nm) time.

Multiroute aka k-route flows: Let k be a non-negative integer. Given a directed graph
G = (V,E) and two distinct nodes s, t ∈ V , an elementary k-flow from s to t is defined
as an s-t flow of k total units, consisting of 1 unit sent along each of k edge-disjoint s-t
paths. Equivalently we can view an elementary k-flow as a tuple (p1, p2, . . . , pk) where each
pi ∈ Pst and the paths p1, p2, . . . , pk are mutually edge-disjoint. Let P(k)

st be the set of all
elementary k-flows from s to t in G. We will some times use the notation p̄ to denote an
elementary k-flow in P(k)

st . A k-route s-t flow is defined as f : P(k)
st → R+, in other words, as a

non-negative sum of elementary k-flows. The value of a k-route flow f is simply
∑
p̄∈P(k)

st
f(p̄).

A k-route flow f is feasible if the total flow on any edge is at most its capacity c(e); that is,∑
p̄3e f(p̄) ≤ c(e) for each e. Note that the case of k = 1 is simply the standard definition of

flow via the path formulation.
Two natural questions arise. Can a maximum k-route flow be computed efficiently?

Second, what is the relationship between standard flows and k-route flows. The first question
is easy to answer. One can write a natural LP relaxation for the maximum k-route flow
based on the definition, however, the number of variables is |P(k)

st | and hence exponential in
the graph size. However, the number of non-trivial constraints is only m and one see that
the separation oracle for the dual LP is poly-time solvable via min-cost flow. However, there
are much faster algorithms via a crucial property that connects k-route flows to standard
flows (1-route flows). We have defined k-route flows via a path formulation. We say that an
edge-based flow f : E → R+ is a k-route flow if it can be decomposed into a k-route flow.
More formally f is a k-route flow if there is a g : P(k)

st → R+ such that f(e) =
∑
p̄3e g(p̄).

The following theorem, first proved by Kishimoto [12] and subsequently simplified by
Aggarwal and Orlin [1], gives a simple necessary and sufficient condition for a flow to be a
k-route flow. See Figure 1. This condition is related to the integer decomposition property
of polytopes defined by totally unimodular matrices [2].

I Theorem 1 ([12, 1]). An acyclic edge-based s-t flow f : E → R+ can be decomposed into
an s-t k-route flow if and only if f(e) ≤ v/k for each e ∈ E, where v is the value of f .

The proof of the preceding theorem gives a polynomial time algorithm for the decompo-
sition. Recently we have improved the running time for the decomposition; details can be
found in [11].

Aggarwal and Orlin describe an algorithm that finds a maximum s-t k-route flow via
min{k, log(kU)} standard maximum flow computations. Here U is the maximum capacity of
any edge in the graph. Note that the algorithm returns an edge-based multiroute flow.

3 Multipath routing via multiroute flows

In this section we consider the multipath minimum congestion routing problem via multiroute
flows. We are given a directed network G = (V,E) along with h commodities, each of which
consists of a pair of vertices (si, ti) in G. For each commodity (si, ti), the node si is referred
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s t

e1

0.5

e4 0.1

e3
0.3

e2 0.1

(a)

s t

e1

0.6

e4 0.1

e3
0.3

e2 0.1

(b)

Figure 1 The flow in (a) is decomposable into a 2-route flow by sending 0.3 units of flow along
e1 and e3, 0.1 units of flow along e1 and e2, and 0.1 units of flow along e1 and e4. The flow in (b)
is not decomposable into a 2-route flow; the 0.6 units of flow on edge e1 presents a bottleneck to
obtaining a valid decomposition.

to as the source node, and the node ti is referred to as the sink node. For each commodity
we are also given an integer ki which is the number of edge-disjoint paths needed for pair i.
For notational simplicity we will assume that ki = k for all i. It is easy to generalize the
entire approach when ki are different. The goal is to find for each i an elementary k-flow
p̄i ∈ P(k)

st such that the congestion induced by the path collection in ∪ip̄i is minimized. The
whole approach can also be generalized to the setting where pairs have demands and edges
have capacities and the goal is to minimize the relative congestion. We avoid this general
version for notational simplicity.

As we mentioned, Srinivasan [18, 9] considered the version of the problem where the
elementary k-flow for each i has to be chosen from a given set of disjoint path collection
Pi ⊆ Pst. Here we consider the version where the algorithm is not given such a path collection.
(We later show that the given paths case can be treated as a special case.) We write two
different relaxations, one based on the path based definition of multiroute flows and the
other based on the edge based definition (via Theorem 1).

Figure 2 describes the path-based formulation. For ease of notation we will assume that
the pairs are distinct (otherwise we can add dummy terminals to achieve this) and hence P(k)

siti

for the different i are distinct. For each p̄ ∈ ∪iP(k)
siti we have a flow variable x(p̄) indicating

the amount of flow that is sent on the elementary k-flow p̄. The natural constraints are that
the total k-route flow for (si, ti) is 1 for each i. The goal is to minimize the maximum flow on
any edge e which is the variable C. This is the same as minimizing the maximum congestion
since we are working with the case when all capacities are 1.

Figure 3 describes the edge-based formulation. Here we have variables xi,e to indicate the
flow for pair i on edge e. In addition to flow conservation constraints we seek a total flow of
k units from si to ti. The goal is again to minimize the maximum flow on any edge e which
is the variable C. Note that we include the constraint that xi,e ≤ 1 for each e and each i.
This is crucial. If we did not include this constraint we would not be able to guarantee that
the flow for pair i defined by the variables xi,e is a k-route flow. We observe that [8] write
this same relaxation.

The proof of the following lemma easily follows from Theorem 1. We note that the
constraint xi,e ≤ 1 is necessary.

I Lemma 2. The two LP relaxation are equivalent in that any feasible solution to one can
be used to define a corresponding feasible solution of the same or better value to the other.
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minC∑
p̄∈P(k)

siti

x(p̄) = 1 i = 1, . . . , h

h∑
i=1

∑
p̄∈P(k)

siti
,e∈p̄

x(p̄) ≤ C e ∈ E

x(p̄) ≥ 0 p̄ ∈ ∪iP(k)
siti

Figure 2 LP relaxation for multipath congestion minimization via path-based flows.

minC∑
e=(w,v)∈E

xi,e −
∑

e=(v,w)∈E

xi,e = 0 v ∈ V \ {si, ti}, i = 1, . . . , h

∑
e=(si,v)∈E

xi,e −
∑

e=(v,si)∈E

xi,e = k i = 1, . . . , h

h∑
i=1

xi,e ≤ C e ∈ E

xi,e ∈ [0, 1] e ∈ E, i = 1, . . . , h

Figure 3 LP relaxation for multipath congestion minimization via edge-based flows.

Proof. We sketch the more interesting direction. Consider a feasible solution the edge-based
LP. Consider any commodity i and the si-ti flow of k units induced by the variables xi,e.
Since xi,e ≤ 1 for each e this flow satisfies the conditions of Theorem 1 and hence can be
decomposed into a path-based k-route flow of value 1. We do this decomposition for each i
to generate a path-based flow solution. It is easy to see that it is feasible for the path-based
LP. J

We observe that the path-based LP can be solved in polynomial time. There are two
ways to see this. One way is to note that the separation oracle for the dual of the path-based
LP is min-cost flow. The other way is via the equivalence shown in Lemma 2 since the
edge-based LP is a polynomial sized formulation; one can decompose the edge-based flow for
each pair i into a path based flow via Theorem 1.

In [8] the following rounding strategy is used. They first solve the edge-based flow LP.
Let C∗ be the congestion in the fractional solution. We will assume without loss of generality
that C∗ ≥ 1 since we know that 1 is a lower bound on the optimum integral solution. For
each commodity i the xi,e variables define a flow of value k. They do a standard flow
decomposition of this flow to obtain a collection of paths Qi = {pi,1, . . . , pi,`i

} ⊂ Psiti and
associated fractions αi,1, . . . , αi,`i

such that
∑
j αi,j = k and 0 ≤ αi,j ≤ 1. Then they apply

the dependent rounding scheme of Srinivasan or the variant developed in [7] to select exactly
k paths from Qi. They do this process independently for each commodity i. They exploit
the negative correlation properties of the dependent rounding which implies that the process
behaves as if the paths are chosen independently and hence one can apply Chernoff-bound
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style analysis and the union bound. This allows one to show that the congestion obtained
by the rounding is, with high probability, O(logn/ log logn · C∗). One can, via well-known
Chernoff-inequalities, also show related bounds that provide improved bounds when C∗ is
large.

The main issue with the above rounding is the fact that the path collection Qi obtained
via standard flow-decomposition is not guaranteed to give a collection of disjoint paths. Thus,
the k paths chosen for (si, ti) may not in fact be edge disjoint.

Randomized rounding via k-route flows: It is convenient to describe our rounding algo-
rithm via the path-based LP formulation. We solve the LP to find a fractional solution with
congestion C∗. Note that the LP solution gives us for each i a k-route flow of value 1. More
formally for each i we have a collection Qi = {p̄i,1, . . . , p̄i,`i

} where p̄i,j ∈ P(k)
siti for each j,

and also associated non-negative numbers αi,1, . . . , αi,`i such that
∑
j αi,j = 1. Note that

we have a convex combination over elementary k-flows for each i. Now we can perform a
simple randomized rounding similar to what Raghavan and Thompson did for the standard
congestion minimization problem. For each i, we independently pick a single elementary
k-flow p̄i,j from Qi where the probability of picking it is exactly αi,j . Since we are picking an
elementary k-flow for each i, we are guaranteed that the k paths for each i are edge disjoint.
We can use the same standard argument as in [17] to argue that the congestion induced
by this randomized rounding is O(logn/ logn · C∗). Note that we do not need to use any
dependent rounding techniques since all the work has been done for us via the multiroute
flow based LP relaxation.

For the sake of completeness we prove the desired bound on the congestion. We first
state the standard Chernoff bound that we need (see [16]).

I Theorem 3. Let X1, . . . , Xn be n independent random variables (not necessarily distributed
identically), with each variable Xi taking a value of 0 or vi for some value 0 < vi ≤ 1. Then
for X =

∑n
i=1Xi, E[X] ≤ µ, and δ > 0,

Pr[X ≥ (1 + δ)µ] <
(

eδ

(1 + δ)(1+δ)

)µ
.

I Lemma 4. With probability 1− 1/poly(n), the congestion resulting from the randomized
rounding algorithm is O(logn/ log logn · C∗).

Proof. For each edge e ∈ E, define Xi,e to be a binary random variable where Xi,e = 1
if e lies on one of the si-ti paths making up the elementary k-flow chosen by the above
randomized rounding scheme, and 0 otherwise. Note that E[Xi,e] = xi,e is the total flow on
e for commodity i. Let Ye =

∑
i∈[h]Xi,e be the random variable which is the total number

of paths using edge e in the chosen solution. Note that

E[Ye] =
∑
i∈[h]

E[Xi,e] =
∑
i∈[h]

∑
j∈[`i]:e∈p̄i,j

x(p̄i,j) =
∑
i∈[h]

xi,e ≤ C∗.

In the above we use the fact that any edge e belongs only to one of the paths of an elementary
k-flow since the paths making up the elementary k-flow are by definition edge disjoint. For
any edge e ∈ E, the variables Xi,e, i ∈ [h] are independent via the rounding procedure;
therefore, the bound in Theorem 3 applies. Choose δ such that (1 + δ) = c lnn

ln lnn for some
constant c that will be determined later. Assume n > e so that ln lnn− ln ln lnn > 0.5 ln lnn.
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By letting µ = C∗ ≥ 1 in Theorem 3, we then have

Pr[Ye ≥ (1 + δ)C∗] <
(

eδ

(1 + δ)(1+δ)

)C∗
≤ eδ

(1 + δ)(1+δ) (*)

≤ e(1+δ)

(1 + δ)(1+δ)

=
(

c lnn
e ln lnn

)(−c lnn/ ln lnn)

= exp((ln c/e+ ln lnn− ln ln lnn)(−c lnn/ ln lnn))
≤ exp(0.5 ln lnn(−c lnn/ ln lnn))

≤ 1
nc/2

There are at most n2 edges, so by the union bound, we have

Pr
[

max
e∈E

Ye ≥ (1 + δ)C∗
]
≤
∑
e∈E

Pr[Ye ≥ (1 + δ)C∗]

≤ n2 · 1
nc/2

= n2−c/2.

Choosing c = 8 makes the claim fail to hold with probability at most 1
n2 , and ensures

that the inequality marked with (*) above is true (this choice of c ensures that the value of
the expression within parenthesis is less than 1). This probability can be made arbitrarily
small by increasing c. Because

(1 + δ)C∗ = (c lnn/ ln lnn)C∗ = O(logn/ log logn) · C∗,

this completes the proof. J

Using variants of the Chernoff bounds we can prove the following two lemmas as well.
These bounds show improved relative bounds on the congestion when C∗ is large. One can
also show similar analysis if the capacities are large compared to the demands. The analysis
is standard and we omit details in this version.

I Lemma 5. If C∗ ≥ 1, then for any δ with 0 ≤ δ ≤ 1, there exists some constant c > 0
such that the congestion resulting from the randomized rounding algorithm is no more than
(1 + δ)C∗ + c logn/δ2 with probability 1− 1/nΩ(c).

I Lemma 6. There is a constant c > 1 such that if C∗ ≥ c lnn, then with high probability,
the congestion of the rounding algorithm is at most C∗ +

√
C∗(c lnn).

3.1 Short paths and improved congestion via local lemma
In this section we point to another advantage of the simple rounding that we described in
the preceding section. Consider the basic congestion minimization problem when k = 1. It is
known that if all the flow paths in the fractional solution are “short”, then the congestion
bound improves. More formally, if all the paths in the decomposition have at most d edges
then one can obtain an integral solution with congestion O(log d/ log log d · C∗) [19]. This
can be substantially better than the bound of O(logn/ log logn · C∗) when d� n. One can
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minC∑
e=(w,v)∈E

xi,e −
∑

e=(v,w)∈E

xi,e = 0 v ∈ V \ {si, ti}, i = 1, . . . , h

∑
e=(si,v)∈E

xi,e −
∑

e=(v,si)∈E

xi,e = k i = 1, . . . , h

h∑
i=1

xi,e ≤ C e ∈ E∑
e∈E

xi,e ≤ d i = 1, . . . , h

xi,e ∈ [0, 1] e ∈ E, i = 1, . . . , h

Figure 4 LP relaxation for multipath congestion minimization with additional constraint to limit
the number of edges used in the flow to at most d.

also ensure that the flow paths are short by solving a path-based LP relaxation with the
restriction that the flow is only on paths with at most d edges. The rounding that achieves
the improved bound relies on the Lovász local lemma. LLL based analysis does not yield a
polynomial-time. Srinivasan [19] obtained a polynomial-time algorithm by derandomizing
the LLL based algorithm. More recently, building on the constructive version of the LLL
due to Moser and Tardos [15], Haupeler, Saha and Srinivasan [10] obtained a much simpler
randomized polynomial time algorithm that achieves a congestion of O(log d/ log log d · C∗).
In fact they consider a general class of min-max integer programs, and one can cast the
single path routing problem as a special case after the flow-decomposition. In the general
setting of min-max integer programs the structure of the routing problem is not relevant for
the bound we seek. The only parameter that matters is the maximum number of constraints
that any variable participates in, which corresponds to the length of the flow paths.

Now suppose we consider the multipath routing problem. The multiroute flow based path
LP formulation can be easily seen to be a special case of min-max integer programs considered
in [10]. We can thus obtain an improved congestion bound of O(log d/ log log d ·C∗) where d
is the maximum number of edges in any elementary k-flow. The following natural question
then arises. Find a fractional multipath routing for the given instance with the additional
constraint that for each pair (si, ti) the elementary flow chosen has at most d edges. For single
path setting this LP can be solved in polynomial time since the separation oracle for the dual
LP can be seen to be the constrained shortest path problem which is polynomial-time solvable.
Unfortunately the corresponding separation oracle for the multipath case is NP-Hard even
when k = 2. Nevertheless, we can apply a simple trick to obtain a bi-criteria approximation.
We can ensure that each elementary k-flow has at most 2d edges as follows.

We consider the following relaxation which adds additional constraints to the edge-based
relaxation from Figure 3. The additional constraint says that for each commodity i, the
total number of edges used is at most d in a fractional sense.

We now describe the modification to the rounding algorithm. As before we consider
each commodity i and consider the k-route flow given by the variables xi,e. We decompose
this into a path based flow to obtain a collection Qi = {p̄i,1, . . . , p̄i,`i

} of elementary k-flows
between si and ti. Abusing notation, we let amount of flow on p̄i,j as x(p̄i,j). Note that∑
j x(p̄i,j) = 1. Let dj be the number of edges in p̄i,j . From the constraint in the LP on
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minC∑
p∈Pi

y(p) = k i = 1, . . . , h

h∑
i=1

∑
p∈Pi,e∈p

y(p) ≤ C e ∈ E

y(p) ∈ [0, 1] p ∈ ∪iPi

Figure 5 LP relaxation for multipath congestion minimization when paths for each pair are
specified.

∑
e xi,e we have that

∑
j djx(p̄i,j) ≤ d. Let Q′i ⊆ Qi be the subset of elementary k-flows

such that each of them contains at most 2d edges. It is easy to see, via Markov’s inequality,
that

∑
j∈Q′

i
x(p̄i,j) ≥ 1/2. By scaling up the fractional values of the elementary k-flows in

Q′i by 2 we obtain a feasible solution to the path-based LP using only elementary k-flows
which have at most 2d edges. We have thus found a feasible fractional solution to the path
LP formulation with the following guarantees: (i) the congestion of the solution is at most
2C∗ where C∗ is the congestion of the original relaxation (ii) the support of the solution
consists of elementary k-flows for each commodity i which have at most 2d edges. We can
now apply the algorithm from [10] to round this solution to obtain a randomized algorithm
with congestion O(log d/ log log ·C∗). Note that there is nothing special about the factor of
2. We can obtain a trade off. For any ε > 0 we can ensure that the elementary k-flows have
at most (1 + ε)d edges while guaranteeing that the congestion is O( 1

ε · log d/ log log d · C∗).

3.2 Choosing paths from a given collection

Now we consider the setting that Srinivasan considered in his original paper where he assumes
that the input includes for each i, a collection of disjoint paths Pi. The goal is to select
exactly k paths from Pi for each i. We can handle this problem also via multiroute flow
decomposition. First, we consider the natural LP relaxation for this problem from [18]. For
simplicity we will again assume that the given h pairs are distinct and hence P〉 ∩ Pj = ∅
for i 6= j. We have a variable y(p) for each p ∈ ∪iPi to indicate whether p is chosen or not.
We require k paths to be chosen from each Pi and also that y(p) ∈ [0, 1]. Subject to these
conditions we minimize the congestion. The relaxation is formally specified in Figure 5.

Suppose we are given a feasible solution y to the preceding LP with congestion value C.
We claim that we can find a feasible solution x to the LP in Figure 2 with congestion value
at most C with the following additional condition: for any i, if x(p̄) > 0 for some p̄ ∈ P(k)

siti

then p̄ is a tuple of k paths from Pi. If this is true then we can do randomized rounding via
x as before and obtain the desired congestion bound while picking for each i exactly k paths
from Pi. Moreover, if the paths in ∪iPi are short we can obtain an improved congestion
bound via the algorithm described in the preceding subsection.

We now justify the claim. Suppose y is a feasible solution to the LP in Figure 5. Fix a
particular i. Without loss of generality Pi = {p1, p2, . . . , p`i

} for some `i ≥ k. Consider a
graph Hi with two nodes si, ti and `i parallel edges e1, e2, . . . , e`i

from si and ti with unit
capacities where ej corresponds to the path pj . We now create a flow of value k from si to ti
in Hi where the flow on edge ej is equal to y(pj). Note that y(pj) ≤ 1 for each pj . Thus, via
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Theorem 1, we can decompose this flow into a si-ti k-route flow in Hi. Suppose this k-route
flow is given by x′ : Q(k)

siti → [0, 1]. Here Q(k)
siti is the set of elementary k-flows in Hi; each

such elementary k-flow is a set of k distinct edges from {e1, e2, . . . , e`i}. For each q̄ ∈ Q
(k)
siti

there is a unique p̄ ∈ P(k)
siti where the edge ej maps to the path pj ; we set x(p̄) = x(q̄). We

set x(p̄) = 0 for all p̄ ∈ P(k)
siti which don’t correspond to an elementary k-flow in Hi. We do

this for each i and the resulting x is the claimed feasible solution to the LP in Figure 2. By
construction x satisfies (i)

∑
p̄∈P(k)

siti

x(p̄) = 1 for each i and (ii) if p̄ ∈ P(k)
siti and x(p̄) > 0

then p̄ is a set of k paths from Pi. It is also easy to check that the congestion induced by x
on any edge is the same as the congestion induced by y.
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Abstract
Given a non-negative n × m real matrix A, the matrix scaling problem is to determine if it is
possible to scale the rows and columns so that each row and each column sums to a specified
target value for it. The matrix scaling problem arises in many algorithmic applications, perhaps
most notably as a preconditioning step in solving linear system of equations. One of the most
natural and by now classical approach to matrix scaling is the Sinkhorn-Knopp algorithm (also
known as the RAS method) where one alternately scales either all rows or all columns to meet
the target values. In addition to being extremely simple and natural, another appeal of this
procedure is that it easily lends itself to parallelization. A central question is to understand the
rate of convergence of the Sinkhorn-Knopp algorithm.

Specifically, given a suitable error metric to measure deviations from target values, and an
error bound ε, how quickly does the Sinkhorn-Knopp algorithm converge to an error below ε?
While there are several non-trivial convergence results known about the Sinkhorn-Knopp al-
gorithm, perhaps somewhat surprisingly, even for natural error metrics such as `1-error or `2-error,
this is not entirely understood. In this paper, we present an elementary convergence analysis
for the Sinkhorn-Knopp algorithm that improves upon the previous best bound. In a nutshell,
our approach is to show (i) a simple bound on the number of iterations needed so that the
KL-divergence between the current row-sums and the target row-sums drops below a specified
threshold δ, and (ii) then show that for a suitable choice of δ, whenever KL-divergence is below δ,
then the `1-error or the `2-error is below ε. The well-known Pinsker’s inequality immediately al-
lows us to translate a bound on the KL divergence to a bound on `1-error. To bound the `2-error
in terms of the KL-divergence, we establish a new inequality, referred to as (KL vs `1/`2). This
new inequality is a strengthening of the Pinsker’s inequality that we believe is of independent in-
terest. Our analysis of `2-error significantly improves upon the best previous convergence bound
for `2-error.

The idea of studying Sinkhorn-Knopp convergence via KL-divergence is not new and has
indeed been previously explored. Our contribution is an elementary, self-contained presentation
of this approach and an interesting new inequality that yields a significantly stronger convergence
guarantee for the extensively studied `2-error.
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4:2 Error Analysis of the Sinkhorn-Knopp Algorithm for Matrix Scaling

1 Introduction

In the matrix scaling problem one is given an n×m non-negative matrix A, and positive
integer vectors r ∈ Zn>0 and c ∈ Zm>0 with the same `1 norm

∑n
i=1 ri =

∑m
j=1 cj = h. The

objective is to determine if there exist diagonal matrices R ∈ Rn×n and S ∈ Rm×m such that
the ith row of the matrix RAS sums to ri for all 1 ≤ i ≤ n and the jth column of RAS sums
to cj for all 1 ≤ j ≤ m. Of special importance is the case when n = m and r ≡ c ≡ 1n, the
n-dimensional all-ones vector – the (1,1)-matrix scaling problem wishes to scale the rows
and columns of A to make it doubly stochastic. This problem arises in many different areas
ranging from transportation planning [12, 26] to quantum mechanics [32, 1]; we refer the
reader to a recent comprehensive survey by Idel [15] for more examples.

One of the most natural algorithms for the matrix scaling problem is the following
Sinkhorn-Knopp algorithm [33, 34], which is known by many names including the RAS
method [4] and the Iterative Proportional Fitting Procedure [30]. The algorithm starts off
by multiplicatively scaling all the columns by the columns-sum times cj to get a matrix A(0)

with column-sums c. Subsequently, for t ≥ 0, it obtains the B(t) by scaling each row of A(t)

by the respective row-sum times ri, and obtain A(t+1) by scaling each column of B(t) by the
respective column sums time cj . More precisely,

A
(0)
ij := Aij∑n

i=1Aij
· cj ∀t ≥ 0, B

(t)
ij :=

A
(t)
ij∑m

j=1A
(t)
ij

· ri, A
(t+1)
ij :=

B
(t)
ij∑n

i=1B
(t)
ij

· cj

The above algorithm is simple and easy to implement and each iteration takes O(nnz(A)),
the number of non-zero entries of A. Furthermore, it has been known for almost five
decades [33, 34, 13, 35] that if A is (r, c)-scalable then the above algorithm asymptotically1
converges to a right solution. More precisely, given ε > 0, there is some finite t by which one
obtains a matrix which is “ε-close to having row- and column-sums r and c”.

However, the rate of convergence of this simple algorithm is still not fully understood.
Since the rate depends on how we measure “ε-closeness”, we look at two natural error
definitions. For any t, let r(t) := A(t)1m denote the vector of row-sums of A(t). Similarly, we
define c(t) := B(t)>1n to be the vector of the column-sums of B(t). Note that

∑n
i=1 r(t)

i =∑m
j=1 c(t)

j = h for all t. The error of the matrix At (the error of matrix Bt similarly defined)
is

`1-error : error1(At) := ||r(t) − r||1 `2-error : error2(At) := ||r(t) − r||2

In this note, we give simple convergence analysis for both error norms. Our result is the
following.

1 Computationally, this asymptotic viewpoint is unavoidable in the sense that there are simple examples
for which the unique matrix scaling matrices need to have irrational entries. For instance, consider
the following example from Rothblum and Schneider [29]. The matrix is

[1 1
1 2

]
with r ≡ c ≡ [1, 1]>.

The unique R and S matrices are
[

(
√

2 + 1)−1 0
0 (

√
2 + 2)−1

]
and

[√
2 0

0 1

]
, respectively, giving

RAS =
[

2−
√

2
√

2− 1√
2− 1 2−

√
2

]
.
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I Theorem 1. Given a matrix A ∈ Rn×m≥0 which is (r, c)-scalable, and any ε > 0, the
Sinkhorn-Knopp algorithm
1. in time t = O

(
h2 ln(nρ/ν)

ε2

)
returns a matrix At or Bt with `1-error ≤ ε.

2. in time t = O
(
ρh ln (nρ/ν) ·

( 1
ε + 1

ε2

))
returns a matrix At or Bt with `2-error ≤ ε.

Here h =
∑n
i=1 ri =

∑m
j=1 cj, ρ = max(maxi ri,maxj cj), and ν = mini,j:Aij>0 Aij

maxi,j Aij .

For the special case of n = m and r ≡ c ≡ 1n, we get the following as a corollary.

I Corollary 2. Given a matrix A ∈ Zn×n≥0 which is (1,1)-scalable, and any ε > 0, the
Sinkhorn-Knopp algorithm
1. in time t = O

(
n2 lnn
ε2

)
returns a matrix At or Bt with `1-error ≤ ε.

2. in time t = O
(
n lnn ·

( 1
ε + 1

ε2

))
returns a matrix At or Bt with `2-error ≤ ε.

I Remark. To our knowledge, the `1-error hasn’t been explicitly studied in the literature,
although for small ε ∈ (0, 1) the same can be deduced from previous papers on matrix
scaling [20, 14, 19, 16]. One of our main motivations to look at `1-error arose from the
connections to perfect matchings in bipartite graphs as observed by Linial, Samorodnitsky
and Wigderson [20]. For the `2 error, which is the better studied notion in the matrix
scaling literature, the best analysis is due to Kalantari et al [18, 19]. They give a Õ(ρh2/ε2)
upper bound on the number of iterations for the general problem, and for the special
case when m = n and the square matrix has positive permanent (see [18]), they give a
Õ(ρ(h2 − nh+ n)/ε2) upper bound. Thus, for (1,1)-scaling, they get the same result as in
Corollary 2. We get a quadratic improvement on h in the general case, and we think our
proof is more explicit and simpler.
I Remark. Both parts of Theorem 1 and Corollary 2 are interesting in certain regimes of
error. When the error ε is “small” (say, ≤ 1) so that 1/ε2 ≥ 1/ε, then statement 2 of
Corollary 2 implies statement 1 by Cauchy-Schwarz. However, this breaks down when ε

is “large” (say ε = δn for some constant δ > 0). In that case, statement 1 implies that in
O(lnn/δ2) iterations, the `1-error is ≤ δn, but Statement 2 only implies that in O(lnn/δ2)
iterations, the `2 norm is ≤ δn. This “large `1-error regime” is of particular interest for an
application to approximate matchings in bipartite graphs discussed below.

Applications to Parallel Algorithms for Bipartite Perfect Matching. As a corollary, we get
the following application, first pointed by Linial et al [20], to the existence of perfect matchings
in bipartite graphs. Let A be the adjacency matrix of a bipartite graph G = (L ∪R,E) with
Aij = 1 iff (i, j) ∈ E. If G has a perfect matching, then clearly there is a doubly stochastic
matrix X in the support of A. This suggests the algorithm of running the Sinkhorn-Knopp
algorithm to A, and the following claim suggests when to stop. Note that each iteration can
be run in O(1) parallel time with m-processors.

I Lemma 3. If we find a column (or row) stochastic matrix Y in the support of A such that
error1(Y ) ≤ ε, then G has a matching of size ≥ n(1− ε).

Proof. Suppose Y is column stochastic. Given S ⊆ L, consider
∑
i∈S,j∈ΓS Yij = |S| +∑

i∈S

(∑n
j=1 Yij − 1

)
≥ |S| −

∑n
i=1

∣∣∣∑n
j=1 Yij − 1

∣∣∣ ≥ |S| − n · error(Y ) ≥ |S| − nε. On
the other hand,

∑
i∈S,j∈ΓS Yij ≤

∑
j∈ΓS

∑n
i=1 Yij = |ΓS|. Therefore, for every S ⊆ L,

|ΓS| ≥ |S| − nε. The claim follows by approximate Hall’s theorem. J

I Corollary 4 (Fast Parallel Approximate Matchings). Given a bipartite graph G of max-degree
∆ and an ε ∈ (0, 1), O(ln ∆/ε2)-iterations of Sinkhorn-Knopp algorithm suffice to distinguish
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between the case when G has a perfect matching and the case when the largest matching in G
has size at most n(1− ε).

Thus the approximate perfect matching problem in bipartite graphs is in NC for ε as
small as polylogarithmic in n. This is not a new result and can indeed be obtained from the
works on parallel algorithms for packing-covering LPs [21, 36, 3, 23], but the Sinkhorn-Knopp
algorithm is arguably simpler.

1.1 Perspective
As mentioned above, the matrix scaling problem and in particular the Sinkhorn-Knopp
algorithm has been extensively studied over the past 50 years. We refer the reader to Idel’s
survey [15] and the references within for a broader perspective; in this subsection we mention
the most relevant works.

We have already discussed the previously best known, in their dependence on h, analysis
for the Sinkhorn-Knopp algorithm in Remark 1. For the special case of strictly positive
matrices, better rates are known. Kalantari and Khachiyan [16] showed that for positive
matrices and the (1,1)-scaling problem, the Sinkhorn-Knopp algorithm obtains `2 error ≤ ε
in O(

√
n ln(1/ν)/ε)-iterations; this result was extended to the general matrix scaling problem

by Kalantari et al [19]. In a different track, Franklin and Lorenz [13] show that in fact the
dependence on ε can be made logarithmic, and thus the algorithm has “linear convergence”,
however their analysis2 has a polynomial dependence of (1/ν). All these results use the
positivity crucially and seem to break down even with one 0 entry.

The Sinkhorn-Knopp algorithm has polynomial dependence on the error parameter and
therefore is a “pseudopolynomial” time approximation. We conclude by briefly describing
bounds obtained by other algorithms for the matrix scaling problem whose dependence on
ε is logarithmic rather than polynomial. Kalantari and Khachiyan [17] describe a method
based on the ellipsoid algorithm which runs in time O(n4 ln(n/ε) ln(1/ν)). Nemirovskii
and Rothblum [25] describe a method with running time O(n4 ln(n/ε) ln ln(1/ν)). The first
strongly polynomial time approximation scheme (with no dependence on ν) was due to Linial,
Samoridnitsky, and Wigderson [20] who gave a Õ(n7 ln(h/ε)) time algorithm. Rote and
Zachariasen [28] reduced the matrix scaling problem to flow problems to give a O(n4 ln(h/ε))
time algorithms for the matrix scaling problem. To compare, we should recall that Theorem 1
shows that our algorithm runs in time O(nnz(A)h2/ε2) time.

Very recently, two independent works obtain vastly improved running times for matrix
scaling. Cohen et al [9] give Õ(nnz(A)3/2) time algorithm, while Allen-Zhu et al [2] give
a Õ(n7/3 + nnz(A) · (n + n1/3h1/2)) time algorithm; the tildes in both the above running
times hide the logarithmic dependence on ε and ν. Both these algorithms look at the matrix
scaling problem as a convex optimization problem and perform second order methods.

2 Entropy Minimization Viewpoint of the Sinkhorn-Knopp Algorithm

There have been many approaches (see Idel [15], Section 3 for a discussion) towards analyzing
the Sinkhorn-Knopp algorithm including convex optimization and log-barrier methods [16,
19, 22, 5], non-linear Perron-Frobenius theory [24, 35, 13, 8, 16], topological methods [27, 6],
connections to the permanent [20, 18], and the entropy minimization method [7, 10, 11, 14]
which is what we use for our analysis.

2 [13] never make the base of the logarithm explicit, but their proof shows it can be as large as 1− 1/ν2.
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We briefly describe the entropy minimization viewpoint. Given two non-negative matrices
M and N let us define the Kullback-Leibler divergence3 between M and N as follows

D(M,N) := 1
h

∑
1≤i≤n

∑
1≤j≤m

Mij ln
(
Mij

Nij

)
(1)

with the convention that the summand is zero if both Mij and Nij are 0, and is∞ if Mij > 0
and Nij = 0. Let Φr be the set of n×m matrices whose row-sums are r and let Φc be the
set of n×m matrices whose column sums are c. Given matrix A suppose we wish to find
the matrix A∗ = arg minB∈Φr∩Φc D(B,A). One algorithm for this is to use the method of
alternate projections with respect to the KL-divergence [7] (also known as I-projections [10])
which alternately finds the matrices in Φr and Φc closest in the KL-divergence sense to the
current matrix at hand, and then sets the minimizer to be the current matrix. It is not too
hard to see (see Idel [15], Observation 3.17 for a proof) that the above alternate projection
algorithm is precisely the Sinkhorn-Knopp algorithm. Therefore, at least in this sense, the
right metric to measure the distance to optimality is not the `1 or the `2 error as described
in the previous section, but the rather the KL-divergence between the normalized vectors as
described below.

Let π(t)
r := r(t)/h be the n-dimensional probability vector whose ith entry is r(t)

i /h;
similarly define the m-dimensional vector π(t)

c . Let πr denote the n-dimensional probability
vector with the ith entry being ri/h; similarly define πc. Recall that the KL-divergence
between two probability distributions p, q is defined as DKL(p||q) :=

∑n
i=1 pi ln(qi/pi). The

following theorem gives the convergence time for the KL-divergence.

I Theorem 5. If the matrix A ∈ Rn×m≥0 is (r, c)-scalable, then for any δ > 0 there is a
t ≤ T = d

(
ln(1+2nρ/ν)

δ

)
e with either DKL(πr||π(t)

r ) ≤ δ or DKL(πc||π(t)
c ) ≤ δ..

Proof. Let Z := RAS be a matrix with row-sums r and column-sums c for diagonal matrices
R,S. Recall A0 is the matrix obtained by column-scaling A. Note that the minimum non-zero
entry of A0 is ≥ ν/n.

I Lemma 6. D(Z,A0) ≤ ln(1 + 2nρ/ν) and D(Z,At) ≥ 0 for all t.

Proof. By definition,

D(Z,A(t)) = 1
h

m∑
j=1

n∑
i=1

Zij ln
(
Zij

A
(t)
ij

)
= 1
h

m∑
j=1

cj
n∑
i=1

Zij
cj

ln
(
Zij

A
(t)
ij

)

For a fixed j, the vectors
(
Z1j
cj ,

Z2j
cj , . . . ,

Znj
cj

)
and

(
A

(t)
1j

cj ,
A

(t)
2j

cj , . . . ,
A

(t)
nj

cj

)
are probability

vectors, and therefore the above is a sum of cj-weighted KL-divergences which is always
non-negative. For the upper bound, one can use the fact (Inequality 27, [31]) that for any
two distributions p and q, D(p||q) ≤ ln(1 + ||p−q||22

qmin
) ≤ ln(1 + 2

qmin
) where qmin is the smallest

non-zero entry of q. For our purpose, we note that the minimum non-zero probability of the
A

(0)
j distribution being ≥ ν/nρ. Therefore, the second summand is at most ln(1 + 2nρ/ν)

giving us D(Z,A(0)) ≤ 1
h

∑m
j=1 cj · ln(1 + 2nρ/ν) = ln(1 + 2nρ/ν). J

3 The KL-divergence is normally stated between two distributions and doesn’t have the 1/h factor. Also
the logarithms are usually base 2.
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I Lemma 7.

D(Z,A(t))−D(Z,B(t)) = DKL(πr||π(t)
r ) and D(Z,B(t))−D(Z,A(t+1)) = DKL(πc||π(t)

c )

Proof. The LHS of the first equality is simply

1
h

m∑
j=1

n∑
i=1

Zij ln
(
B

(t)
ij

A
(t)
ij

)
= 1

h

m∑
j=1

n∑
i=1

Zij ln
(

ri
r(t)
i

)

= 1
h

n∑
i=1

ln
(

ri
r(t)
i

)
m∑
j=1

Zij

=
n∑
i=1

(ri
h

)
· ln
(

ri/h
r(t)
i /h

)

since
∑m
j=1 Zij = ri. The last summand is precisely DKL(πr||π(t)

r ). The other equation
follows analogously. J

The above two lemmas easily imply the theorem. If for all 0 ≤ t ≤ T , both DKL(πr||π(t)
r ) > δ

and DKL(πc||π(t)
c ) > δ, then substituting in Lemma 7 and summing we get D(Z,A(0)) −

D(Z,A(T+1)) > Tδ > ln(1 + 2nρ/ν) contradicting Lemma 6. J

Theorem 1 follows from Theorem 5 using connections between the KL-divergence and
the `1 and `2 norms. One is the following famous Pinsker’s inequality which allows us to
easily prove part 1 of Theorem 1. Given any two probability distributions p, q,

DKL(p||q) ≥ 1
2 · ||p− q||

2
1 (Pinsker)

Proof of Theorem 1, Part 1. Apply (Pinsker) on the vectors πr and π(t)
r to get

DKL(πr||π(t)
r ) ≥ 1

2h2 ||r
(t) − r||21

Set δ := ε2

2h2 and apply Theorem 5. In O
(
h2 ln(nρ/ν)

ε2

)
time we would get a matrix with

δ > DKL(πr||π(t)
r ) which from the above inequality would imply ||r(t) − r||1 ≤ ε. J

To prove Part 2, we need a way to relate the `2 norm and the KL-divergence. In order
to do so, we prove a different lower bound which implies Pinsker’s inequality (with a worse
constant), but is significantly stronger in certain regimes. To the best of our knowledge this
is a new bound which may be of independent interest in other domains. Below we state the
version which we need for the proof of Theorem 1, part 2. This is an instantiation of the
general inequality Lemma 9 whcih we prove in Section 3.

I Lemma 8. Given any pair of probability distributions p, q over a finite domain, define
A := {i : qi > 2pi} and B := {i : qi ≤ 2pi}. Then,

DKL(p||q) ≥ (1− ln 2) ·
(∑
i∈A
|qi − pi|+

∑
i∈B

(qi − pi)2

pi

)
(KL vs `1/`2)

Proof of Theorem 1, Part 2. We apply Lemma 8 on the vectors πr and π
(t)
r . Lemma 8

gives us
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DKL(πr||π(t)
r ) ≥ C ·

(
1
h

∑
i∈A
|r(t)
i − ri| + 1

h

∑
i∈B

(r(t)
i − ri)2

ri

)

≥ C

h

(∑
i∈A
|r(t)
i − ri| + 1

ρ

∑
i∈B

(r(t)
i − ri)2

)

where C = 1−ln 2. If the second summand in the parenthesis of the RHS is≥ 1
2 ||r

(t)−r||22, then
we get DKL(πr||π(t)

r ) ≥ C
2ρh ||r

(t) − r||22. Otherwise, we have DKL(πr||π(t)
r ) ≥ C√

2h ||r
(t) − r||2,

where we used the weak fact that the sum of some positive numbers is at least the square-root
of the sum of their squares. In any case, we get the following

DKL(πr||π(t)
r ) ≥ min

(
C

2ρh ||r
(t) − r||22,

C√
2h
||r(t) − r||2

)
(2)

To complete the proof of part 2 of Theorem 1, set δ := C

2ρh( 1
ε+ 1

ε2 ) and apply Theorem 5.

In O
(
ρh ln (nρ/ν) ·

( 1
ε + 1

ε2

))
time we would get a matrix with δ ≥ DKL(πr||π(t)

r ). If the
minimum of the RHS of (2) is the first term, then we get ||r(t) − r||22 ≤ ε2 implying the
`2-error is ≤ ε. If the minimum is the second term, then we get ||r(t) − r||2 ≤ ε√

2ρ < ε since
ρ ≥ 1. J

3 New Lower Bound on the KL-Divergence

We now establish a new lower bound on KL-divergence which yields (KL vs `1/`2) as a
corollary.

I Lemma 9. Let p and q be two distributions over a finite n-element universe. For any fixed
θ > 0, define the sets Aθ := {i ∈ [n] : qi ≥ (1 + θ)pi} and Bθ = [n] \ Aθ = {i ∈ [n] : qi ≤
(1 + θ)pi}. Then we have the following inequality

DKL(p||q) ≥
(

1− ln(1 + θ)
θ

)
·

(∑
i∈Aθ

|qi − pi|+
1
θ

∑
i∈Bθ

pi

(
qi − pi
pi

)2
)

(3)

When θ = 1, we get (KL vs `1/`2).

A Comparison of (Pinsker) and (KL vs `1/`2): To see why (KL vs `1/`2) generalizes
(Pinsker) with a weaker constant, note that

||p− q||21 =
(∑
i∈A
|qi − pi|+

∑
i∈B
|qi − pi|

)2

≤ 2
(∑
i∈A
|qi − pi|

)2

+ 2
(∑
i∈B

pi
|qi − pi|
pi

)2

The first parenthetical term above, since it is ≤ 1, is at most the first summation in the
parenthesis of (KL vs `1/`2). The second parenthetical term above, by Cauchy-Schwarz, is at
most the second summation in the parenthesis of (KL vs `1/`2). Thus (KL vs `1/`2) implies
DKL(p||q) ≥ (1−ln 2)

2 ||p− q||21. On the other hand, the RHS of (KL vs `1/`2) can be much
larger than that of (Pinsker). For instance, suppose pi = 1/n for all i, q1 = 1/n+ 1/

√
n, and

for i 6= 1, qi = 1/n− 1
(n−1)

√
n
. The RHS of (Pinsker) is Θ(1/n) while that of (KL vs `1/`2)

is Θ(1/
√
n) which is the correct order of magnitude for DKL(p||q).

SOSA 2018
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Proof of Lemma 9: We need the following fact which follows from calculus; we provide a
proof later for completeness.

I Lemma 10. Given any θ > 0, define aθ := ln(1+θ)
θ and bθ := 1

θ

(
1− ln(1+θ)

θ

)
. Then,

For t ≥ θ, (1 + t) ≤ eaθt
For t ≤ θ, (1 + t) ≤ et−bθt2

Define ηi := qi−pi
pi

. Note that Aθ = {i : ηi > θ} and Bθ is the rest. We can write the
KL-divergence as follows

DKL(p||q) :=
n∑
i=1

pi ln(pi/qi) = −
n∑
i=1

pi ln(1 + ηi)

For i ∈ Aθ, since ηi > θ, we upper bound (1 + ηi) ≤ eaθηi using Fact 10. For i ∈ Bθ, that is
ηi ≤ θ, we upper bound (1 + ηi) ≤ eηi−bθη

2
i using Fact 10. Lastly, we note

∑
i piηi = 0 since

p, q both sum to 1, implying
∑
i∈Bθ piηi = −

∑
i∈Aθ piηi. Putting all this in the definition

above we get

DKL(p||q) ≥ −aθ ·
∑
i∈Aθ

piηi −
∑
i∈Bθ

piηi + bθ
∑
i∈Bθ

piη
2
i = (1− aθ)

∑
i∈Aθ

piηi + bθ
∑
i∈Bθ

piη
2
i

The proof of inequality (3) follows by noting that bθ = 1−aθ
θ . J

Proof of Lemma 10. The proof of both facts follow by proving non-negativity of the relevant
function in the relevant interval. Recall aθ = ln(1 + θ)/θ and bθ = 1

θ (1− aθ). We start with
the following three inequalities about the log-function.

For all z > 0, z + z2/2 > (1 + z) ln(1 + z) > z and ln(1 + z) > z − z2/2 (4)

The third inequality in (4) implies aθ > 1− θ/2 and thus, bθ < 1/2. The first inequality in
(4) implies aθ <

1+ θ
2

1+θ which in turn implies bθ > 1/2(1 + θ). For brevity, henceforth let us
lose the subscript on aθ and bθ.

Consider the function f(t) = eat − (1 + t). Note that f ′(t) = aeat − 1 which is increasing
in t since a > 0. So, for any t ≥ θ, we have f ′(t) ≥ aeaθ − 1 = (1+θ) ln(1+θ)

θ − 1 ≥ 0, by the
second inequality in (4). Therefore, f is increasing when t ≥ θ. The first part of Fact 10
follows since f(θ) = 0 by definition of a.

Consider the function g(t) = et(1−bt) − (1 + t). Note that g(0) = g(θ) = 0. We break the
argument in two parts: we argue that g(t) is strictly positive for all t ≤ 0, and that g(t) is
strictly positive for t ∈ (0, θ). This will prove the second part of Fact 10.

The first derivative is g′(t) = (1− 2bt)et(1−bt) − 1 and the second derivative is g′′(t) =
et(1−bt)

(
(1− 2bt)2 − 2b

)
. Since b < 1/2, we have 2b < 1, and thus for t ≤ 0, g′′(t) > 0.

Therefore, g′ is strictly increasing for t ≤ 0. However, g′(0) = 0, and so g′(t) < 0 for all t < 0.
This implies g is strictly decreasing in the interval t < 0. Noting g(0) = 0, we get g(t) > 0
for all t < 0. This completes the first part of the argument.

For the second part, we first note that g′(θ) < 0 since b > 1
2(1+θ) . That is, g is strictly

decreasing at θ. On the other hand g is increasing at θ. To see this, looking at g′ is not
enough since g′(0) = 0. However, g′′(0) > 0 since b < 1/2. This means that 0 is a strict
(local) minimum for g implying g is increasing at 0. In sum, g vanishes at 0 and θ, and is
increasing at 0 and decreasing at θ. This means that if g does vanish at some r ∈ (0, θ),
then it must vanish once again in [r, θ) for the it to be decreasing at θ. In particular, g′
must vanish three times in (0, θ) and thus four times in [0, θ) since g′(0) = 0. This in turn



D. Chakrabarty and S. Khanna 4:9

implies g′′ vanishes three times in [0, θ) which is a contradiction since g′′ is a quadratic in t
multiplied by a positive term.

We end by proving (4). This also follows the same general methodology. Define p(z) :=
(1 + z) ln(1 + z)− z and q(z) := p(z)− z2/2. Differentiating, we get p′(z) = ln(1 + z) > 0
for all z > 0, and q′(z) = ln(1 + z) − z < 0 for all z > 0. Thus, p is increasing, and q is
decreasing, in (0,∞). The first two inequalities of (4) follow since p(0) = q(0) = 0. To see
the third inequality, define r(z) = ln(1 + z)− z+ z2/2 and observe r′(z) = 1

1+z − 1 + z = z2

1+z
which is > 0 if z > 0. Thus r is strictly increasing, and the third inequality of (4) follows
since r(0) = 0. J
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Abstract
We revisit the standard 0-1 knapsack problem. The latest polynomial-time approximation scheme
by Rhee (2015) with approximation factor 1 + ε has running time near Õ(n+ (1/ε)5/2) (ignoring
polylogarithmic factors), and is randomized. We present a simpler algorithm which achieves the
same result and is deterministic.

With more effort, our ideas can actually lead to an improved time bound near Õ(n+(1/ε)12/5),
and still further improvements for small n.
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1 Introduction

In the 0-1 knapsack problem, we are given a set of n items where the i-th item has weight
wi ≤W and profit pi > 0, and we want to select a subset of items with total weight bounded
by W while maximizing the total profit. In other words, we want to maximize

∑n
i=1 piξi

subject to the constraint that
∑n
i=1 wiξi ≤W over all ξ1, . . . , ξn ∈ {0, 1}.

This classic textbook problem is among the most fundamental in combinatorial optimiza-
tion and approximation algorithms, and is important for being one of the first NP-hard
problems shown to possess fully polynomial-time approximation schemes (FPTASs), i.e.,
algorithms with approximation factor 1 + ε for any given parameter ε ∈ (0, 1), taking time
polynomial in n and 1

ε .
Despite all the attention the problem has received, the “fine-grained complexity” of

FPTASs remains open: we still do not know the best running time as a function of n and 1
ε .

An O( 1
εn

3)-time algorithm via dynamic programming is perhaps the most often taught in
undergraduate algorithm courses. The first published FPTAS by Ibarra and Kim [6] from
1975 required Õ(n + ( 1

ε )4) time, where the Õ notation hides polylogarithmic factors in n
and 1

ε . Lawler [12] subsequently obtained a small improvement, but only in the hidden
polylogarithmic factors. For a long time, the record time bound was Õ(n+ ( 1

ε )3) by Kellerer
and Pferschy [10]. Recently, in a (not-too-well-known) Master’s thesis, Rhee [14] described a
new randomized algorithm running in Õ(n+ ( 1

ε )2.5) time. (Note that improved time bounds
of this form tell us how much accuracy we can guarantee while keeping near-linear running
time; for example, Rhee’s result implies that a (1 + n−2/5)-approximate solution can be
found in Õ(n) time.)

In this paper, we give a new presentation of an algorithm that has the same running
time as Rhee’s, with the added advantages of being deterministic and simpler: One part
of Rhee’s algorithm relied on solving several linear programs with two constraints, using a
Lagrangian relaxation and some sophisticated form of randomized binary search (although
I suspect known low-dimensional linear programming techniques might help). In contrast,
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Table 1 FPTASs for the 0-1 knapsack problem.

running time reference year
nO(1/ε) Sahni [15] 1975
O(n log n + ( 1

ε
)4 log 1

ε
) Ibarra and Kim [6] 1975

O(n log 1
ε

+ ( 1
ε
)4) Lawler [12] 1979

O(n log 1
ε

+ ( 1
ε
)3 log2 1

ε
) Kellerer and Pferschy [10] 2004

O(n log 1
ε

+ ( 1
ε
)5/2 log3 1

ε
) (randomized) Rhee [14] 2015

O(n log 1
ε

+ ( 1
ε
)5/2/2Ω(

√
log(1/ε))) (deterministic) Section 4

O(n log 1
ε

+ ( 1
ε
)12/5/2Ω(

√
log(1/ε))) (deterministic) Appendix A

O( 1
ε
n2) Lawler [12] 1979

O(( 1
ε
)2n log 1

ε
) Kellerer and Pferschy [9] 1999

Õ( 1
ε
n3/2) (randomized) Appendix B

O((( 1
ε
)4/3n + ( 1

ε
)2)/2Ω(

√
log(1/ε))) (deterministic) Appendix B

our approach bypasses this part completely. Ironically, the “new” approach is just a simple
combination of two previous approaches. Along the way, we also notice that the hidden
polylogarithmic factors in the second term can be eliminated; in fact, we can get speedup
of a superpolylogarithmic factor (2Ω(

√
log(1/ε))) by using the latest results on (min,+)-

convolution [2, 16], if we give up on simplicity.
In research, simplifying previous solutions can often serve as a starting point to obtaining

new improved solutions. Indeed, by combining our approach with a few extra ideas, we
can actually obtain a faster FPTAS for 0-1 knapsack running in Õ(n+ (1

ε )2.4) time. These
extra ideas are interesting (relying on an elementary number-theoretic lemma), but since
the incremental improvement is small and the algorithm is more complicated, we feel it is of
secondary importance compared to the simpler Õ(n+ ( 1

ε )2.5) algorithm (in the true spirit
of SOSA), and thus defer that result to the appendix. The appendix also describes some
further improved bounds for small n (see the bottom half of Table 1).

In passing, we should mention two easier special cases. First, for the subset sum problem,
corresponding to the case when pi = wi, Kellerer et al. [8] obtained algorithms with Õ( 1

εn)
and Õ(n+ ( 1

ε )2) running time. For the unbounded knapsack problem, where the variables
ξi are unbounded nonnegative integers, Jansen and Kraft [7] obtained an Õ(n+ ( 1

ε )2)-time
algorithm; the unbounded problem can be reduced to the 0-1 case, ignoring logarithmic
factors [5]. These methods do not adapt to the general 0-1 knapsack problem.

2 Preliminaries

First we may discard all items with pi ≤ ε
n maxj pj ; this changes the optimal value by at

most εmaxj pj , and thus at most a factor of 1 + ε. So we may assume that maxj pj

minj pj
≤ n

ε . By
rounding, we may assume that all pi’s are powers of 1 + ε. In particular, there are at most
m = O( 1

ε log n
ε ) distinct pi values.

We adopt a “functional” approach in presenting our algorithms, which does not need
explicit reference to dynamic programming, and makes analysis of approximation factors
more elegant:
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Given input I = {(w1, p1), . . . , (wn, pn)}, we consider the more general problem of
approximating the function

fI(x) := max
{

n∑
i=1

piξi :
n∑
i=1

wiξi ≤ x, ξ1, . . . , ξn ∈ {0, 1}
}

for all x ∈ R. Note that fI is a monotone step function (in this paper, “monotone” always
means “nondecreasing”). It is more convenient to define approximation from below: we say
that a function f̃ approximates a function f with factor 1 + ε if 1 ≤ f(x)

f̃(x)
≤ 1 + ε for all

x ∈ R. We say that f̃ approximates f with additive error δ if 0 ≤ f(x)− f̃(x) ≤ δ.
We can merge fI functions by the following easy observation: if I is the disjoint union

of I1 and I2, then fI = fI1 ⊕ fI2 , where the operator ⊕ denotes the (max,+)-convolution,
defined by the formula

(f ⊕ g)(x) = max
x′∈R

(f(x′) + g(x− x′)).

In the “base case” when the pi’s are all equal to a common value p, the function fI is easy
to compute, by the obvious greedy algorithm: the function values are −∞, 0, p, 2p, . . . , np
and the x-breakpoints are 0, w1, w1 + w2, . . . , w1 + · · · + wn, after arranging the items in
nondecreasing order of wi. We say that a step function is p-uniform if the function values
are of the form −∞, 0, p, 2p, . . . , `p for some `. Furthermore, we say that a p-uniform
function is pseudo-concave if the sequence of differences of consecutive x-breakpoints is
nondecreasing. When the pi’s are all equal, fI is indeed uniform and pseudo-concave. Thus,
the original problem reduces to computing a monotone step function that is a (1 +O(ε))-
factor approximation of the ⊕ of m = O( 1

ε log n
ε ) uniform, pseudo-concave, monotone step

functions.
The following facts provides the building blocks for all our algorithms.

I Fact 1. Let f and g be monotone step functions with total complexity O(`) (i.e., with O(`)
steps). We can compute f ⊕ g in
(i) `2/2Ω(

√
log `) time if f and g are p-uniform;

(ii) O(`) time if f is p-uniform, and g is p-uniform and pseudo-concave;
(iii) O((` + `′ · p

′

p ) log p′

p ) time if f is p-uniform, and g is p′-uniform and pseudo-concave
with complexity `′, and p′ is a multiple of p.

Proof. Without loss of generality, assume that the ranges of f and g are {−∞, 0, 1, 2, . . . , `}.
(i) Define f−1(y) to be the smallest x with f(x) = y (if no such x exists, define f−1(y) to

be supremum of all x with f(x) < y). Define g−1(y) similarly. Both f−1 and g−1 can be
generated in O(`) time. We can compute the (min,+)-convolution

(f ⊕ g)−1(y) = min
y′∈{0,1,...,`}

(f−1(y′) + g−1(y − y′))

for all y ∈ {0, 1, . . . , 2`} in O(`2) time naively. From (f ⊕ g)−1, we can obtain f ⊕ g in
O(`) time.
A slight speedup to `2/2Ω(

√
log `) time is known for the (min,+)-convolution problem, by

using Bremner et al.’s reduction to (min,+)-matrix multiplication [2] and Williams’ algo-
rithm for the latter problem [16] (which was originally randomized but was derandomized
later [4]). This improvement is not simple, however.
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(ii) For this part, Kellerer and Pferschy [10] have already described an O(` log `)-time
algorithm (the extra logarithmic factor does not matter to us in the end), but actually
we can directly reduce to a standard matrix searching problem [1]: computing the row
minima in an O(`)×O(`) matrix A satisfying the Monge property. To compute the above
(min,+)-convolution, we can set A[y, y′] = f−1(y) + g−1(y′ − y), and observe that the
Monge property A[y, y′] + A[y + 1, y′ + 1] ≤ A[y, y′ + 1] + A[y + 1, y′] is equivalent to
g−1(y′− y)− g−1(y′− y− 1) ≤ g−1(y′− y+ 1)− g−1(y′− y), which corresponds precisely
to the definition of pseudo-concavity of g. The well-known SMAWK algorithm [1] solves
the matrix searching problem in O(`) time.

(ii′) This part can be directly reduced to (ii) as follows. Say that a function h is shifted-p-
uniform if h+ a is p-uniform for some value a. The upper envelope of h1, . . . , hm refers
to the function h(x) = max{h1(x), . . . , hm(x)}.
We can express the given p-uniform function f as an upper envelope of p′

p shifted-p′-
uniform functions fi, each with complexity O(` pp′ ). For each i, we can compute fi ⊕ g
by (ii) (after shifting fi) in O(` pp′ + `′) time. The total time is O(p

′

p · (`
p
p′ + `′)). We

can then return the upper envelope of all these functions fi ⊕ g. Note that the upper
envelope of p

′

p step functions can be constructed in time linear in their total complexity
times log p

p′ , by sweeping the breakpoints from left to right, using a priority queue to
keep track of the current maximum. J

3 Two Known Methods with Exponent 3

We begin with two simple approximation approaches, one of which uses Fact 1(i) and the
other uses Fact 1(ii′).

I Lemma 1. Let f and g be monotone step functions with total complexity ` and ranges con-
tained in {−∞, 0}∪ [A,B]. Then we can compute a monotone step function that approximates
f ⊕ g with factor 1 +O(ε) and complexity Õ( 1

ε ) in
(i) O(`) + Õ(( 1

ε )2/2Ω(
√

log(1/ε))) time in general;
(ii) O(`) + Õ( 1

ε ) time if g is p-uniform and pseudo-concave.1

Proof. For a given b ∈ [A,B], we first describe how to compute an approximation2 of
min{f ⊕ g, b} with additive error O(εb) and complexity O( 1

ε ):
(i) In the general case, we just round the function values of min{f, b} and min{g, b} down

to multiples of εb (in O(`) time). The new functions min{f, b} and min{g, b} are (εb)-
uniform with complexity O( 1

ε ). We can then compute min{f ⊕ g, b} by Fact 1(i) in
O(( 1

ε )2/2Ω(
√

log(1/ε))) time.
(ii) In the case when g is p-uniform and pseudo-concave, we consider two subcases:

Case 1: p ≥ εb. We may assume that p is a multiple of εb, by adjusting ε by an
O(1) factor. We round the function values of min{f, b} down to multiples of εb. The
new function f is (εb)-uniform. We can then compute min{f ⊕ g, b} by Fact 1(ii′) in
Õ( 1

ε + b
p ·

p
εb ) = Õ( 1

ε ) time.

1 Throughout, we use the Õ notation to hide polylogarithmic factors not just in n and 1
ε , but also other

parameters such as B
A and 1

δ0
. Eventually, these parameters will be set to values which are polynomial

in n and 1
ε .

2 min{f, b} denotes the function F with F (x) = min{f(x), b}.
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Case 2: εb > p. We may assume that εb is a multiple of p, by adjusting ε by an
O(1) factor. We can round the function values of min{g, b} down to multiples of εb
while preserving pseudo-concavity (since each difference of consecutive x-breakpoints
in the new function is the sum of εbp differences in the old function); the rounding
causes additive error O(εb). We have now effectively made p equal to εb, and so Case
1 applies.

To finish the proof of (i) or (ii), we apply the above procedure to every b ∈ [A,B] that is
a power of 2, and return the upper envelope of the resulting O(log B

A ) functions. This gives
a (1 +O(ε))-factor approximation of f ⊕ g (since in the case when the function value lies
between b/2 and b, the O(εb) additive error for min{f ⊕ g, b} implies approximation factor
1 +O(ε)). The running time increases by a factor of O(log B

A ). J

I Lemma 2. Let f1, . . . , fm be monotone step functions with total complexity O(n) and
ranges contained in {−∞, 0} ∪ [A,B]. Then we can compute a monotone step function that
approximates f1 ⊕ · · · ⊕ fm with complexity Õ( 1

ε ) in
(i) O(n) + Õ(( 1

ε )2m/2Ω(
√

log(1/ε))) time in general;
(ii) O(n) + Õ( 1

εm
2) time if every fi is pi-uniform and pseudo-concave for some pi.

Proof.
(i) We use a simple divide-and-conquer algorithm: recursively approximate f1 ⊕ · · · ⊕ fm/2

and fm/2+1 ⊕ · · · ⊕ fm, and return a (1 + O(ε))-factor approximation of the ⊕ of the
two resulting functions, by using Lemma 1(i). Since the recursion tree has O(m) nodes
each with cost Õ(( 1

ε )2/2Ω(
√

log(1/ε))) (except for the leaf nodes, which have a total
additional cost O(n)), the total time is O(n) + Õ(m( 1

ε )2/2Ω(
√

log(1/ε))). However, since
the depth of the recursion is logm, the approximation factor increases to (1+O(ε))logm =
1 +O(ε logm). We can adjust ε by a factor of logm, which increases the running time
only by polylogarithmic factors.

(ii) We use a simple incremental algorithm: initialize f = f1; for each i = 2, . . . ,m, compute
a (1 +O(ε))-factor approximation of f ⊕ fi, by using Lemma 1(ii), and reset f to this
new function. The total time is O(n) + Õ(m · 1

ε ). However, the approximation factor
increases to (1 +O(ε))m = 1 +O(εm). We can adjust ε by a factor of m, which increases
the running time to O(n) + Õ(m · 1

ε/m ). J

Both the divide-and-conquer and incremental methods in Lemmas 2(i) and (ii) are known,
or are reinterpretations of known methods [9, 10, 14]. The divide-and-conquer method is
similar to the “merge-and-reduce” technique often used in streaming (and in fact immediately
implies a space-efficient streaming algorithm for the 0-1 knapsack problem). As m = Õ( 1

ε ),
both method happen to yield an 0-1 knapsack algorithm with roughly the same time bound,
near Õ(n+ ( 1

ε )3).

4 A Simpler Algorithm with Exponent 5/2

To improve the running time, we use a very simple idea: just combine the two methods!

I Theorem 3. Let f1, . . . , fm be monotone step functions with total complexity O(n) and
ranges contained in {−∞, 0} ∪ [A,B]. If every fi is pi-uniform and pseudo-concave for some
pi, then we can compute a monotone step function that approximates f1 ⊕ · · · ⊕ fm with
factor 1 +O(ε) and complexity Õ( 1

ε ) in O(n) + Õ(( 1
ε )3/2m/2Ω(

√
log(1/ε))) time.
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5:6 Approximation Schemes for 0-1 Knapsack

Proof. Divide the set of given functions into r subsets of mr functions, for a parameter r to
be specified later. For each subset, approximate the ⊕ of its m

r pseudo-concave functions
by Lemma 2(ii). Finally, return an approximation of the ⊕ of the r resulting functions, by
using Lemma 2(i). The total time is

O(n) + Õ

(
r

1
ε

(m
r

)2
+ (r − 1)

(
1
ε

)2
/ 2Ω(

√
log(1/ε))

)
.

Setting r =
⌈√

εm2c
√

log(1/ε)
⌉
for a sufficiently small constant c yields the theorem. J

I Corollary 4. There is a (1 + ε)-approximation algorithm for 0-1 knapsack with running
time O(n log 1

ε + ( 1
ε )5/2/2Ω(

√
log(1/ε))).

Proof. We apply the theorem with m = Õ( 1
ε ) and B

A = O(n
2

ε ). Initial sorting of the wi’s
takes O(n logn) time. (Note that we may assume n ≤ ( 1

ε )O(1), for otherwise we can switch
to Lawler’s algorithm [12]. In particular, logn = O(log 1

ε ).) J

This completes the description of our new simpler algorithm.

5 Closing Remarks

We have described how to compute approximations of the optimal value, but not a corre-
sponding subset of items. To output the subset, we can modify the algorithms to record extra
information whenever we apply Fact 1 to compute the ⊕ of two functions f and g. Namely,
for each step in the step function f ⊕ g, we store the corresponding steps from f and g that
define its y-value. Then a solution achieving the returned profit value can be retrieved by
proceeding backwards in a straightforward way (as in most dynamic programming algorithms).
Since we have performed a total of Õ(m) ⊕ operations to functions with complexity Õ( 1

ε ),
the total space usage is O(n) + Õ( 1

εm) = O(n) + Õ(( 1
ε )2). (The space bound can probably

be reduced by known space-reduction techniques [13, 9] on dynamic programming.)
The main open question is whether the running time can be improved to near O(n+( 1

ε )2).
Our improvements in the appendix will hopefully inspire future work. Note that any
improved subquadratic algorithm for (min,+)-convolution would automatically lead to
further improvements on the time bounds of our algorithms. The truly subquadratic
algorithm by Chan and Lewenstein [3] for bounded monotone integer sequences does not
seem applicable here for arbitrary weights, unfortunately. In the opposite direction, a variant
of a recent reduction of Cygan et al. [5] or Künnemann et al. [11] shows that there is no
algorithm for 0-1 (or unbounded) knapsack with O((n+ 1

ε )2−δ) running time, assuming the
conjecture that there is no truly subquadratic algorithm for (min,+)-convolution.
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A An Improved Algorithm with Exponent 12/5

In the appendix, we show how the ideas in our Õ(n+ ( 1
ε )5/2) algorithm can lead to further

improvements.
In what follows, we make an extra input assumption that all the pi’s are within a

constant factor of each other. This case is sufficient to solve the general problem, because
we can divide the input items into O(log n

ε ) classes with the stated property, and then
merge via Lemma 2(i). By rescaling, we assume that all pi’s are in [1, 2]. In this case, the
optimal fractional solution approximates the optimal integral solution with O(1) additive
error (since rounding the fractional solution causes the loss of at most one item), and the
optimal fractional solution can be found by the standard greedy algorithm. In other words,
with O(1) additive error, we can approximate fI by the step function with function values
−∞, 0, p1, p1 + p2, . . . , p1 + · · ·+ pn and the x-breakpoints 0, w1, w1 +w2, . . . , w1 + · · ·+wn,
after arranging the items in nondecreasing order of wi/pi. A solution with O(1) additive
error has approximation factor 1 +O(ε) if the optimal value is Ω( 1

ε ). Thus, we may assume
that the optimal value is upper-bounded by B = O( 1

ε ).

A.1 Refining the Second Method
To obtain further improvement, we will refine the second incremental method in Lemma 2(ii).
Recall that the inefficency of that method is due to the need to round in every iteration. We
observe that if all the pi’s are integer multiples of a small set of values, we do not need to
round as often, as explained in the following lemma.

For a set ∆, we say that p is a ∆-multiple if it is a multiple of δ for some δ ∈ ∆.

I Lemma 5. Let f1, . . . , fm be monotone step functions and ranges contained in {−∞, 0} ∪
[1, B]. Let ∆ ⊂ [δ0, 2δ0] and let b ∈ [1, B]. If every fi is pi-uniform and pseudo-concave for
some pi ∈ [1, 2] which is a ∆-multiple, then we can compute a monotone step function that
approximates min{f1 ⊕ · · · ⊕ fm, b} with additive error O(|∆|δ0) in Õ( 1

δ0
bm) time.

Proof. We use a simple incremental algorithm: Initialize f = −∞. In each iteration, take
one δ ∈ ∆. Round the function values of min{f, b} down to multiples of δ, which incurs
an additive error of O(δ) = O(δ0). The new function min{f, b} is now δ-uniform, with
complexity O( bδ ). For each not-yet-considered function fi with pi being a multiple of δ, reset
f to min{f⊕fi, b}, which can be computed exactly by Lemma 1(ii′) in Õ( bδ + b

pi
· pi

δ ) = Õ( bδ0 )
time. Repeat for the next δ ∈ ∆. The total time is Õ( bδ0m). The total additive error is
O(|∆|δ0). J

A.2 A Number-Theoretic Lemma
To use the above lemma efficiently, we need the following combinatorial/number-theoretic
lemma, stating that all numbers can be approximated well by integer multiples of a small set
of values.

I Lemma 6. Given ε < δ0 < 1, there exists a set ∆ ⊂ [δ0, 2δ0] of size Õ( δ0ε ), such that every
value p ∈ [1, 2] can be approximated by a ∆-multiple with additive error O(ε).

The set can be constructed in Õ( 1
ε ) time by a randomized algorithm.

Proof. Let P = {1, 1 + ε, 1 + 2ε, 1 + 3ε, . . . , 1 + b 1
εcε}. Then |P | = O( 1

ε ). In the stated
property, it suffices to consider only values p in P .
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Given p ∈ P and δ ∈ [δ0, 2δ0], p is approximated by a multiple of δ with additive error ε
iff 0 ≤ p− iδ ≤ ε for some integer i, i.e., iff δ lies in the set

Ip := [δ0, 2δ0] ∩
⋃
i

[
p− ε
i

,
p

i

]
where the union is over all integers i between 1−ε

2δ0 and 2
δ0
. Our goal is to find a small set ∆

of size Õ( δ0ε ) that hits Ip for all p ∈ P .
Now, each set Ip is a union of Θ( 1

δ0
) disjoint intervals of length Θ( ε

1/δ0 ) = Θ(εδ0) and thus
has measure Θ(ε). Thus, a uniformly distributed δ ∈ [δ0, 2δ0] lies in Ip with probability Θ( εδ0 ).
For a simple randomized construction, we can just choose O( δ0ε log |P |) values uniformly
from [δ0, 2δ0] and obtain a set ∆ that hits every Ip with high probability 1−O( 1

|P |c ) for any
constant c > 1. This yields a Monte Carlo algorithm, but it can be converted to Las Vegas,
since we can verify correctness of ∆ by generating and sorting all ∆-multiples in [1, 2] in
Õ(|∆| 1

δ0
) = Õ( 1

ε ) time. J

A.3 Putting the Refined Second Method Together
Applying Lemma 5 together with Lemma 6 now gives the following new result:

I Lemma 7. Let f1, . . . , fm be monotone step functions with ranges contained in {−∞, 0} ∪
[1, B]. If every fi is pi-uniform and pseudo-concave for some pi ∈ [1, 2], then we can compute
a monotone step function that approximates min{f1 ⊕ · · · ⊕ fm, B} with factor 1 +O(ε) and
complexity Õ( 1

ε ) in Õ( 1
ε

√
Bm) expected time, assuming B = Õ( 1

ε ).

Proof. For a given b ∈ [1, B], we first describe how to compute an approximation of
min{f1 ⊕ · · · ⊕ fm, b} with additive error O(εb) and complexity O( 1

ε ):
Construct the set ∆ of size Õ( δ0ε ) from Lemma 6 in Õ( 1

ε ) expected time for some parameter
δ0 > ε to be specified later. Generate and sort all ∆-multiples in [1, 2] in Õ(|∆| 1

δ0
) = Õ( 1

ε )
time. For each pi, round it down to a ∆-multiple with additive error O(ε) (e.g., by
binary search) and change fi accordingly. This multiplies the approximation factor by
1 +O(ε), and thus increases the additive error by at most O(εb). Now apply Lemma 5.
The additive error is O(|∆|δ0) = O( δ

2
0
ε ) = O(εb) by choosing δ0 := ε

√
b. The running

time is Õ( 1
δ0
bm) = Õ( 1

ε

√
bm). Note that the complexity of the resulting function can be

reduced to O( 1
ε ) by rounding down to multiples of εb.

To finish, we apply the above procedure to every b ∈ [1, B] that is a power of 2, and
then return the upper envelope of the resulting O(logB) functions. This gives a (1 +O(ε))-
factor approximation of min{f1 ⊕ · · · ⊕ fm, B}. The running time increases by a factor of
O(logB). J

As m = Õ( 1
ε ) and B = O( 1

ε ) in our application, the above lemma immediately gives an
alternative algorithm with near Õ(n+ ( 1

ε )5/2) running time. Notice that this alternative is
based solely on the second incremental method, without combining with the first divide-and-
conquer method. Naturally, it suggests the possibility that a combination might lead to a
further improvement. . .

A.4 Putting Everything Together
To this end, we first show that if the size of ∆ could be reduced (from O( δ0ε ) to, say, O( δ0rε ))
for some particular choice of δ0, then Lemma 7 could be improved (from Õ( 1

ε

√
Bm) time to

Õ( 1
r1/4ε

√
Bm)), by bootstrapping:
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I Lemma 8. Let f1, . . . , fm be monotone step functions with ranges contained in {−∞, 0} ∪
[1, B]. Let ∆ ⊂ [δ0, 2δ0] be a set of size O( δ0rε ) for some r ∈ [1, B2] where δ0 := r1/4ε

√
B. If

every fi is pi-uniform and pseudo-concave for some pi ∈ [1, 2] which is a ∆-multiple, then we
can compute a monotone step function that approximates min{f1 ⊕ · · · ⊕ fm, B} with factor
1 +O(ε) and complexity Õ( 1

ε ) in Õ( 1
r1/4ε

√
Bm) expected time, assuming B = Õ( 1

ε ).

Proof.
1. First compute an approximation of min{f1 ⊕ · · · ⊕ fm, B/s} with factor 1 + O(ε) and

complexity Õ( 1
ε ) by Lemma 7 in Õ( 1

ε

√
B/sm) time, for some parameter s ≥ 1 to be

specified later.
2. Next compute an approximation of min{f1 ⊕ · · · ⊕ fm, B} with additive error O(εB/s).

This can be done by applying Lemma 5. The additive error is O(|∆|δ0) = O( δ
2
0
rε ) =

O(εB/s) by choosing δ0 := ε
√

(r/s)B. The running time is Õ( 1
δ0
Bm) = Õ( 1

ε

√
(s/r)Bm).

To finish, we return the upper envelope of the two resulting functions. This gives a (1+O(ε))-
factor approximation of min{f1 ⊕ · · · ⊕ fm, B} (since in the case when the function value
exceeds B/s, the O(εB/s) additive error in the second function implies 1+O(ε) approximation
factor). Note that the complexity of the resulting function can be reduced to Õ( 1

ε ) by rounding
down to powers of 1 + ε, which multiplies the approximation factor by 1 +O(ε).

The total running time

Õ

(
1
ε

√
B/sm+ 1

ε

√
(s/r)Bm

)
is Õ( 1

r1/4ε

√
Bm) by setting s :=

√
r. J

To reduce the size of ∆, we combine the above with the first divide-and-conquer method
from Lemma 2(ii), which finally leads to our new improved result after fine-tuning the choice
of parameters:

I Theorem 9. Let f1, . . . , fm be monotone step functions with ranges contained in {−∞, 0}∪
[A,B]. If every fi is pi-uniform and pseudo-concave with pi ∈ [1, 2], then we can compute a
monotone step function that approximates min{f1 ⊕ · · · ⊕ fm, B} with factor 1 +O(ε) and
complexity Õ( 1

ε ) in Õ(( 1
ε )12/5/2Ω(

√
log(1/ε))) expected time if m,B = Õ( 1

ε ).

Proof. Construct the set ∆ of size Õ( δ0ε ) from Lemma 6 with δ0 := r1/4ε
√
B for some

parameter r to be specified later. Generate and sort all ∆-multiples in [1, 2] in Õ(|∆| 1
δ0

) =
Õ( 1

ε ) time. For each pi, round it down to a ∆-multiple with additive error O(ε) and change
fi accordingly. This multiplies the approximation factor by 1 +O(ε).

Divide ∆ into r subsets ∆1, . . . ,∆r each of size Õ( δ0rε ). For each subset ∆j , approximate
the ⊕ of all not-yet-considered functions fi with pi being a ∆j-multiple, by Lemma 8. Finally,
return an approximation of the ⊕ of the resulting r functions by using Lemma 2(i). The
total time is

Õ

(
1

r1/4ε

√
Bm + r

(
1
ε

)2
/ 2Ω(

√
log(1/ε))

)
= Õ

(
1
r1/4

(
1
ε

)5/2
+ r

(
1
ε

)2
/ 2Ω(

√
log(1/ε))

)
.

(1)

Setting r =
⌈
( 1
ε )2/52c

√
log(1/ε)

⌉
and δ0 = ε2/52(c/3)

√
log(1/ε) for a sufficiently small constant

c yields the theorem. J
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I Corollary 10. There is a (1 + ε)-approximation algorithm for 0-1 knapsack with expected
running time O(n log 1

ε + ( 1
ε )12/5/2Ω(

√
log(1/ε))).

Proof. In the case when all pi ∈ [1, 2], we apply the theorem with m = Õ( 1
ε ) and B = O( 1

ε ).
In addition, we take the greedy approximation and return the upper envelope of the two
resulting functions. As noted earlier, the general case reduces to the pi ∈ [1, 2] case, by
merging O(log n

ε ) functions via Lemma 2(i), taking additional ( 1
ε )2/2Ω(

√
log(1/ε)) time. Initial

sorting takes O(n logn) time. (As before, we may assume n ≤ ( 1
ε )O(1), for otherwise we can

switch to Lawler’s algorithm.) J

A.5 Derandomization
Our algorithm is randomized because of Lemma 6. In the proof of Lemma 6, instead of
random sampling, we can run the standard greedy algorithm for hitting set, with O( δ0ε log |P |)
iterations. We gather all the intervals of Ip over all p ∈ P . In each iteration, we find a deepest
point λ, i.e., a point that hits the most intervals, and delete the intervals in all the sets Ip
that are hit by λ. Initially, the total number of intervals is O( 1

δ0
|P |) = O( 1

δ0ε
), and this

bounds the total number of deletions as well. It is not difficult to design a data structure
that supports deletions, searching for the deepest point, and searching for the intervals hit
by a given point, all in logarithmic time per operation. Thus, the total time is Õ( 1

δ0ε
), which

is at most Õ(( 1
ε )2).

This adds an Õ(( 1
ε )2) term to the time bounds of Lemmas 7 and 8, and an Õ(r( 1

ε )2) to (1),
which slightly affects the final bound in the extra superpolylogarithmic factors. We can fix
this by modifying the proof of Lemma 7: if b ≥ ( 1

ε )0.1, we proceed as before and notice that
the construction time for ∆ is Õ( 1

δ0ε
) ≤ O( 1

ε2−Ω(1) ); but if b < ( 1
ε )0.1, we can switch to using

a singleton set ∆ = {ε} with δ0 = ε, which leads to running time Õ( 1
ε bm) ≤ Õ(( 1

ε )1.1m).
All this adds an extra Õ(( 1

ε )1.1m+ r · ( 1
ε )2−Ω(1)) term to (1), which does not affect the final

bound.

I Corollary 11. The algorithm in Corollary 10 can be made deterministic.

As before, the algorithm can be modified to compute not just an approximation of the
optimal value but also a corresponding subset of items.

B Variants for Small n

We note two further results which are better when n is small relative to 1
ε .

I Corollary 12. There is a (1 + ε)-approximation algorithm for 0-1 knapsack with expected
running time Õ( 1

εn
3/2).

Proof. In the case when all pi ∈ [1, 2], an Õ( 1
εn

3/2) time bound follows directly from
Lemma 7, since the number of distinct pi values is m ≤ n, and a trivial upper bound for the
maximum optimal value is B ≤ 2n.

As noted earlier, the general case reduces to the pi ∈ [1, 2] case, by merging O(log n
ε )

functions via Lemma 2(i), taking additional ( 1
ε )2/2Ω(

√
log(1/ε)) time. To avoid the merging

cost, we need to bypass Lemma 2(i). First, we can easily generalize Lemmas 5 and 7 to
compute f ⊕ f1 ⊕ · · · ⊕ fm for an arbitrary monotone step function f with complexity Õ( 1

ε ).
We can then apply Lemma 7 iteratively, with each iteration handling all pi ∈ [2j , 2j+1] (which
can be rescaled to [1, 2]), in increasing order of j. The approximation factor increases to
(1 + ε)O(log B

A ) = 1 +O(ε log B
A ). We can adjust ε by a logarithmic factor. J
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I Corollary 13. There is a (1 + ε)-approximation algorithm for 0-1 knapsack with running
time O((( 1

ε )4/3n+ ( 1
ε )2)/2Ω(

√
log(1/ε))).

Proof. Divide the input items into r subsets of nr items each. For each subset, apply the
method from Corollary 12. Finally, return an approximation of the ⊕ of the resulting r
functions by using Lemma 2(i). The total time is

Õ

(
r

1
ε

(n
r

)3/2
+ r

(
1
ε

)2
/2Ω(
√

log(1/ε))

)
.

Setting r =
⌈
ε2/3n2c

√
log(1/ε)

⌉
for a sufficiently small constant c yields the corollary. This

algorithm can be made deterministic as in Section A.5. The derandomization adds an extra
Õ(( 1

ε )1.1m+ r · ( 1
ε )2−Ω(1)) term, which does not affect the final bound. J

Corollary 12 gives the current best bound for n � ( 1
ε )2/3, and Corollary 13 gives the

current best bound for ( 1
ε )2/3 � n� ( 1

ε )16/15. For example, when n = 1
ε , Corollary 13 gives

Õ(( 1
ε )7/3), which is a little better than Õ(( 1

ε )12/5). This case is of interest, since for certain
related problems such as subset-sum or unbounded knapsack (but unfortunately not for the
general 0-1 knapsack problem), there are efficient preprocessing algorithms that can reduce
the input size n to Õ( 1

ε ).



Counting Solutions to Polynomial Systems via
Reductions∗

Richard Ryan Williams

MIT CSAIL & EECS, Cambridge, MA, USA
rrw@mit.edu

Abstract
This paper provides both positive and negative results for counting solutions to systems of poly-
nomial equations over a finite field. The general idea is to try to reduce the problem to counting
solutions to a single polynomial, where the task is easier. In both cases, simple methods are
utilized that we expect will have wider applicability (far beyond algebra).

First, we give an efficient deterministic reduction from approximate counting for a system
of (arbitrary) polynomial equations to approximate counting for one equation, over any finite
field. We apply this reduction to give a deterministic poly(n, s, log p)/ε2-time algorithm for
approximately counting the fraction of solutions to a system of s quadratic n-variate polynomials
over Fp (the finite field of prime order p) to within an additive ε factor, for any prime p. Note
that uniform random sampling would already require Ω(s/ε2) time, so our algorithm behaves as
a full derandomization of uniform sampling. The approximate-counting algorithm yields efficient
approximate counting for other well-known problems, such as 2-SAT, NAE-3SAT, and 3-Coloring.
As a corollary, there is a deterministic algorithm (with analogous running time) for producing
solutions to such systems which have at least εpn solutions.

Second, we consider the difficulty of exactly counting solutions to a single polynomial of
constant degree, over a finite field. (Note that finding a solution in this case is easy.) It has
been known for over 20 years that this counting problem is already NP-hard for degree-three
polynomials over F2; however, all known reductions increased the number of variables by a
considerable amount. We give a subexponential-time reduction from counting solutions to k-
CNF formulas to counting solutions to a degree-kO(k) polynomial (over any finite field of O(1)
order) which exactly preserves the number of variables. As a corollary, the Strong Exponential
Time Hypothesis (even its weak counting variant #SETH) implies that counting solutions to
constant-degree polynomials (even over F2) requires essentially 2n time. Similar results hold for
counting orthogonal pairs of vectors over Fp.
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By uniformly random sampling Θ(1/ε2) inputs to a given circuit, we can easily obtain an
additive ε-approximation to the fraction of satisfying assignments, with high probability.
Thus the above problem amounts to deterministically achieving what trivial random sampling
can provide in a natural setting, with the target of reaching poly(n)/ε2 time (or perhaps
even better in some cases where randomness can also achieve more, such as approximately
counting knapsack solutions [20]).

The general problem of finding such algorithms has been studied for decades. Of most
relevance to this paper are the prior results for AC0 circuits [2, 30, 8], for CNF/DNF of
bounded or unbounded width [28, 23, 32, 21], and for Fq polynomials of constant degree [29,
6, 7, 33]. Approximate counting algorithms with only a 1/ε2 dependence in the running time
are not known for any of these problems except in the case of degree-two polynomials, where
one can exactly count solutions over a finite field in polynomial time (see the Preliminaries).
We would like to “lift” this nice algorithm to more expressive representations.

In the first part of this paper, we study approximate counting for an NP-hard problem in
algebra:

Counting Solutions to Multivariate Quadratic Systems (#MQS)
Given: A system of degree-two polynomials over Fp[x1, . . . , xn], for some prime p
Output: The number of solutions to the system.

The decision version of #MQS (“is there a solution?”) is well-known to be NP-hard,
and is of interest in several theoretical and practical areas (see [27] for references). With
regards to approximating #MQS, the best deterministic algorithm in the literature is due to
Viola [33], who gave a pseudorandom generator for fooling a degree-d polynomial with seed
length at least d logn+ d2d log(1/ε). Since the Fourier spectrum of the AND function has
low `1-norm (see for example [9]), a pseudorandom generator for a single polynomial extends
to a system of polynomials, yielding a deterministic approximation algorithm for the fraction
of #MQS solutions with running time poly(n) · ε−8.

Approximately Solving #MQS

The first main result of this paper is that the 1/ε2 dependence of the random sampling
algorithm for #MQS can be matched in a deterministic way.

I Theorem 1. For every prime p, there is a deterministic algorithm running in
poly(n, s, log p)/ε2 time for approximately counting the fraction of solutions to a system
of s quadratic equations in n variables over Fp.

As a corollary, one can also efficiently and deterministically find solutions to any system
of quadratic equations, provided there are many solutions:

I Corollary 2. For every prime p, there is a deterministic algorithm running in
poly(n, s, log p)/ε2 time which, given any system of s quadratic equations in n variables
over Fp with at least εpn solutions, outputs a solution.

Recalling that more common counting problems such as #2-SAT and #NAE-3-SAT can
easily be expressed as an instance of #MQS with no increase in the number of variables,
Theorem 1 implies improved approximation algorithms (in terms of ε) for those problems
as well: the best known approximate counting algorithm for general k-SAT is that of
Trevisan [32] which has an 1/εk2k ln(4) dependence in the running time. (Note that Viola’s
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PRG is slightly faster in terms of ε.) For a non-binary example, the 3-coloring problem
can be represented as a system of quadratic polynomials over F3 (for each edge (i, j) in
your graph, include a polynomial P (xi, xj) which is 0 if and only if xi 6= xj). In general,
constraint satisfaction problems over a prime-order domain and two variables per constraint
are handled by Theorem 1.

The key to Theorem 1 is a reduction from approximate counting for a system of degree-d
polynomials to approximate counting for a single polynomial:

I Theorem 3. For all primes p, integers d > 0, and ε ∈ (0, 1), there exists a deterministic
poly(n, s, log p)-time reduction from approximately counting solutions to systems of degree-d
equations over Fp to within an ε factor, to approximately counting solutions to one degree-d
equation over Fp to within a Θ(ε3/s2) factor.

Theorem 3 is appealing for several reasons.1
First, it is somewhat surprising at first glance. For example, detecting feasibility of a
system of quadratic polynomials (over any field) is NP-hard, but detecting the feasibility
of only one such polynomial is trivial. Thus in some cases, our reduction efficiently
reduces an NP-hard problem to an easy one — but only for the task of approximate
counting.
Second, the proof is extremely simple in hindsight. The central idea consists of applying
the known constructions of small-biased sets in just the right way to solve the problem.
We also show how such sets yield new schemes for approximating the intersection of a set
family.
Third, Theorem 3 is extremely generic, in comparison with its application (Theorem 1):
it works for any polynomial system of any degree.

Theorem 1 follows from applying the reduction of Theorem 3 and an exact counting
algorithm for #MQS instances with only one equation. We certainly do not obtain a
pseudorandom generator in this way, but we do get a considerably different perspective on
approximate counting in this domain. (We also do not use any algebraic geometry tools,
which often appear in the literature on counting solutions to polynomial systems.)

SETH-Hardness of Exactly Counting Roots of One O(1)-Degree Polynomial

Complementing the above approximation algorithm, we use similar ideas to give a strong
hardness reduction for exactly counting solutions (zeroes) of degree-d polynomials over a
finite field of constant order, for constant d > 2. Finding a solution to such a polynomial is
not hard: by a variant of the Schwartz-Zippel-DeMillo-Lipton lemma (see for example [36]),
a not-identically-zero polynomial p of degree-d is nonzero on at least a 1/2d-fraction of points
in {0, 1}n, so it is easy to find a nonzero of p with randomness over any small field. (It is
also easy to find a zero of p in {0, 1}n as well, by considering the polynomial 1− pq−1 where
q is the order of the field.)

Ehrenfeucht and Karpinski [17] showed that the solution-counting problem is already
NP-hard for a single degree-3 polynomial over F2. However, all reductions from k-SAT to
the counting problem (to our knowledge) increased the number of variables by a polynomial

1 Note that over the real numbers, it is easy to reduce a system of polynomial equations {pi(x1, . . . , xn) =
0} of degree d to a single equation of degree 2d, by simply taking the sum of squares of the pi. This is
not useful for us, since (1) it does not work over a finite field and (2) in order for the approximation
algorithm to work, we need a reduction that does not increase the degree.
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factor; in the worst case, Ω(n) new variables are introduced. Here we give a much improved
reduction in terms of the number of variables, sacrificing a bit in the degree:

I Theorem 4. Let q be a prime power and ε > 0 be arbitrarily small. There is an O(qεn)-time
deterministic reduction from #k-SAT instances with n variables to the problem of counting
roots to a Fq-polynomial of degree q(k/ε)O(k) with n variables.

In fact, the proof of Theorem 4 provides a subexponential-time reduction from the
problem of exactly counting solutions to systems of O(n) degree-k equations to that of exactly
counting the zeros of one polynomial of degree q(k/ε)O(k), similarly to how Theorem 3 gives
a polynomial-time reduction from approximate counting a degree-k system to approximate
counting for a single degree-k polynomial. The high-level structure of the two reductions
are similar as well: both reductions output a linear combination of the outputs of their
oracle calls. However, the actual oracle calls themselves are quite different. Theorem 3 uses
small-biased sets to construct a polynomial number of oracle calls, and obtain an approximate
solution count; Theorem 4 uses a multiplication trick so that the number of oracle calls is
only subexponential, while preserving the exact count. (The multiplication trick is the reason
why the degree of the underlying polynomials increases to q(k/ε)O(k).)

From Theorem 4, it follows that the Strong Exponential Time Hypothesis (even its
counting variant #SETH) predicts that for all ε > 0, there is a constant dε > 2 such that
counting Boolean solutions to degree-dε polynomials (even over F2) cannot be done in (2−ε)n
time.2

Under #ETH (the hypothesis that counting 3-SAT solutions requires 2Ω(n) time), it is
known (for example) that counting the number of independent sets of size n/3 in an n-node
graph requires 2Ω(n) time [24], #2-SAT requires 2Ω(n) time [15], the permanent of n × n
Boolean matrices requires 2Ω(n) [15], and counting the number of perfect matchings in graphs
with m edges requires 2Ω(m) time [14]. The reductions proving these conditional lower bounds
generally introduce a minor (linear) increase in the relevant parameter n. Theorem 4 gives a
tight lower bound for counting solutions to polynomials, under SETH.

Hardness for Counting Orthogonal Vectors over Fp

Let p be any (small) prime. To demonstrate the range of the simple ideas in our reductions,
we also use them to show that exactly counting pairs of O(logn)-dimensional vectors with
inner product zero modulo p (among a given set of n vectors) requires n2−o(1) time under
SETH. This follows from the theorem:

I Theorem 5. Let p be prime, and let ` ∈ [1, d] be an integer dividing d. There is an
Õ(n · `2d/` · p`)-time reduction from #OV with n vectors in d dimensions to p` instances of
#OVp, each with n vectors in `2d/` + 1 dimensions.

I Corollary 6. Let ε > 0 be sufficiently small. There is an Õ(n1+ε · pO(c/ε))-time reduction
from #OV with n vectors in c logn dimensions to nε instances of #OVp, each with n vectors
in O(pc/ε log(n)) dimensions.

2 The Strong Exponential Time Hypothesis [12] (SETH) states that for every ε > 0, there is a k > 2
such that k-SAT cannot be solved in (2− ε)n time; it is a vast strengthening of P 6= NP and a mild
strengthening of ETH [25] which states that there is an ε > 0 such that 3-SAT cannot be solved in
(1 + ε)n time. The “counting variant” #SETH states the same strong lower bound for the problem of
counting the number of solutions to a k-SAT instance.
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This reduction is in stark contrast with the fact that detecting a pair of vectors with inner
product zero modulo p can be accomplished in nearly-linear time when the vectors have no(1)

dimension [35]. One can either view this result as evidence that the counting problem is
hard, or as (yet) another angle towards refuting SETH.

2 Preliminaries

Exact counting for degree-two equations

Our approximate counting algorithm will use the fact that the exact counting problem for a
single degree-two equation over a finite field Fq is polynomial-time solvable:

I Theorem 7 (Woods [37], p.6). For every prime power q, there is a deterministic n3 ·
poly(log q)-time algorithm for counting the number of solutions to a given degree-two polyno-
mial over Fq.

Ehrenfeucht and Karpinski [17] covered the case of F2, and showed that exact counting
for a degree-three polynomial is already NP-hard. Cai, Chen, Lipton, and Lu [10] gave
an algorithm for the counting problem that works over Zm, for any fixed integer m > 1.
Woods remarks that his algorithm essentially follows from placing the matrices defining the
degree-two polynomial in Jordan canonical form, in which case the number of solutions can
be more-or-less read off from the form obtained.

Small-bias sets

For our approximation algorithm, we need explicit constructions of small sets of vectors
which closely approximate the uniform distribution of vectors, with respect to inner products
over a finite field.

I Definition 8. A set S ⊆ Fnq is ε-biased if for all u ∈ Fnq and r ∈ Fnq ,∣∣∣∣ Pr
v∈S

[〈u, v〉 = r]− Pr
v∈Fn

q

[〈u, v〉 = r]
∣∣∣∣ ≤ ε.

(Note that sometimes a more general definition is given, involving the characters of Fnp ,
but the above simple condition is implied by it. See [18].) The following simple consequences
of being ε-biased will be important:

Prv∈S [〈~0, v〉 = 0] = 1, where ~0 is the all-zeroes vector.
For all u 6= ~0 and r ∈ Fq, Prv∈S [〈u, v〉 = r] ∈ (1/q − ε, 1/q + ε).

We also use deterministic explicit constructions of ε-biased sets over Fp, for every prime p.

I Theorem 9 ([4, 18, 5]). For every prime p, and every ε ∈ (0, 1/pn), there is a
(poly(n, log p)/ε2)-time constructible set of vectors S ⊆ Fnp of cardinality O(n2/ε2) that
is ε-biased.

It will be important that the ε-dependencies in the above theorem are only 1/ε2, but this
can be achieved. For example, the constructions based on linear feedback shift registers of [4]
(which are easily generalized to Fp, see [18]) take all vectors x, y ∈ Fdp, where d = logp(n/ε)
and y corresponds to the coefficient vector of a monic irreducible Fp-polynomial of degree d.
The n-length vector vx,y of the ε-biased set S is generated by repeatedly computing inner
products of y with vectors made up of previously computed inner products, up to n times.
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To construct this set S, the main difficulty is constructing the y’s, which we can do by
enumerating all monic Fp-polynomials of degree d, and throwing out those with non-trivial
divisors. Rabin’s test for irreducibility ([31]) would take O(d2 ·poly(logn, log p)) time. There
are O(n/ε) such polynomials to enumerate, and since ε ≥ 1/pn we have d ≤ O(n), so this step
takes O(n3/ε) · poly(logn, log p) time. The remaining list of monic irreducible polynomials
(paired up with all possible vectors x ∈ Fdp) forms our ε-biased S, and each component of
each n-length vector vx,y in S is just an inner product of two known d-length vectors. The
running time of this construction is therefore O(n4/ε2) (omitting poly(log p) factors).

3 Approximating #MQS: Reduction and Algorithm

We begin with the proof of Theorem 3, which reduces the counting problem for a system of
equations to the counting problem for a single equation.

Let S = {v1, . . . , vm} ⊆ Fsp be an ε-biased set of vectors. Let {p1(y) = 0, . . . , ps(y) = 0}
be a system of degree-d equations over Fp in n variables, and let A ⊆ Fnp be the set of
solutions to the system. For each i = 1, . . . ,m, define the polynomial

Pi(y) =
∑
j

vi[j] · pj(y).

We observe two distinct properties of solutions and non-solutions to the original system:
(a) Every y ∈ A is a solution of the equation Pi(y) = 0 and not of the equation Pi(y) = 1,

for all i = 1, . . . ,m. This follows because for all y ∈ A, p1(y) = · · · = ps(y) = 0.
(b) For every y /∈ A, there are integers N0, N1 ∈ [m(1/p− ε),m(1/p+ ε)] such that y is a

solution to N0 of the m equations Pi(y) = 0 and is a solution to N1 of the m equations
Pi(y) = 1. To see this, note that for y /∈ A, the vector u = [p1(y), . . . , ps(y)] is not
all-zeroes. Thus for any r ∈ Fp we have Pri∈[m][〈u, vi〉 = r] ∈ (1/p+ ε, 1/p− ε), because
S is ε-biased.
Given the ability to count solutions to one degree-d equation, here is an algorithm for

approximately counting solutions to a system of equations:

1. Construct the ε-biased set S = {v1, . . . , vm} ⊂ Fsp.
2. Count the number of solutions to the equation Pi(y) = 0, for all i = 1, . . . ,m.

Let Z be the sum of all these numbers.
3. Count the number of solutions to the equation Pi(y) = 1, for all i = 1, . . . ,m.

Let O be the sum of all these numbers.
4. Output (Z −O)/m.

Now we analyze the algorithm. Let Zi (respectively, Oi) be the number of solutions to
the equation Pi(y) = 0 (respectively, Pi(y) = 1), for all i, . . . ,m. Our algorithm outputs the
quantity:

1
m

(∑
i

Zi −
∑
i

Oi

)
. (1)

By property (a), every y ∈ A contributes 1 to the sum 1
m ·
∑
i Zi, and contributes 0 to the

sum
∑
iOi. By property (b), every y /∈ A contributes a value zy ∈ [1/p− ε, 1/p+ ε] to the
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sum 1
m ·
∑
i Zi, and contributes a value oy ∈ [1/p− ε, 1/p+ ε] to the sum 1

m ·
∑
iOi. We can

therefore re-express (1) as:

1
m

(∑
i

Zi −
∑
i

Oi

)
= |A|+

∑
y/∈A

(zy − oy).

Given the bounds on zy’s and oy’s, we can easily upper-bound and lower-bound (1):

|A|+
∑
y/∈A

(zy − oy) ≤ |A|+
∑
y/∈A

((1/p+ ε)− (1/p− ε)) = |A|+ |A| · 2ε

and

|A|+
∑
y/∈A

(zy − oy) ≥ |A|+
∑
y/∈A

((1/p− ε)− (1/p+ ε)) = |A| − |A| · 2ε.

It follows that the algorithm outputs a number that approximates the fraction of solutions
to within ±2ε.

Moreover, observe that to obtain an approximate answer, we do not need an exact
algorithm for counting solutions to one equation: if our algorithm for one equation always
outputs approximations that are within ε/(2m) of the exact count, then each of the 2m
Zi and Oi terms will be computed to within an ε/(2m) factor, and the output will still be
within ±3ε of the exact fraction. This completes the proof of Theorem 3.

To obtain the final algorithm (Theorem 1) for approximately computing #MQS, we
simply apply Theorem 7 to count the number of satisfying assignments to a single quadratic
equation over Fp in n3 · poly(log p) time. Using this algorithm in the above reduction, we get
an approximate counting algorithm running in time Õ(s2/ε2 · (n3 + s) + t(s, 1/ε, p)), where
t(s, 1/ε, p) is the time needed to construct an ε-biased set over Fsp. This completes the proof
of Theorem 1.

3.1 A succinct approximate inclusion-exclusion
The reduction of Theorem 3 works by approximately representing the cardinality of the
intersection of s equations by a linear combination of cardinalities on single Fp-equations.
Along the lines of the work of Linial and Nisan [26] on approximate inclusion-exclusion
via low-degree polynomials over the reals, the ideas of Theorem 3 imply a variant of the
inclusion-exclusion principle. However, unlike Linial and Nisan, our approximation of the
cardinality of the intersection has only polynomially many terms.

To simplify the discussion, here we consider just the case of F2, and consider unions instead
of intersections. Over F2, we will demonstrate how a small-bias set lets us “approximately”
express the cardinality of a union of a set collection as a short linear combination of
cardinalities of what one might call “oddtersections” of sub-collections of sets.

Let (x mod 2) : Z → {0, 1} map integers to bits in the natural way. In Theorem 3, we
are effectively using a representation of the AND function as a short linear combination of
PARITY functions (see, for instance, Alon and Bruck [3]). Below is a representation of the
OR function (which is analogous):

I Lemma 10. For all n ∈ N and ε ∈ (0, 1), there is a (poly(n)/ε2)-time constructible
collection of subsets S1, . . . , Sm ⊆ [n], with m ≤ O(n2/ε2), such that for every x ∈ {0, 1}n,∣∣∣∣∣∣

(
n∨
i=1

xi

)
−

m∑
i=1

2
m
·

∑
j∈Si

xj mod 2

∣∣∣∣∣∣ ≤ ε. (2)
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Proof. Let S = {S1, . . . , Sm} ⊆ [n] be a set family whose corresponding indicator vectors in
{0, 1}n form an (ε/2)-biased set. By Theorem 9, we can take m ≤ O(n2/ε2). Observe:

If (x1, . . . , xn) = ~0 then for all i = 1, . . . ,m, (
∑
j∈Si

xj mod 2) = 0, so
∑m
i=1

2
m ·(∑

j∈Si
xj mod 2

)
= 0.

If (x1, . . . , xn) 6= ~0 then by properties of (ε/2)-biased sets, the number of i ∈ [m] such
that

∑
j∈Si

xj 6= |Si| (mod 2) is in the interval [m/2 − εm/2,m/2 + εm/2]. So in this
case,

m∑
i=1

2
m
·

∑
j∈Si

xj mod 2

 ∈ [ 2
m
·
(
m− εm

2

)
,

2
m
·
(
m+ εm

2

)]
= [1− ε, 1 + ε] .

This completes the proof. J

Let A1, . . . , Ak be any sets over a finite universe U , and define their oddtersection to be⊕
i

Ai = {x ∈ U | x appears in an odd number of the Ai’s}.

The upshot of Lemma 10 is that we can write:∣∣∣∣∣⋃
i

Ai

∣∣∣∣∣ ≈ε
m∑
i=1

1
m
·

∣∣∣∣∣∣
⊕
j∈Si

Aj

∣∣∣∣∣∣ , (3)

where the ≈ε means that the two quantities are within ε|U | of each other. (Note that | ∪iAi|
is the sum over all y ∈ U of

∨
i=1[y ∈ Ai], where [y ∈ Ai] is 1 if y ∈ A, and 0 otherwise.

Invoking (2) on each term in this sum, we obtain the right-hand side of (3) to within an
additive ±ε|U | factor.) Thus we can approximately represent the cardinality of a union
of sets in a sparse way, as “oddities” of various sub-collections. It seems likely that this
observation has more applications. For example, equation (3) immediately implies that we
can reduce approximate counting for k-DNF formulas (with additive error) to approximate
counting for degree-k polynomials over F2 (with additive error), by letting Ai be the set of
satisfying assignments to the ith clause of a DNF.

3.2 Producing a solution when there are many
Given Theorem 1, one can obtain a deterministic algorithm for producing a solution to a
quadratic system given that it has many solutions, using a self-reducibility argument.3

Reminder of Corollary 2. For every prime p, constant k, and fraction ε ∈ [1/pn, 1], there
is a deterministic algorithm running in poly(n, s, log p)/ε2 time which, given any system of s
quadratic equations in n variables over Fp with at least εpn solutions, outputs a solution.

Proof. Suppose we are given a system over the variables x1, . . . , xn with S ≥ ε · pn solutions,
where ε ≥ 1/pn.

3 This reduction is apparently folklore. See also Goldreich [19, Theorem 3.5] for a generic reduction from
“search-to-decision” in this setting.
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For each a ∈ Fp, assign x1 := a in all equations of the system, and run the polynomial-time
approximate counting algorithm of Theorem 1 with error parameter α := ε/(2n). Let x1 := a1
be the assignment that yields the largest count from the algorithm. (If the count returned is
zero for all a ∈ Fp, return fail.) Analogously, set the variables x2 := a2, . . . , xn−k := an−k
one at a time, for k = 2 logp(1/ε), always taking the assignment that yields the largest count.
Finally, try all pk = p2 logp(1/ε) ≤ 1/ε2 assignments on the remaining k variables, and return
any solution found.

Given Theorem 1, it is clear that the algorithm runs in the desired time. Now we turn
to correctness. The algorithm began with a guarantee of S solutions. At least one setting
of the variable x1 yields a system on n − 1 variables with at least S/p solutions. So after
setting x1 to maximize the number of solutions returned by the algorithm, the number of
solutions in the remaining (n− 1)-variable system is at least S1 = S/p− α · pn−1. Similarly,
after setting x1 and x2 appropriately, the number of solutions in the remaining system on
n− 2 variables is at least

S2 = S1/p− α · pn−2 = S/p2 − α · pn−2 − α · pn−2 = S/p2 − 2α · pn−2.

After setting x1, . . . , xi for i = 1, . . . , n, we are inductively guaranteed that the number of
remaining solutions in the system is at least

Si = Si−1/p− α · pn−i = S/pi − α · i · pn−i.

For i = n− 2 logp(1/ε), the number of solutions remaining is at least

εpn/pi − α · i · pn−i ≥ ε · p2 logp(1/ε) − α · np2 logp(1/ε) ≥ (ε− αn) · 1/ε2.

For α = ε/(2n), the number of solutions remaining after setting x1, . . . , xi is at least
1/ε2 · (ε/2) ≥ 1/(2ε), i.e., the number is non-zero. Therefore the algorithm returns a solution,
if there are at least εpn solutions. J

4 From Counting k-SAT to Counting Roots to Polynomials of
O(1)-Degree

Reminder of Theorem 4. Let q be a prime power and ε > 0 be arbitrarily small. There
is an O(qεn)-time deterministic reduction from #k-SAT instances with n variables to the
problem of counting roots to a Fq-polynomial of degree q(k/ε)O(k) with n variables.

Imagining q and k as fixed constants, and ε as a tiny parameter, we obtain a 2O(εn) time
reduction from #k-SAT on n variables to counting roots of an Fq-polynomial on n variables
of degree poly(1/ε).

Proof. Let ε > 0 be arbitrarily small. We are given a k-CNF formula F in n variables
x1, . . . , xn, and we want to reduce it to a single low-degree polynomial. We will in fact reduce
the counting problem for F to a (sub-exponential) number of calls to counting roots of a
single low-degree polynomial.

First, by the Sparsification Lemma [25, 11] (the counting version of which appears
in [15]), we may assume without loss of generality that the k-CNF formula F has at most
m ≤ (k/ε)O(k)n clauses, with 2εn-time overhead.

Second, we can express F as a system of m polynomial equations in the obvious way,
where each equation contains at most k variables (and therefore each equation has degree at
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most k). For all i = 1, . . . , n, add the degree-two equations xi · (1− xi) = 0 to the system
(these equations simply force all solutions to be Boolean). Call the overall system of m+ n

equations G, and note the number of solutions to G equals the number of SAT assignments
to F .

Arbitrarily partitionG into εn subsystems of equationsG1, . . . , Gεn, where each subsystem
has at most (k/ε)O(k) equations. Our next move is to write each Gj as a single polynomial
over the finite field Fq. More precisely, given that Gj contains the t = (k/ε)O(k) equations

p1(x1, . . . , xn) = 0, . . . , pt(x1, . . . , xn) = 0,

define the (q − 1)(k/ε)O(k)-degree polynomial

Pj(x1, . . . , xn) := 1−
t∏
i=1

(1− pi(x1, . . . , xn)q−1).

Note that for all (a1, . . . , an) ∈ Fnq , Pj(a1, . . . , an) = 0 if and only if pi(a1, . . . , an) = 0 for
each i with 1 ≤ i ≤ t. Furthermore, since each pi has at most k variables, there are at most
kt variables in Pj . So by repeatedly applying the identity xqi = xi over Fq, it takes no more
than qO(kt) ≤ q(k/ε)O(k) time to express the polynomial Pj as a sum of monomials, for all
j = 1, . . . , εn.

Finally, we wish to exactly count the number of solutions to the system

P1(x1, . . . , xn) = 0, . . . , Pεn(x1, . . . , xn) = 0 (4)

where each Pj has (k/ε)O(k) variables and degree at most q(k/ε)O(k). Here, we reason
similarly to the earlier approximate counting algorithm (namely, the reduction of Theorem 3),
except instead of using small-biased sets of size polynomial in n, we simply use all qεn possible
linear combinations of the Pj ’s to exactly count.

For every β ∈ Fεnq , suppose we count the number of zeroes to the polynomial

Qβ(x1, . . . , xn) :=
εn∑
j=1

βj · Pj(x1, . . . , xn)

and suppose we count the number of solutions to the polynomial Rβ := 1−Qβ . Note for all
β, the degree of Qβ is at most q(k/ε)O(k). We want to show that a linear combination of
these O(qεn) zero-counts will tell us the number of solutions to the original k-CNF F .

Suppose (a1, . . . , an) ∈ Fnq is a solution to the system G. Then it is also a solution to
the system (4). Hence Pj(a1, . . . , an) = 0 for all j, and therefore Qβ(a1, . . . , an) = 0 for all
β ∈ Fεnq . That is, (a1, . . . , an) is a zero for all qεn polynomials Qβ , and is never a zero for
any Rβ .

On the other hand, if (a1, . . . , an) ∈ Fnq is not a solution to G, then Pj(a1, . . . , an) 6= 0
for some j. So we can think of each Qβ(a1, . . . , an) as the inner product of the vector β
with a fixed non-zero vector. Therefore in this case, Qβ(a1, . . . , an) = 0 for exactly qεn/q
polynomials Qβ , and Rβ(a1, . . . , an) = 0 for exactly qεn/q polynomials Rβ .

Combining these observations, we conclude that

(total number of zeros to all Qβ) − (total number of zeros to all Rβ)
qεn

equals the number of solutions to G. So we can solve #k-SAT by making O(qεn) calls to
counting solutions to a single degree-q(k/ε)O(k) polynomial over Fq. (Note that by tweaking
ε slightly, we can write the number of calls as O(2εn).) J
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We observe that the proof of Theorem 4 also provides a subexponential-time reduction
from

exact counting for a system of O(n) degree-O(1) equations

to

exact counting for one degree-O(1) equation.

(Referring back to the proof, even if each pi depended on all n variables but had degree only
k, each polynomial Pi would have n variables and degree at most q(k/ε)O(k), so it would
take at most nq(k/ε)O(k) time to expand each Pi into a sum of monomials.) To compare,
Theorem 3 gave a polynomial-time reduction for the respective approximation versions (but
from a degree-k system to a single degree-k polynomial).

4.1 A consequence for fine-grained counting complexity
The reduction method in the proof of Theorem 4 extends nicely to results on the fine-grained
counting complexity of simple polynomial-time problems. Here we demonstrate this claim
on the problem of counting the number of orthogonal pairs among a set of Boolean vectors:

#Orthogonal Vectors (#OV)
Given: vectors v1, . . . , vn, w1, . . . , wn ∈ {0, 1}d
Output: The number of pairs (i, j) such that 〈vi, wj〉 = 0.

Note that #OV is trivially solvable in O(n2d) time, although faster algorithms are known
for certain ranges of d [22, 13]. The detection problem OV (determining if there is at least
one orthogonal pair) is widely studied. Finding a significantly faster algorithm for OV will
already be challenging, as it is known that (for example) a n1.9 · 2o(d) time algorithm for OV
would contradict SETH [34]. A minor variant of OV studies the problem modulo a fixed
prime p:

Orthogonal Vectors Mod p (OVp)
Given: vectors v1, . . . , vn, w1, . . . , wn ∈ Fdp
Decide: Are there i, j such that 〈vi, wj〉 = 0 mod p?

Williams and Yu [35] showed that OVp is apparently much easier than OV for constant
p: it is solvable in O(n · dp−1) time.

One can similarly define #OVp, in which the task is to count the number of i, j such
that 〈vi, wj〉 = 0 mod p. Recently, Dell and Lapinskas [16] show how to use the algorithm
for OVp to approximately compute #OVp efficiently. In particular, they show that for any
ε > 0, given an #OVp instance with number of solutions N , one can output a value v such
that |v −N | ≤ εN in Õ(ε−4n · dp−1) time.

Interestingly, a minor modification of Theorem 4 shows that exactly computing #OVp is
as hard as #OV itself:

Reminder of Theorem 5. Let p be prime, and let ` ∈ [1, d] be an integer that divides d.
There is an Õ(n · `2d/` · p`)-time reduction from #OV with n vectors in d dimensions to p`
instances of #OVp, each with n vectors in `2d/` + 1 dimensions.
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Proof. The idea of the reduction is analogous to Theorem 4, except we need to be slightly
more abstract in our construction. We start with vectors v1, . . . , vn, w1, . . . , wn ∈ {0, 1}d,
and we want to compute #OV on them. Partition the components of all vectors into ` parts,
where each part has d/` components. For each vector vi, let vi,1, . . . , vi,` ∈ {0, 1}d/` be its
decomposition into parts; define vectors wi,j similarly.

For each j = 1, . . . , `, make a 2d/`-bit vector ai,j which has a 1 in the component
corresponding to the d/`-bit vector vi,j , and 0s in all other components. Also for each
j = 1, . . . , `, make a 2d/`-bit vector bi,j which has a 1 for each d/`-bit vector x such that
〈x,wi,j〉 6= 0, and 0s everywhere else. (This is similar to “embedding 3” of Ahle, Pagh,
Razenshteyn and Silvestri [1, Lemma 3].) Taking the vectors

ai := (ai,1, . . . , ai,`) ∈ {0, 1}`2
d/`

, bi := (bi,1, . . . , bi,`) ∈ {0, 1}`2
d/`

,

over all i = 1, . . . , n, we have 〈vi, wj〉 = 0 if and only if 〈ai, bi〉 = 0. Furthermore, notice that
for all j = 1, . . . , `, 〈ai,j , bi,j〉 ∈ {0, 1}, so for all primes p and for all j, we have 〈ai,j , bi,j〉 = 0
if and only if 〈ai,j , bi,j〉 = 0 mod p.4

We now build 2p` instances of #OVp as follows. For every β ∈ F`p, construct the 2n
vectors

aβi = (β1ai,1, . . . , β`ai,`), bi := (bi,1, . . . , bi,`),

and let Nβ be the number of pairs (aβi , bi′) which are orthogonal modulo p, for all i, i′ =
1, . . . , n. Also construct

cβi = (1, β1ai,1, . . . , β`ai,`), di := (1, bi,1, . . . , bi,`),

and let Mβ be the number of pairs (cβi , di′) which are orthogonal modulo p. Our algorithm
for #OV outputs the quantity∑

β∈p`

(Nβ −Mβ)/p`.

It is easy to see that this reduction has the desired running time and number of oracle
calls. We need to show that the reduction outputs the correct number of orthogonal pairs.
For an orthogonal pair vi, wj in the original instance, we know that 〈ai, bj〉 = 0, and therefore
〈ai,j , bi,j〉 = 0 for all j. So for every vector β, 〈aβi , bj〉 = 0 mod p as well. That is, every
orthogonal pair vi, wj is counted p` times in the sum

∑
β(Nβ −Mβ).

For an non-orthogonal pair vi, wj , we know that 〈ai,j , bi,j〉 6= 0 for some j. In particular,
recalling that all 〈ai,j , bi,j〉 are either 0 or 1, we have that the `-dimensional vector

abi,j = (〈ai,1, bi,1〉, . . . , 〈ai,`, bi,`〉)

is not the all-zero vector over Fp. Observing that

〈aβi , bj〉 = 〈β, abi,j〉 mod p

and

〈cβi , dj〉 = 1 + 〈β, abi,j〉 mod p,

it follows that there are exactly p`−1 choices of β for which 〈aβi , bj〉 = 0 mod p, and p`−1

choices of β for which 〈cβi , dj〉 = 0 mod p. Therefore every non-orthogonal pair has a net
contribution of zero to the sum

∑
β(Nβ −Mβ)/p`. J

4 Note [1] use the fact that 〈ai, bi〉 ∈ {0, 1, . . . , `} to give a non-trivial inapproximability result for
computing the maximum inner product between two vector sets.
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Setting ` := dε logp(n)e for tiny ε > 0, we obtain:

Reminder of Corollary 6. Let ε > 0 be sufficiently small. There is an Õ(n1+ε ·pO(c/ε))-time
reduction from #OV with n vectors in c logn dimensions to nε instances of #OVp, each
with n vectors in O(pc/ε log(n)) dimensions.

Therefore an algorithm for counting orthogonal-mod-2 pairs in n1.9 · 2o(d) time would
yield a similar algorithm for counting orthogonal pairs, refuting SETH.
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Abstract
We consider the problem of sampling an edge almost uniformly from an unknown graph, G =
(V,E). Access to the graph is provided via queries of the following types: (1) uniform vertex
queries, (2) degree queries, and (3) neighbor queries. We describe a new simple algorithm that
returns a random edge e ∈ E using Õ(n/

√
εm) queries in expectation, such that each edge e is

sampled with probability (1± ε)/m. Here, n = |V | is the number of vertices, and m = |E| is the
number of edges. Our algorithm is optimal in the sense that any algorithm that samples an edge
from an almost-uniform distribution must perform Ω(n/

√
m) queries.

1998 ACM Subject Classification F.2 Analysis of Algorithms and Problem Complexity, F.2.2
Nonnumerical Algorithms and Problems, G.2.2 Graph Theory

Keywords and phrases Sublinear Algorithms, Graph Algorithms, Sampling Edges, Query Com-
plexity

Digital Object Identifier 10.4230/OASIcs.SOSA.2018.7

1 Introduction

Suppose G = (V,E) is a very large graph—too large to store in our local memory. Access to
G is granted in accordance with the standard bounded degree graph query model of Goldreich
and Ron [5] via queries of the following types: (1) sample a uniformly random vertex (vertex
queries), (2) query for the ith neighbor of a vertex v (neighbor queries), and (3) query the
degree of a given vertex1 (degree queries).2 The query access model readily gives access to
uniformly random vertices, but what if we are interested in sampling a uniformly random
edge from E? How many queries are necessary and sufficient?

We describe an Õ(n/
√
εm) time algorithm for sampling an edge in a graph such that

each edge is sampled with almost equal probability. Our main result shows that it is possible
to sample edges from a distribution which has bias at most ε, a notion formalized in the
following definition.

I Definition 1. Let Q be a fixed probability distribution on a finite set Ω. We say that a
probability distribution P is pointwise ε-close to Q if for all x ∈ Ω,

|P (x)−Q(x)| ≤ εQ(x) , or equivalently 1− ε ≤ P (x)
Q(x) ≤ 1 + ε .

If Q = U , the uniform distribution on Ω, then we say that P has bias at most ε.

1 We note that degree queries can be implemented by performing O(log n) neighbor queries per degree
query.

2 One may also consider the more powerful “general graph model” of Parnas and Ron [8] that additionally
allows pair queries. Indeed, our lower bound holds in the general graph model. Interestingly, our tight
upper bound does not require the additional computational power afforded by pair queries.
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I Theorem 2. Let G = (V,E) be an arbitrary graph with n vertices and m edges. There
exists an algorithm that given n, 0 < ε < 1

2 and access to vertex, degree, and neighbor queries
returns an edge with probability at least 2/3, such that each returned edge is sampled according
to a distribution P that has bias at most ε. The expected query complexity and running time
of the algorithm are Õ(n/

√
εm).

The strength of the approximation guarantee of the algorithm in Theorem 2 allows us to
obtain the following corollary for sampling weighted edges in graphs.

I Corollary 3. Let G = (V,E) and ε be as in Theorem 2, and let w : E → R be an arbitrary
function. Let P be the distributions on edges induced by the algorithm of Theorem 2. Then∣∣∣ E

e∼P
(w(e))− E

e∼U
(w(e))

∣∣∣ ≤ ε ∣∣∣ E
e∼U

(w(e))
∣∣∣ .

In Section 5, we show that the algorithm of Theorem 2 is essentially optimal, in the
sense that any algorithm which returns an edge from E almost uniformly must use Ω(n/

√
m)

queries. This lower bound applies in the strictly more powerful general graph query model
of Parnas and Ron [8], and even if the algorithm is only required to sample edges from a
distribution that is close to uniform in total variational distance.

1.1 Related work
An algorithm for sampling an edge in a graph almost uniformly was first suggested by [7].
In [7], Kaufman et al. use random edge samples in order to test if a graph is bipartite. In
particular, they devise a subroutine that guarantees that all but a small fraction of the edges
are each sampled with probability Ω(1/m). More recently, in [1], Eden et al. use random
edge sampling as a subroutine in their algorithm for approximating the number of triangles
in a graph. A similar subroutine for random edge sampling is employed in [2], where the
authors use edge sampling to approximate moments of the degree distribution of a graph. In
all of the works [7, 1, 2], the authors avoid the “difficult task of selecting random edges from
the entire graph,” [1] by instead sampling edges from a smaller subgraph.

Our algorithm improves upon and simplifies the edge sampling procedures in the works
cited above. Our approximation guarantee in terms of pointwise distance to uniformity is
strictly stronger than the guarantees of any of these papers. In particular, the previous
subroutines do not return edges with two high degree endpoints in the case of highly irregular
graphs. However, such edges may be of significant interest in practice. Further, the subgraph
sampling strategy used in these subroutines is memory intensive—a fairly large set of vertices
must be sampled (and stored), and a random edge incident to the set is sampled. In contrast,
each query made by our algorithm depends only on a constant number of previous queries.
Thus our algorithm can be implemented using poly-logarithmic space, and can easily be
parallelized.

1.2 Overview of the algorithm
We treat each undirected edge {u, v} as a pair of directed edges, (u, v) and (v, u). For each
vertex u, let d(u) denote its (undirected) degree, and let m =

∑
u∈V d(u) = 2|E| be the

number of directed edges. Consider the following two process for sampling edges:
Process 1 Choose a vertex u uniformly at random, and choose v uniformly from u’s neighbors.

Return (u, v).
Process 2 Choose a vertex u uniformly at random and i uniformly from {1, . . . , n− 1}. If

i ≤ d(u), return (u, v) where v is u’s ith neighbor. Otherwise, fail.
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In Process 1, each (directed) edge (u, v) is sampled with probability 1/(nd(u)), thus biasing
the sample towards edges originating from vertices with low degrees. Process 2 eliminates
this bias, as each edge is sampled with probability 1/n(n − 1). However, Process 2 only
succeeds with probability m/n(n− 1). We can improve the success probability of Process 2
by sampling i ∈ [θ] for θ < n− 1, with the caveat that some edges incident with high-degree
nodes will never be sampled. The idea of our algorithm is to choose θ =

√
m/ε and sample

edges emanating from high and low degree vertices separately.
We call a vertex v light if d(v) ≤

√
m/ε, and heavy otherwise. Similarly a directed edge

(u, v) is light (resp. heavy) if u is light (resp. heavy). We attempt to sample a light edge by
using the modified Process 2 above with θ =

√
m/ε, and failing if the sampled vertex u is

heavy. Thus, each light edge (u, v) is sampled with probability 1/(n
√
m/ε).

In order to sample a heavy edge we use the following procedure. We first sample a light
edge (u, v) as described above. If v is heavy, we then query for a random neighbor w of v. The
probability of hitting some specific heavy edge (v, w) is dL(v)

n
√

m/ε
· 1

d(v) , where d
L(v) denotes

the number of light neighbors of v. The threshold
√
m/ε is set as to ensure that for every

heavy vertex, at most an ε-fraction of its neighbors are heavy. It follows that dL(v) ≈ d(v),
and thus each heavy edge (v, w) is chosen with probability roughly 1/(n

√
m/ε).

Our algorithm invokes the procedures for sampling light and heavy edges, each with equal
probability, sufficiently many times to ensure that an edge is returned with large constant
probability. In our analysis, we show that the induced distribution on edges has bias at
most ε.

1.3 Overview of the lower bound

The construction of the lower bound is similar to the lower bound construction of [4]. For an
arbitrary graph G′ on n′ vertices with m′ edges, let G be the graph obtained by adding a
clique on Θ(

√
m′) vertices to G′. Since the clique contains a constant fraction of G’s edges,

any almost-uniform edge sampler must return a clique edge with constant probability. The
probability of sampling a clique vertex is O(

√
m/n), so any algorithm that returns an edge

according to an almost uniform distribution must perform Ω(n/
√
m) queries.

2 Preliminaries

Let G = (V,E) be an undirected graph with n = |V | vertices. We treat each undirected edge
{u, v} in E as pair of directed edges (u, v), (v, u) from u to v and from v to u, respectively.
We denote the (undirected) degree of a vertex v ∈ V by d(v). Thus, the number of (directed)
edges in G is m =

∑
v∈V d(v) = 2|E|. For v ∈ V , we denote the set of neighbors of v by

Γ(v). We assume that each v has an arbitrary but fixed order on Γ(v) so that we may refer
unambiguously to v’s ith neighbor for i = 1, 2, . . . , d(v).

We partition V and E into sets of light and heavy elements depending on their degrees.

I Definition 4. We say that a vertex u is a light vertex if d(u) ≤
√
m/ε and otherwise we

say that it is a heavy vertex. We say that an edge is a light edge if it originates from a
light vertex. A heavy edge is defined analogously. Finally, we denote the sets of light and
heavy vertices by L and H respectively, and the sets of light and heavy edges by EL and EH
respectively.

SOSA 2018
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Note that for a fixed undirected edge {u, v}, it may be the case that one of the corre-
sponding directed edges, say (u, v), is light while the other, (v, u), is heavy. Specifically, this
will occur if u is a light vertex and v is a heavy vertex.

The algorithms we consider access a graph G via queries. Our algorithm uses the following
queries:
1. Vertex query: returns a uniformly random vertex v ∈ V .
2. Degree query: given a vertex v ∈ V , returns d(v).
3. Neighbor query: given v ∈ V and i ∈ N, return v’s ith neighbor; if i > d(v), this operation

returns fail.
Our lower bounds apply additionally to a computational model that allows pair queries.
4. Pair query: given v, w ∈ V , returns true if (v, w) ∈ E; otherwise returns false.

The (expected) query cost of an algorithm A is the (expected) number of queries that A
makes before terminating. We make no restrictions on the computational power of A except
for the number of queries A makes to G. The query complexity of a task is the minimum
query cost of any algorithm which performs the task.

We will require the following lemma, which gives sufficient conditions for a probability
distribution P to have bias at most ε (recall Definition 1).

I Lemma 5. Let P be a probability distribution over a finite set Ω which satisfies

1− ε ≤ P (x)
P (y) ≤ 1 + ε for all x, y ∈ Ω .

Then P has bias at most ε.

Proof. Suppose P satisfies the hypothesis of the lemma. Then

1− ε ≤ P (x)
P (y) ≤ 1 + ε =⇒ (1− ε)P (y)

U(x) ≤
P (x)
U(x) ≤ (1 + ε)P (y)

U(x) .

Summing the second expression over all y ∈ Ω gives

(1− ε) 1
U(x) ≤

P (x)
U(x) ·

1
U(x) ≤ (1 + ε) 1

U(x) .

The factor of 1/U(x) appears in the middle term because we sum over |Ω| = 1/U(x) terms.
Hence P has bias at most ε. J

3 The Basic Algorithm

We start by presenting our main algorithm – Sample-edge-almost-uniformly– that samples a
random edge in E almost uniformly with high probability. The algorithm is given query
access to G and takes n,m and ε as parameters. For simplicity of presentation, we assume
that m is known precisely. In Section 4, we show that this assumption is unnecessary.

We defer the statement of the lemma and proof regarding the correctness of the algorithm
to the end of the section, and first present the two subroutines used in the algorithm
Sample-light-edge and Sample-heavy-edge, for sampling a uniform light edge and an almost
uniform heavy edge, respectively.

I Lemma 6. The procedure Sample-light-edge performs a constant number of queries and
succeeds with probability |EL| /(n

√
m/ε). In the case where Sample-light-edge succeeds, the

edge returned is uniformly distributed in EL.
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Algorithm 1 Sample-edge-almost-uniformly(n,m, ε)
1. For i = 1 to q = 10n

(1−ε)
√

εm
do:

a. With probability 1/2 invoke Sample-light-edge(m) and with probability 1/2
invoke Sample-heavy-edge(m).

b. If an edge (u, v) was returned, then return (u, v).
2. Return fail.

Algorithm 2 Sample-light-edge(m)
1. Sample a vertex u ∈ V uniformly at random and query for its degree.
2. If d(u) >

√
m/ε return fail.

3. Choose a number j ∈
[√

m/ε
]
uniformly at random.

4. Query for the jth neighbor of u.
5. If no vertex was returned then return fail. Otherwise, let v be the returned

vertex.
6. Return (u, v).

Algorithm 3 Sample-heavy-edge(m)
1. Sample a vertex u ∈ V uniformly at random and query for its degree.
2. If d(u) >

√
m/ε return fail.

3. Choose a number j ∈
[√

m/ε
]
uniformly at random.

4. Query for the jth neighbor of u.
5. If no vertex was returned or if the returned vertex is light then return fail.

Otherwise, let v be the returned vertex.
6. Sample w a random neighbor of v.
7. Return (v, w).

Proof. Suppose a light vertex u is sampled in Step 1 of the procedure. Then the probability
that we obtain a neighbor of u in Step 4 is d(u)/

√
m/ε. Hence,

Pr[ Success ] =
∑
u∈L

1
n
· d(u)√

m/ε
= |EL|
n
√
m/ε

.

In any invocation of the algorithm, the probability that a particular (directed) edge e is
returned is 1/(n

√
m/ε) if e is light, and 0 otherwise. Thus, each light edge is returned with

equal probability. J

I Lemma 7. The procedure Sample-heavy-edge performs a constant number of queries and

succeeds with probability in
[
(1− ε) |EH|

n
√

m/ε
, |EH|

n
√

m/ε

]
. In the case where Sample-heavy-edge

succeeds, the edge returned is distributed according to a distribution P that has bias at most
ε.

Proof. Since each v ∈ H satisfies d(v) >
√
m/ε, we have |H| < m/

√
m/ε =

√
εm. For every

vertex v ∈ H, let dL(v) denote the cardinality of Γ(v) ∩ L, the set of light neighbors of v.
Similarly, let dH(v) denote |Γ(v) ∩H|. Thus, dH(v) ≤ |H| <

√
εm < εd(v).

Since dL(v) + dH(v) = d(v) for every v, we have

dL(v) > (1− ε) d(v) . (1)

SOSA 2018
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Each vertex v ∈ H is chosen in Step 5 with probability dL(v)/(n
√
m/ε). Therefore, the

probability that e = (v, w) is chosen in Step 6 satisfies

Pr[e is returned] = dL(v)
n
√
m/ε

· 1
d(v) >

(1− ε)
n
√
m/ε

, (2)

where the inequality follows from Equation (1). On the other hand, dL(v) ≤ d(v) implies
that Pr[e is returned] ≤ 1/

(
n
√
m/ε

)
. Finally, we bound the success probability by

Pr[ Success ] = Pr
[ ⋃

e∈EH

{e is returned}
]

=
∑

e∈EH

Pr[e is returned] > (1− ε) |EH|
n
√
m/ε

.

The second equality holds because the events {e is returned} are disjoint, while the inequality
holds by Equation (2). J

Assuming that m is known to the algorithm Sample-edge-almost-uniformly, Theorem 2 is
an immediate consequence of the following lemma. In Section 4, we consider the case where
m is not initially known to the algorithm and prove Theorem 2 in its full generality.

I Lemma 8. For any ε satisfying 0 < ε < 1/2, Sample-edge-almost-uniformly returns an
edge with probability at least 2/3. If an edge is returned, then it is distributed according to a
distribution P that has bias at most 2ε.

Proof. We first prove that the induced distribution on edges has bias at most 2ε. By
Lemmas 6 and 7, the probability of successfully returning an edge in Step 1a satisfies

Pr[ Success ] = 1
2 Pr[ Sample-light-edge succeeds ] + 1

2 Pr[ Sample-heavy-edge succeeds ]

>
1
2 ·

|EL|
n
√
m/ε

+ 1
2 ·

(1− ε) |EH|
n
√
m/ε

≥ (1− ε) m

2n
√
m/ε

.

The second inequality holds because |EL| + |EH| = m. Also by Lemmas 6 and 7, the
probability, pe, that a specific edge e is returned satisfies

1− ε
2n
√
m/ε

≤ pe ≤
1

2n
√
m/ε

.

Thus, the distribution on sampled edges satisfies

1− ε ≤ P (e)
P (e′) ≤

1
1− ε ≤ 1 + 2ε , for all e, e′ ∈ E.

Therefore, P has bias at most 2ε by Lemma 5.
We now prove that the algorithm returns an edge with probability at least 2/3. Let χi

be the indicator variable for the event that an edge (u, v) was returned in the ith step of the
for loop of the algorithm. By Lemmas 6 and 7,

Pr[χi = 0 for all i] ≤
(

1− (1− ε)
√
εm

2n

) 10n
(1−ε)

√
εm

< 1/3.

Finally, since every invocation of Sample-light-edge and Sample-heavy-edge takes a constant
number of queries, the query complexity and running time of the algorithm are O(n/

√
εm).

J
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4 Sampling Edges with Unknown m

In the previous section, we assumed that the value of m (or more specifically,
√
m/ε) was

known to the algorithm. In this section, we argue that such an assumption is unnecessary.
In particular, it is sufficient to have any estimate m̂ ∈ [m, cm] for a fixed constant c. Such
an estimate can be obtained with high probability using Õ(n/

√
m) expected queries by

employing an algorithm of Goldreich and Ron [6].3

I Theorem 9 (Goldreich & Ron [6]). Let G = (V,E) be a graph with n vertices and m

edges. There exists an algorithm that uses Õ(n/
√
m) vertex, degree, and neighbor queries

in expectation and outputs an estimate m̂ of m that with probability at least 2/3 satisfies
m ≤ m̂ ≤ 2m.

Analogues of Lemmas 6 and 7 hold for any estimate m̂ of m, with the threshold between
light and heavy vertices redefined to be

√
m̂/ε. In particular, if m̂ is an overestimate—i.e.,

m̂ > m—then the approximation guarantees of both lemmas are still satisfied. However,
an overestimate results in a smaller success probability (by a factor of

√
m/m̂). It is

straightforward to verify that so long as m ≤ m̂ ≤ 2m, the conclusion of Lemma 8 still
holds (for complete details please see the full version of the paper [3]). Using Lemma 8 and
Theorem 9, we can prove Theorem 2 in its full generality.

Proof of Theorem 2. Let m̂ be an estimate of m. We call m̂ a good estimate if it satisfies
m ≤ m̂ ≤ 2m. By repeating the algorithm of Goldreich & Ron (Theorem 9) O(log(n/ε))
times, then taking m̂ to be the median value reported, a straightforward application of
Chernoff bounds guarantees that m̂ is good with probability at least 1 − ε/2n2. If m̂ is
good, by Lemma 8, calling Sample-edge-almost-uniformly(n, m̂, ε/4) will successfully return
an edge e with probability at least 2/3, and the returned edge is distributed according to a
distribution P which has bias at most ε/2.

Let Q be the distribution of returned edges. If m̂ is not good, we have no guarantee of
the success probability of returning an edge, nor of the distribution from which the edge is
drawn. However, since m̂ is bad with probability at most ε/2n2, for each e we can bound

|Q(e)− U(e)| ≤ |Q(e)− P (e)|+ |P (e)− U(e)| ≤ ε

2n2 + ε

2m ≤
ε

m
= εU(e).

Thus Q has bias at most ε.
We now turn to analyze the expected query cost of the algorithm. By Theorem 9, the

expected query cost of Goldreich and Ron’s algorithm is Õ(n/
√
m). By Lemmas 6 and 7,

the procedures Sample-light-edge and Sample-heavy-edge each perform a constant number of
queries per invocation. Hence, the query cost of the algorithm is O(q) = Õ

(
n/
√
εm̂
)
. If

m̂ is good then q is at most Õ (n/
√
εm), and otherwise it is at most O(n). Since m is good

with probability at least 1− ε/2n2, it follows that the expected query cost is Õ(n/
√
εm). J

5 A Lower Bound

In this section we prove a lower bound on the number of queries necessary to sample an
edge from an almost-uniform distribution over E. Specifically we show that any algorithm

3 An earlier result of Feige [4] would also suffice, but we found the result of Goldreich and Ron simpler to
apply.
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A that samples an edge almost uniformly must perform Ω (n/
√
m) queries, even if A is

given m. Thus, the algorithm we present is asymptotically optimal (up to poly-logarithmic
factors). Further our lower bound applies to (1) strictly weaker approximation to the uniform
distribution (by total variational distance), and (2) to algorithms which are additionally
allowed “pair queries” at unit cost.

We first recall the definition of the total variational distance between two distributions.

I Definition 10. Let P and Q be probability distributions over a finite set Ω. We denote
the total variational distance or statistical distance between P and Q by

distTV(P,Q) = 1
2 ‖P −Q‖1 = 1

2
∑
x∈Ω
|P (x)−Q(x)| .

Observe that if P and Q are pointwise ε-close, then distTV(P,Q) ≤ ε, but the converse is
not true in general.

I Theorem 11. Let ε < 1/2 be fixed and suppose A is an algorithm that performs q = q(n,m)
vertex, degree, neighbor, or pair queries and with probability at least 2/3 returns an edge
e ∈ E sampled according to a distribution P over E. If for all G = (V,E), P satisfies
distTV(P,U) < ε, then q = Ω(n/

√
m).

Proof. The result is trivial if m = Ω(n2), so we assume that m = o(n2). Suppose there
exists an algorithm A that performs t queries and with probability at least 2/3 returns an
edge sampled from a distribution P satisfying distTV(P,U) ≤ ε. Let G′ be an arbitrary
graph, and let n′ and m′ denote the number of vertices and edges, respectively, in G′. Let K
be a clique on k =

√
2m′ nodes. Let G = G′ ∪K be the disjoint union of G′ and K, and

let VK and EK denote the vertices and edges of K in G. Thus G has n = n′ + k nodes,
m > 2m′ edges, and EK contains at least m/2 edges. The remainder of the proof formalizes
the intuition that since A makes relatively few queries, it is unlikely to sample vertices in
VK . Thus A must sample edges from EK with probability significantly less than 1/2.

Assume that the vertices are assigned distinct labels from [n] uniformly at random,
independently of any decisions made by the algorithm A. Let q1, . . . , qt denote the set of
queries that the algorithm performs, and let a1, . . . , at denote the corresponding answers.
We say that a query-answer pair (qi, ai) is a witness pair if (1) qi is a degree query of v ∈ VK ,
or (2) qi is a neighbor query for some v ∈ Vk, or (3) qi is a pair query for some (v, w) ∈ EK .
For i ∈ [t] let NWi denote that event that (q1, a1), . . . , (qi, ai) are not witness pairs, and let
NW = NWt. Let AK be the event that A returns some edge e ∈ EK . Since distTV(P,U) < ε,
we must have |PrP [AK ]− PrU [AK ]| ≤ ε. Since |EK | ≥ m/2, we have PrU [AK ] ≥ 1/2, hence

Pr
P

[Ak] ≥ 1
2 − ε. (3)

The law of total probability gives

Pr
P

[AK ] = Pr
P

[NW] · Pr
P

[AK | NW] + Pr
P

[NWc] · Pr
P

[AK | NWc] , (4)

where NWc denotes the complement of the event NW.
Claim. PrP [AK | NW] = o(1).
Proof of Claim. Suppose the event NW occurs, i.e., A does not observe a witness pair after

t queries. Thus, if A returns an edge e = (u, v) ∈ EK , it cannot have made queries
involving u or v. We can therefore bound

Pr
P

[AK | NW] ≤ |EK |
1

(n− 2t)2 ≤
m

2(n− 2t)2 ≤
2m
n2 .
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The first inequality holds because the identities of any u, v ∈ VK are uniformly distributed
among the (at least) n − 2t vertices not queried by A. The second inequality holds
assuming t < n/4. The claim follows from the assumption that m = o(n2).

Combining the result of the claim with equations (3) and (4) gives

1
2 − ε ≤ Pr

P
[Ak] = Pr

P
[NW] ·Pr

P
[AK | NW] + Pr

P
[NWc] ·Pr

P
[AK | NWc] ≤ Pr

P
[NWc] + o(1) . (5)

We bound PrP [NWc] by

Pr[NWc] = Pr

⋃
i≤t

{(qi, ai) is the first witness pair}


=
∑
i≤t

Pr[(qi, ai) is a witness pair | NWi−1]

≤
∑
i≤t

2k
n− 2i ≤

4kt
n
≤ t4

√
2m
n

.

Combining this bound with (5) and solving for t gives 2
3
( 1

2 − ε− o(1)
)

n
4
√

2m
< t . The factor

of 2/3 is because A returns an edge with probability at least 2/3. Thus, t = Ω(n/
√
m), as

desired. J
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Abstract
Recently, Renault (2016) studied the dual bin packing problem in the per-request advice model
of online algorithms. He showed that given O(1/ε) advice bits for each input item allows approx-
imating the dual bin packing problem online to within a factor of 1 + ε. Renault asked about the
advice complexity of dual bin packing in the tape-advice model of online algorithms. We make
progress on this question. Let s be the maximum bit size of an input item weight. We present
a conceptually simple online algorithm that with total advice O

(
s+logn
ε2

)
approximates the dual

bin packing to within a 1 + ε factor. To this end, we describe and analyze a simple offline PTAS
for the dual bin packing problem. Although a PTAS for a more general problem was known prior
to our work (Kellerer 1999, Chekuri and Khanna 2006), our PTAS is arguably simpler to state
and analyze. As a result, we could easily adapt our PTAS to obtain the advice-complexity result.

We also consider whether the dependence on s is necessary in our algorithm. We show that if s
is unrestricted then for small enough ε > 0 obtaining a 1+ε approximation to the dual bin packing
requires Ωε(n) bits of advice. To establish this lower bound we analyze an online reduction that
preserves the advice complexity and approximation ratio from the binary separation problem
due to Boyar et al. (2016). We define two natural advice complexity classes that capture the
distinction similar to the Turing machine world distinction between pseudo polynomial time
algorithms and polynomial time algorithms. Our results on the dual bin packing problem imply
the separation of the two classes in the advice complexity world.
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1 Introduction

Given a sequence of items of weights w1, . . . , wn and m bins of unit capacity, the dual bin
packing problem asks for the maximum number of items that can be packed into the bins
without exceeding the capacity of any bin.1 The search version of this problem is to find a
good packing. In the online version of this problem, the items are presented one at a time in

∗ Research is supported by NSERC.
1 This terminology is somewhat unfortunate, because the dual bin packing problem is not the dual to the

natural integer programming formulation of the bin packing problem. For some early results on the
latter see [1, 10].
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some adversarial order and the algorithm needs to make an irrevocable decision into which
(if any) bin to pack the current item. The dual bin packing problem has a substantial history
in both the offline and online settings starting with Coffman et al. [14]. The performance
of the online algorithm is measured by its competitive ratio; that is, the worst-case ratio
between the value of an offline optimal solution and the value of the solution obtained by
the algorithm. It is known that the online dual packing problem does not admit a constant
competitive ratio even for randomized algorithms [8, 11]. The assumption that the online
algorithm does not see the future at all is quite restrictive and in many cases impractical.
It is often the case that some information about the input sequence is known in advance,
e.g., its length, the largest weight of an item, etc. An information-theoretic way of capturing
this side knowledge is given by the tape-advice model [3]. In this model, an all powerful
oracle that sees the entire input sequence creates a short advice string. The algorithm uses
the advice string in processing the online nodes. The main object of interest here is the
tradeoff between the size of advice and the competitive ratio of an online algorithm. Often,
a short advice string results in a dramatic improvement of the best competitive ratio that is
achievable by an online algorithm. Of course, a short advice string can be computationally
difficult to obtain since the oracle is allowed unlimited power.

A related advice model is the per-request advice model [13]. In this model, prior to seeing
the ith input item, the algorithm receives the ith advice string. Unlike the tape-advice
model, the overall length of advice is always lower bounded by n in this model. Both of
these advice models have recently received considerable attention in the research community
(see Boyer et al [5] for an extensive survey on this topic). Recently, Renault [16] studied
the dual bin packing problem in the per-request advice model. He designed an algorithm
that with 1 bit of advice per request achieves a 3/2 competitive ratio. He also showed that
with O(1/ε) bits of advice per request it is possible to achieve a 1 + ε competitive ratio.2
In [16] Renault explicitly asked, as an open problem, to analyze the advice complexity of
the dual bin packing problem in the tape advice model. In this paper, we make progress on
the advice complexity needed for achieving a (1 + ε) competitive ratio for the online dual
bin packing problem. Specifically, let s be the maximum bit size of a weight of an input
item. In particular, the overall input size is O(ns) bits. We present an online algorithm that
with O( s+logn

ε2 ) bits of advice achieves a (1 + ε) competitive ratio for the dual bin packing
problem. Note that it is trivial to achieve optimality with n log2 m advice bits by specifying
for each input item into which bin it should be placed. When stated in the tape advice model,
Renault’s bound for a (1 + ε) competitive ratio is Θ(n/ε). Our advice bound for achieving a
(1 + ε) approximation is exponentially smaller for the regime of constant ε and s = O(logn).
When the n item weights have s = n bits of precision, we show that the dependence on s is
necessary by exhibiting an Ωε(n) lower bound on the advice necessary to achieve a (1 + ε)
approximation.

Our main result heavily relies on a simple polynomial time approximation scheme (PTAS)
for the dual bin packing problem, which constitutes the technical core of this paper. Dual
bin packing is a special case of the multiple knapsack problem (MKP). In the MKP, each of
the n items is described by its weight (number in (0, 1]) and its value (an integer). There are
m knapsacks each with their own capacity. The goal is to pack a subset of items such that

2 Renault states the approximation as 1/(1 − ε) whereas we will use (1 + ε) which is justified since
1/(1 − ε) ≤ 1 + ε for all ε ≤ 2/3. Also without loss of generality, we will sometimes say that the
approximation is 1 + Θ(ε) since our advice bounds are asymptotic and we can replace ε by ε/c for some
suitable c.
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all items fit into the knapsacks without violating weight constraints and the total value of
packed items is as large as possible. In the uniform MKP, capacities of the bins are equal,
and, are taken to be 1 without loss of generality. Thus, the dual bin packing problem can be
seen as the uniform MKP with all values being 1. It is known [9] that the dual bin packing,
and consequently the MKP, is strongly NP-hard even for m = 2, which effectively rules out
an FPTAS for these problems. This is in contrast to the standard knapsack problem and the
makespan problem for a fixed number of machines where FPTAS are possible. Significant
progress in the study of the MKP was made by Kellerer [15] who showed that the uniform
MKP admits a PTAS. Subsequently, Chandra and Khanna [9] gave a PTAS for the general
MKP. Clearly, these results also give PTAS algorithms for the dual bin packing problem.
However, the PTAS algorithms provided by Kellerer, and Chekuri and Khanna, are relatively
complicated algorithms with a technically detailed analysis of correctness. Our goal is to
provide a simple online advice algorithm for the dual bin packing problem based on a simpler
PTAS for the dual bin packing problem . Thus, as a first step, we provide a simpler PTAS
and analysis for the case of the dual bin packing problem. In the second step, we use the
simplified PTAS to derive our result for the tape advice-complexity of the online dual bin
packing. One of the key steps in our PTAS is a dynamic programming algorithm for the
dual bin packing problem with few distinct weights instead of the IP solver as in Kellerer’s
PTAS or the LP solver as in Chekuri and Khanna. This dynamic programming algorithm is
essentially the same as the one used in the solution of the makespan problem with a bounded
number of different processing times. Our PTAS and its analysis are self-contained and easy
to follow. Our work highlights one of the important aspects of simple algorithms, namely,
they are usually easier to modify and adapt to other problems and situations. In particular,
we are able to easily adapt our simple PTAS to the setting of online tape-advice algorithms.

2 Preliminaries

The dual bin packing instance is specified by a sequence of n item weights w1, w2, . . . , wn
and m ∈ N bins, where wi ∈ (0, 1]. The goal is to pack a largest subset of items into m bins
such that for each bin the total weight of items placed in that bin is at most 1. The problem
can be specified as an integer program as follows (notation [n] stands for {1, . . . , n}):

max.
n∑
i=1

m∑
j=1

xij

subj. to
n∑
i=1

xijwi ≤ 1 for all j ∈ [m]

m∑
j=1

xij ≤ 1 for all i ∈ [n]

xij ∈ {0, 1} for all i ∈ [n], j ∈ [m]

The online First Fit algorithm FF constructs a solution by processing items in the given
order w1, w2, . . . , wn and placing a given item into the first bin into which it fits. First Fit
Increasing algorithm FFI first orders the items by increasing weight. Let σ : [n]→ [n] be the
corresponding permutation. Then FFI runs FF on the items in the order given by σ, i.e.,
wσ(1) ≤ wσ(2) ≤ · · · ≤ wσ(n). It is easy to see that FF has an unbounded approximation (i.e.,
competitive) ratio whereas Coffman et al [14] show that FFI has a 4/3 approximation ratio

SOSA 2018
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for the dual packing problem. Note that the weights only enter the above integer program
as constraints and are not part of the objective function. Thus, it is easy to see that the
items in an optimal solution are, without loss of generality, a prefix of wσ(1), wσ(2), . . . , wσ(n)
packed into appropriate bins.

Throughout this paper we shall always write n to mean the number of input items, m
the number of bins, and s the maximum bit size of an input item (s can be thought of as the
“word size” of a computer, on which the given input sequence should be processed).

An online algorithm ALG is said to achieve a competitive ratio c for a maximization
problem if there exists a constant α such that for all input sequences I we have OPT(I) ≤
cALG(I) + α, where ALG(I) is the value of the objective that the algorithm achieves on I
and OPT(I) is the value achieved by an offline optimal solution. If α ≤ 0, we say that ALG
achieves a strict competitive ratio c.

3 A Simple PTAS for the Dual Bin Packing Problem

Fix ε > 0. In what follows, for simplicity we shall assume that ε is “nice”, i.e., 1/ε is an
integer, mε is an integer, etc. We note that an arbitrary small nice ε can always be found.
Let S = {i | wi ≤ ε} be the set of small input items, and let L = {i | wi > ε} be the set of
large input items. The goal is to pack as many items from S ∪ L into m bins as possible.
Our first observation is that if the FFI algorithm fills m bins (i.e., does not allow any more
items to be packed) using only small items then it already achieves a 1 + ε approximation.

I Lemma 1. Suppose that when the FFI algorithm terminates, it has filled all bins with
items of weight at most ε. Then FFI achieves 1 + ε approximation ratio on this instance.

Proof. If FFI packs all items then it clearly finds an optimal solution. Suppose that FFI
rejects some items. Let w be the smallest weight of a rejected item. Thus the total remaining
free space among all m bins is < wm in the FFI packing. Thus, OPT can pack at most
m− 1 more items, since it can only add items of weight ≥ w. Let N be the number of items
packed by FFI. Then we have

OPT
FFI <

N +m

N
≤ m/ε+m

m/ε
= 1 + ε,

where the second inequality follows from N ≥ m/ε, since the FFI packing uses only items of
weight ≤ ε. J

Thus, the whole difficulty in designing a PTAS for this problem lies in the handling
of large items. If FFI terminates before packing all of S, then the condition of Lemma 1
holds and hence from now on, we consider the case when FFI packs all of S. In this case
an optimal solution is to pack all of S together with some subset of smallest items from L.
The strategy for our algorithm is to pack a largest subset F of L that still leaves enough
room to pack all of S. This means that w(F ) ≤ m−w(S), but we also want to pack all of S
efficiently. This can be guaranteed by leaving slightly more room while packing F . Namely,
w(F ) ≤ m(1− ε)− w(S) guarantees that all of S can be packed efficiently after packing F .

I Lemma 2 (Kellerer [15]). Suppose that we have a packing of F ⊆ L such that w(F ) ≤
m(1 − ε) − w(S). Then running FFI with the packing of F as a starting point results in
packing all of S.

Proof. Initially, we have w(F ) ≤ m(1 − ε) − w(S) ≤ m(1 − ε). Thus, by the pigeonhole
principle there is a bin with ≥ ε free space. Thus, we can pack the first item s1 from S. Now,
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we have w(F ) ≤ m(1− ε)−w(S) ≤ m(1− ε)−w(s1), i.e., w(F ) +w(s1) ≤ m(1− ε). Again,
by the pigeonhole principle there is a bin with ≥ ε free space, so we can pack the second
item from S, and so on. J

I Remark. Note that the argument in the above lemma does not use the increasing property
of FFI. Therefore, even FF can be used to complete the partial packing F with all of S.

The next lemma shows that the extra “breathing room” that we leave to guarantee an
efficient packing of S does not hurt the approximation ratio.

I Lemma 3. Let F be the largest subset of L that can be packed into m bins with total weight
≤ m(1− ε)− w(S). Then

OPT
|F |+ |S| ≤ 1 + 3ε.

Proof. If F = L then we are done. Otherwise, let w > ε be the smallest weight of an item
from L \F . Then |S| ≥ w(S)/ε ≥ w(S)/w and |F | ≥ m(1−ε)−w(S)

w . Thus, |F |+ |S| ≥ m(1−ε)
w .

The total free space after packing F ∪ S is ≤ εm. Thus, OPT can pack at most εm
w more

items than |F |+ |S|. Combining all of the above, we have

OPT
|F |+ |S| ≤

|F |+ |S|+ εm/w

|F |+ |S| ≤ m(1− ε)/w + εm/w

m(1− ε)/w = 1
1− ε ≤ 1 + 3ε,

where the last inequality holds for small ε; i.e., ε ≤ 2/3. J

We shall refer to the problem of finding F as in the above lemma as the LFP (“the large
F problem”).
I Remark. Suppose that F is an approximation to the LFP with an additive εm term, i.e.
|F | ≥ OPTLFP − εm. Then an argument similar to the one used in the above lemma shows
that F together with S still gives 1 + Θ(ε) approximation to the original dual bin packing
problem. Thus, it suffices to find a good enough F .

Before we show how to find a good approximation to the LFP, we show how to solve
the dual bin packing optimally in polynomial time when the number of distinct weights of
the input items is fixed. As previously stated, this follows from the known PTAS for the
makespan problem. (See section 10.2 of the Vazirani text [17].)

I Lemma 4. We can solve the dual bin packing problem optimally in time O(n2km) where
k is the number of distinct weights of the input items.

Proof. The algorithm is a simple dynamic programming. Let w1, . . . , wk be the distinct
weights appearing in the input. The entire input sequence can be described by a k-tuple
(n1, . . . , nk), where ni is the number of items of weight wi and n =

∑
i ni. Note that the

number of different possible k-tuples with n items is O(nk). Let K be the set of distinct
k-tuples such that each of its element fits entirely in a single bin, i.e., (`1, . . . , `k) such
that

∑
i `iwi ≤ 1. The dynamic programming table D is going to be indexed by the

number of available bins m′ and a possible k-tuple (`1, . . . , `k) such that 0 ≤ `i ≤ ni.
The value D[(`1, . . . , `k),m′] is going to indicate the maximum number of items that can
be packed from the input sequence described by the state (`1, . . . , `k) in m′ bins. Let
L(`1, . . . , `k) = {(`′1, . . . , `′k) | ∀i 0 ≤ `′i ≤ `i}. An optimal solution to the subproblem indexed
by (`1, . . . , `k) and m′ consists of a packing of some element from L into a single bin, and
packing the remaining input items into m′ − 1 bins:

D[(`1, . . . , `k),m′] = max
(`′1,...,`′k)∈K∩L(`1,...,`k)

∑
i

`′i +D[(`1 − `′1, . . . , `k − `′k),m′ − 1].

SOSA 2018



8:6 PTAS and Online Advice Complexity of the Dual Bin Packing Problem

Algorithm 1 Our PTAS for the dual bin packing.
procedure Dual Bin Packing PTAS(w1 ≤ · · · ≤ wn,m, ε)

Let S = {i | wi ≤ ε}
if FFI(S,m) packs < |S| items then return FFI(S,m)
Let L′ = {|S| + 1, . . . , |S| + `} be the indices of the largest subset of L such that

w(L′) ≤ m(1− ε)− w(S)
Let k = `/(mε)
Let w̃ denote new weights where items with indices {|S|+ (i− 1)mε+ 1, . . . , |S|+ imε}

all receive weight w|S|+imε
Use the algorithm of Lemma 4 to obtain a packing of items F ′ with modified weights w̃
Regard F ′ as a packing with the original weights
Run FF on S with the packing of F ′ as a starting point

return the resulting packing

The base case is given by the states where either m′ = 0 or
∑
i `i = 0, in which case we

cannot pack any items. The overall runtime of this algorithm is O(n2km) since the dynamic
programming table has O(nkm) entries and each entry can be computed in time O(nk) with
appropriate preprocessing of the input data. As usual, this dynamic program can be easily
modified to return the actual packing rather than the number of packed items. J

Let L′ be the subset of the smallest items from L such that |L′| is as large as possible
subject to w(L′) ≤ m(1 − ε) − w(S). We would like to find F by running the dynamic
programming algorithm on L′. Unfortunately, L′ can have too many distinct inputs. The
idea is to group items of L′ into few groups depending only on ε, reassign all weights of
elements within a single group to the weight of the largest element in that group, and run
the dynamic programming algorithm on the new problem instance. Then, we will need to
argue that the resulting solution is an additive εm approximation to the LFP.

Let ` = |L′|. We can assume ` > m otherwise there is a trivial way to pack ` items
into m bins. Assume for simplicity that mε is an integer and that k = `/(mε) is also an
integer. Then, we split L′ into k groups of mε elements each. Let wj1 ≤ wj2 ≤ · · · ≤ wj` be
the weights of elements in L′. Define Li to be the ith group consisting of items of weights
wj1+(i−1)mε , . . . , wjimε . Reassign the weights of elements in Li to be wjimε . Let w̃ denote the
modified weights. Thus, we get an instance with k distinct weights, where k = `/(mε). Note
that ` ≤ m/ε since we are dealing with large items ≥ ε. We conclude that k ≤ 1/ε2. Thus,
we can solve this instance in time O(n2/ε2

m) by Lemma 4. Let F ′ denote this solution. Let
F denote an optimal solution to LFP with the original weights. Then, we have the following.

I Lemma 5. F ′ is feasible with respect to weights w and |F ′| ≥ |F | − εm.

Proof. Since F ′ is feasible with weights w̃ and w̃ ≥ w, we immediately conclude that F ′ is
feasible with respect to w. Rather than directly showing |F ′| ≥ |F | − εm, we show how to
construct a set F ′′ from F such that |F ′′| ≥ |F | − εm and F ′′ is feasible with respect to w̃.
This will prove the lemma, since F ′ is a maximum cardinality set that satisfies the feasibility
constraints (i.e., |F ′| ≥ |F ′′| ). To construct such F ′′, we can simply drop all items from
F ∩ L1 and replace all items from F ∩ Li by arbitrary items from Li−1 for i ≥ 2. Note that
|F ′′| = |F \ L1| ≥ |F | − εm. Moreover, F ′′ is feasible with respect to w̃ since we are always
replacing large weight items by smaller weight items. J
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This completes the argument that approximately solving the LFP using the reassigned
weights and the dynamic programming followed by FFI on small items gives a 1 + Θ(ε)
approximation. The running time of the dynamic programming is O(n2/ε2

m). One can
run FFI in O(n logn + nm) time. The overall running time of our PTAS algorithm is
O(n2/ε2

m+ n logn), which is clearly polynomial when ε is fixed. Algorithm 1 describes this
PTAS.

Summarizing, in this section we proved the following theorem.

I Theorem 6. Algorithm 1 is a PTAS for the dual bin packing problem.

4 Advice Complexity of the Online Dual Bin Packing Problem for
Bounded Bit Size of Input Items

In this section, we consider the online version of the dual bin packing problem in the tape-
advice model. Let s be the maximum bit-size of an input item weight. Then the input
bit-length is O(sn). Based on the PTAS in Algorithm 1, we develop an online algorithm that
achieves 1 + ε approximation to the dual bin packing problem with O

(
s+logn
ε2

)
bits of advice.

Before we prove the main result of this section, we need to modify Lemma 1 to work in the
online setting. Recall that Lemma 1 detects when FFI is already successful enough that
we don’t need to do any extra work to obtain a 1 + ε approximation. An online algorithm
does not have the ability to sort the input items, thus we would like to obtain a version of
Lemma 1 that detects when FF obtains a 1 + ε approximation. The restricted subsequence
first fit (RSFF) algorithm given by Renault [16] is what we need. Let W = w1, . . . , wn be
the sequence of weights given to the online algorithm. For a value η we define Wη to be the
subsequence (wi | wi ≤ η). The RSFF algorithm finds the largest value of η such that FF
packs all items in Wη and then returns FF(Wη). Without loss of generality, we may assume
that η is one of the wi.

I Lemma 7 (Implicit in Renault [16]). If RSFF identifies an η such that η ≤ ε then RSFF
achieves a 1 + ε approximation ratio.

By replacing FFI with RSFF in the first step of Algorithm 1, we obtain the main result
of this section.

I Theorem 8. There is an online algorithm achieving a 1 + Θ(ε) strict competitive ratio
for the dual bin packing problem with O

(
s+logn
ε2

)
bits of advice, where s is the maximum

bit-size of an input item.

Proof. The advice is obtained by slightly modifying the PTAS from Section 3. At first, the
oracle writes down the value of η identified by running RSFF on the input sequence. For
later convenience, we rename η by w̃0. This takes O(s) bits of advice. This is analogous to
running FFI in the original PTAS. Recall that the PTAS creates k ≤ 1/ε2 groups of large
input items Li for i ∈ [k] with the corresponding rounded weights w̃i for i ∈ [k]. The oracle
appends |Li| together with w̃i for i ∈ [k] to the advice string. This completes the specification
of the advice string. The length of the advice string is O(s+ k log |Li|+ ks) = O

(
s+logn
ε2

)
.

It is left to see that with this advice string an online algorithm can compute a 1 + Θ(ε)
approximate solution to the instance of the dual bin packing problem. Observe that if
w̃0 ≤ ε then by Lemma 7 the solution obtained by running FF on all items of weight ≤ w̃0
achieves 1 + ε approximation, since this gives us exactly the packing produced by RSFF.
From now on, we consider the case w̃0 > ε. Then an optimal solution might use large items.
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Recall that the PTAS creates a solution to the rounded instance encoded by (|L1|, . . . , |Lk|)
and weights (w̃1, . . . , w̃k), replaces this solution with actual weights of the corresponding
items and fills the rest in FF fashion with the rest of the items (see the remark immediately
following Lemma 2). Thus, knowing (|L1|, . . . , |Lk|) and weights (w̃1, . . . , w̃k) from the advice,
our online algorithm can reserve place holders for items in bins according to the dynamic
programming solution. We refer to this space as the preallocated space, and we refer to the
complement of it as the remaining space. For example, if dynamic programming solution says
that bin 1 contains `i items of weight w̃i then the online algorithm reserves `i slots of weight
w̃i in bin 1. The preallocated space in bin 1 is

∑
i `iw̃i and the remaining space in bin 1 is

1−
∑
i `iw̃i. Now, the algorithm is ready to process the items in the online fashion. When

the algorithm receives an input item of weight ≤ ε it packs it in the remaining space in FF
fashion. When the algorithm receives an item of weight ∈ (w̃i−1, w̃i], it packs it into the first
available preallocated slot of weight w̃i. By the construction of advice, we are guaranteed
that when the algorithm is done processing the inputs, all preallocated slots are occupied
and all small items are packed. By Theorem 6 this solution is a 1 + ε approximation. J

5 Advice Complexity of the Online Dual Bin Packing Problem for
General Weights

In this section we show that the online dual bin packing without any restrictions on s requires
Θε(n) advice to approximate OPT within 1 + ε. Observe that the upper bound O(n/ε)
immediately follows from the result of Renault [16] in the per-request advice model. A
somewhat stronger upper bound, (1−Ω(ε))n, follows by observing that the dual bin packing
belongs to the advice complexity class AOC defined by Boyar et al. [6] and then using the
results from [6]. Thus, we only need to prove that in the case of unrestricted s the lower
bound of Ωε(n) holds. For sufficiently small ε, we show a nearly matching lower bound
of (1 − O(ε log(1/ε)))n = Ωε(n) in the tape-advice model. We establish our lower bound
by providing a reduction (that preserves the precision, advice and competitive ratio) from
an online problem known to require a lot of advice to the dual bin packing problem. The
starting point is the binary separation problem defined by Boyar et al. [7].

I Definition 9 (Boyar et al. [7]). The binary separation problem is the online problem with
input I = (n1, y1, . . . , yn) consisting of n = n1 + n2 positive values which are revealed one
by one. There is a fixed partitioning of the set of items into a subset of n1 large items and
a subset of n2 small items, so that all large items are greater than all small items. Upon
receiving an item yi, an online algorithm for the problem must guess if y belongs to the set
of small or large items. After the algorithm has made a guess, it is revealed whether the
guess was correct. The goal is to maximize the number of correct guesses.

Boyar et al. [7] establish a lower bound on the advice needed to achieve competitive ratio
c for the binary separation problem.

I Theorem 10 (Boyar et al. [7]). Assume that an online algorithm solves the binary separation
problem on sequences I = (n1, y1, . . . , yn) where the yi are n bit numbers and does so using
at most b(n) bits of advice while making at most r(n) mistakes. Set α = (n − r(n))/n. If
α ∈ [1/2, 1) then b(n) ≥ (1−H(α))n where H(p) = p log(1/p) + (1− p) log(1/(1− p)).

Moreover, Boyar et al. [7] provide a reduction from the binary separation problem to the
standard bin packing problem to show that achieving competitive ratio < 9/8 requires an
online algorithm to receive Ω(n) bits of advice. A simple adaptation of this reduction allows
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us to derive a similar result for the dual bin packing problem. We present the details below
for completeness.

I Theorem 11. An online algorithm achieving a competitive ratio 1 + ε for the dual bin
packing problem with unrestricted bit size of input weights requires (1−O(ε log(1/ε)))n = Ωε(n)
bits of advice, provided ε < 1/19.

Proof. We show how to reduce the binary separation problem to the dual bin packing
problem while preserving the size of advice and the competitive ratio.

Let ALG be an algorithm for the dual bin packing problem that achieves competitive
ratio c and uses advice b(n). Let I = (n1, (y1, . . . , yn)) be an input to the binary separation
problem. We define ALG′ for solving I as follows. ALG′ constructs an instance of the dual
bin packing problem in the online fashion. It will use decisions and the advice string of ALG
to make decisions about its own inputs yi. Let δmax > δmin > 0 be small enough numbers.
Suppose that we have a strictly decreasing function f : R → (δmin, δmax). ALG′ invokes
ALG with n bins and 2n items. ALG′ constructs input weights to ALG in three phases.
Phase 1 (preprocessing): the first n1 weights are defined as 1/2 + δmin. This is generated

by ALG′ prior to any inputs seen from I.
Phase 2 (online): when yi arrives, ALG′ defines a new input item to ALG of weight 1/2−

f(yi). In this phase ALG′ uses decisions of ALG to handle its own inputs. If ALG
packs the current item into a bin that contains 1/2 + δmin item from phase 1 then ALG′
declares yi to be large. Otherwise, ALG′ declares the item to be small. We shall refer
to 1/2− f(yi) weight items corresponding to truly small (large) yi as small items (large
items).

Phase 3 (post processing): once ALG′ has processed the entire sequence I, it appends
weights 1/2 + f(yi) for all truly small yi from I. We refer to these weights as the
complementary weights of small items.

First observe that OPT for the constructed instance of the dual bin packing packs all 2n
items into n bins: the n1 weights corresponding to the large items can be paired up with the
n1 items from phase 1, and the n2 weights corresponding to the small items can be paired
up with their complementary weights from phase 3 in the remaining n2 = n− n1 bins.

Clearly, the advice complexity and the precision of the input items are preserved by this
reduction. Thus, to finish the argument we need to analyze how many mistakes ALG′ does.
We bound the number of mistakes in terms of the number of items unpacked by ALG. We
define the following variables.

Let p1 be the number of items from phase 1 that were not packed by ALG.
Let `2 be the number of large items from phase 2 that were not packed by ALG.
Let s2 be the number of small items from phase 2 that were not packed by ALG.
Let p3 be the number of items from phase 3 that were not packed by ALG.

The overall number of items that were not packed by ALG is p1 + `2 + s2 + p3 ≤ c−1
c 2n.

Observe that the complementary weights can only be paired up with the corresponding small
item weights, and phase 1 items can only be paired up with large or small phase 2 items.

The number of bins containing phase 1 items is n1 − p1. The number of bins containing
phase 3 items is n2 − p3. Due to the above observations, all these bins have to be distinct.
Thus, the number of bins that do not contain either phase 1 or phase 3 items is p1 + p3. Call
these the leftover bins. The are two types of mistakes that ALG′ can do: (1) it classifies
a large item as being small, and (2) it classifies a small item as being large. Since large
items can only be paired either with phase 1 items or be placed in the leftover bins, type
(1) mistakes occur only when large items are placed in the leftover bins or when large items

SOSA 2018



8:10 PTAS and Online Advice Complexity of the Dual Bin Packing Problem

remain unpacked. There can be at most 2(p1 + p3) large items in the leftover bins. Thus,
ALG′ makes at least g1 := n1 − p1 − 2(p1 + p3) − `2 correct guesses for large items. A
type (2) mistake happens only when a small item is paired up with a phase 1 item. Since
there can be at most n1 − p1 − g1 = 2(p1 + p3) + `2 phase 1 items not paired up with
large items, there can be at most that many type (2) mistakes. Thus, ALG′ makes at
least g2 = n2 − s2 − 2(p1 + p3)− `2 correct guesses for small items. Overall, ALG′ makes
g1 + g2 = n1 + n2− s2− p1− 4(p1 + p3)− 2`2 ≥ n1 +n2− 5(p1 + `2 + s2 + p3) ≥ n− 10 c−1

c n

good guesses. The fraction of good guesses is then n−10(c−1)n/c
n = 10−9c

c . By Theorem 10, it
follows that b(n) ≥ (1−H((10− 9c)/c))n. Observe that (10− 9c)/c ∈ (1/2, 1) provided that
c ∈ (1, 20/19). In particular, if ε is a small positive constant, then achieving a competitive
ratio c = 1 + ε for the dual bin packing problem requires (1 − H((1 − 9ε)/(1 + ε)))n =
(1−H(O(ε)))n = (1−O(ε log(1/ε)))n = Ωε(n) bits of advice. J

All in all, the dual bin packing problem admits short advice in case of s bounded by a
slowly growing function of n, but requires long advice when s is unrestricted. This is akin
to the distinction between the polynomial time vs pseudo-polynomial time in the regular
Turing machine world. One of the conceptual contributions of this paper is a demonstration
that “pseudo-short” advice and “truly short” advice are provably different. To make this
idea precise, we introduce two natural classes of efficient advice problems.

I Definition 12. The class EAC (efficient advice complexity) consists of online problems P
such that an input to P is given by n items, and the advice complexity of achieving 1 + ε

competitive ratio for P is Oε(poly(logn)).
Denoting the maximum bit size of an input item to P by s, we define a superclass WEAC

(weakly efficient advice complexity) of EAC to consist of those online problems P such that
the advice complexity of achieving 1 + ε competitive ratio for P is Oε(poly(logn, s)).

EAC class is defined by analogy with communication complexity where O(poly(logn))
communication is considered efficient (see Babai et al. [2]). WEAC class is also natural. The
advice length bound of algorithms for WEAC problems suggests that the advice can consist
of a short description of combinatorial parameters of a problem (e.g., length of a stream,
index into a stream, which take O(logn) bits to describe) plus a small (polylogarithmic)
number of actual data items from the stream.

In light of the above definitions and the main result of this section and Section 4, the
dual bin packing problem witnesses the following class separation theorem.

I Theorem 13. WEAC6=EAC.

6 Conclusion

We presented a simple PTAS for the dual bin packing problem. Although a PTAS for a more
general multiple knapsack problem was already known, our PTAS is arguably simpler to
state and analyze. Its simplicity helped us to adapt it to the tape-advice model of online
algorithms. We showed that a 1 + ε competitive ratio for the dual bin packing problem
is achievable with O

(
s+logn
ε2

)
bits of tape advice. We showed that the dependence on s

is necessary to obtain such small advice, as the dual bin packing problem requires Ωε(n)
when ε > 0 is small enough, s is unrestricted, and m is part of the input. We introduced
two natural advice complexity classes EAC and WEAC. The conceptual distinction between
the classes WEAC and EAC is similar to the Turing machine world distinction between
pseudo-polynomial time and strongly polynomial time. EAC captures problems that can be
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approximated to within 1 + ε with Oε(poly logn) bits of advice, whereas WEAC captures
problems that can be approximated to within 1 + ε with Oε(poly(logn, s)) bits of advice.
Our results on the dual bin packing problem imply that WEAC 6=EAC.

One immediate question left open by our work is whether there is an small advice
algorithm for small s which requires less advice bits. More specifically, does there exist
a 1 + ε approximation using oε(s) + Oε(logn) advice bits for s = o(n)? In this paper we
exclusively studied the dual bin packing in the regime of obtaining 1 + ε competitive ratio
when ε is small and m is part of the input. Are there sublinear advice algorithms for large
ε, e.g., ε = 1/2? Also, does the dual bin packing admit sublinear advice algorithms when
m is a small constant? It is also interesting to see whether or not results for the dual bin
packing problem can be extended to more general problems such as when bins have different
capacities, and more generally to the multiple knapsack problem, while preserving conceptual
simplicity. Last and perhaps a most important question is whether or not there exist online
algorithms with efficiently computable (i.e., linear or even online computable as in [12, 4])
advice for the dual bin packing problem achieving a constant competitive ratio.
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Abstract
We provide a simple and efficient population protocol for leader election that uses O(logn) states
and elects exactly one leader in O

(
n · (logn)2) interactions with high probability and in expec-

tation. Our analysis is simple and based on fundamental stochastic arguments. Our protocol
combines the tournament based leader elimination by Alistarh and Gelashvili, ICALP’15, with
the synthetic coin introduced by Alistarh et al., SODA’17.
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1 Introduction

We consider the leader election problem for population protocols introduced by [4], where
one seeks a simple, distributed protocol that establishes a leader in a system of n initially
identical agents. In this problem, in each round a pair of randomly chosen agents interact.
The interacting agents observe each other’s state and update their own state according to a
simple deterministic rule, which is identical for each agent. A protocol’s quality is measured
by the number of interactions until a unique leader is found and by the number of states per
agent required by the protocol. A key aspect of this model is that a unique leader must be
found eventually. In particular, the protocol may not fail even with negligible probability.

Related Work. We give an overview of recent results in population protocols, with a focus
on the leader election problem. We refer to [6] or the more recent [1] for a general survey on
population protocols.

[4] introduce the population protocol model. They present protocols that stably compute
any predicate definable via Pressburger arithmetic, which includes fundamental distributed
tasks like leader election or consensus. [5, 6] show that predicates stably computable by
population protocols are semi-linear. These early results restrict the number of states per
agent to a constant and focus on what can and cannot be computed (in contrast to what can
be computed efficiently). [8] prove that any population protocol that elects a leader with a
constant number of states requires an expected number of Ω

(
n2) interactions. Under some

natural protocol assumptions (met, as far as we know, by all known population protocols), [1]
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strengthen this lower bound by showing that population protocols using less than 1/2·log logn
states need an expected number of Ω

(
n2/ polylogn

)
interactions to elect a leader (their lower

bound holds also for a broader class of problems).
To beat this polynomial lower bound on the time to elect a leader, recent results consider

population protocols with polylogarithmically many states. [3] present a tournament based
protocol that elects a leader in O

(
n · (logn)3) expected interactions using O

(
(logn)3) states.

This protocol is quite intuitive and simple: Each leader candidate has a counter that is
increased whenever it interacts with another agent. When a leader candidate meets an agent
with a larger counter, it becomes a minion. Minions copy the largest counter seen so far.
The main idea of the analysis is to show that, after O

(
n · (logn)3) interactions, one of the

remaining leaders, say v, has a counter that exceeds any other leader’s counter by Θ(logn).
This head start allows v to broadcast its counter to all other remaining leaders before their
counters catch up.

[1] decrease the number of states to O
(
(logn)2) at the cost of an increased number of

O
(
n · (logn)5.3 · log logn

)
expected interactions and a much more involved protocol. A key

part of their protocol is the use of synthetic coins, which allow agents to access a random bit.
More precisely, each agent has a bit that is flipped at the end of each interaction. One can
show that, after roughly a linear number of interactions, about half of the agents have their
bit set. Thus, by accessing the bit of its interaction partner (which is chosen uniformly at
random), an agent has access to an almost uniformly random bit.

Three very recent, yet unpublished results [7, 2, 9] further improve upon these bounds. [7]
present a protocol that requires O

(
n · (logn)2) interactions in expectation and O

(
(logn)2)

states. [2] reduce the number of states to O(logn) while maintaining the number of required
interactions. Finally, [9] further reduce the number of states to O(log logn), matching the
lower bound mentioned above. All these protocols and analysis are rather involved. In
particular, [2, 9] are based on a phase clock to actively synchronize the behavior of the agents.

Our Contribution. We introduce a natural and simple leader election protocol that elects
a single leader in O

(
n · (logn)2) expected interactions and uses O(logn) states. Our analysis

is simple and based on fundamental stochastic arguments. It combines the tournament based
leader elimination from [3] with the synthetic coin introduced in [1]. Using the synthetic coin,
we initially mark n/ logn agents. Since an agent’s interaction partners are chosen uniformly
at random, this effectively gives each agent access to a (1/ logn)-coin. This allows agents
participating in the tournament to increase their counter only with a probability of 1/ logn.
As a result, we can show that an agent only needs a constant head start to broadcast its
counter to all other remaining leaders before their counters can catch up. Our analysis relies
on a simplified and slightly stronger analysis of the synthetic coin from [1].

Formally, we show the following theorem.

I Theorem 1. With high probability1 and in expectation, the protocol defined in Algorithm 1
elects exactly one leader in O

(
n · (logn)2) interactions. Furthermore, the protocol eventually

reaches and stays in a configuration where exactly one leader contender is left with probability 1.

2 Model and Protocol

We consider a population of n agents2, also referred to as nodes. A population protocol
specifies a set of possible states, the initial state of each agent, and an update rule. The

1 The expression with high probability refers to a probability of 1− n−Ω(1).
2 All our results assume n to be larger than a suitable constant.
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(deterministic) update rule is defined from the perspective of a single agent that knows its
own state and the state of its communication partner. All agents start in the same initial
state and use the same update rule. In every round a pair of agents is activated uniformly
at random. In such an interaction the two activated nodes observe each other’s state and
apply the update rule. The goal is to reach a configuration where exactly one agent’s state
labels the agent as a (potential) leader and all other agents know that they are not a leader.
Additionally, we require that every following configuration also have exactly one leader.

Protocol
We start with an informal description of our protocol. Every node has a counter and uses it
to compete with other nodes. In the beginning some nodes will be marked. Leader candidates
only increment their counter if they interact with a marked node. To initially mark a small
fraction of nodes the protocol is split into two phases: the marking phase and the tournament
phase.

Marking Phase. In the first phase, Θ(n/ logn) nodes get marked, see Section 3. To derive
this, each node is equipped with an additional bit, the flip bit, that is flipped at the end of
each interaction. After its first 3 log logn activations, a node starts to study the flip bits
of its interaction partners. It marks itself if and only if all of its next log logn interaction
partners have their flip bits set. We refer to these at most log logn crucial interactions as a
node’s marking trials. After a node’s marking trials, it enters the tournament.

Tournament Phase. The second phase is responsible for electing a unique leader, see
Section 4. At the beginning of its tournament phase every node is a possible leader and
regards itself as a contender. Contenders count the number of their interactions with marked
nodes. Whenever a contender interacts with another agent having a larger counter, it sets its
role to minion. Minions carry the largest counter seen so far. Since the counter values never
decrease we always have at least one contender left (see Lemma 6). The single remaining
contender will be the unique leader.

Below, we summarize the parameters that constitute the state of a node v.
role r(v) ∈ { contender, minion }. Each node starts as a contender.
flip bit f(v) ∈ { 0, 1 }. Initially the flip bit is set to 0. The flip bit will be used to
approximate a random coin which is zero or one with probability 1/2.
marker m(v) ∈ { 0, 1 }. Initially the marker is set to 0 for unmarked. Nodes that mark
themselves after their marking trials set this marker to 1. The marked nodes will be used
in the tournament phase to approximate a random coin with a probability 1/ logn to be
one.
phase p(v) ∈ { marking, tournament }. Each node starts in the marking phase.
counter c(v) ∈ { 0, . . . ,O(logn) }. The counter, initialized to 0, is used in both phases:
In the marking phase to skip the first 3 log logn activations and then count the marking
trials. In the tournament phase, the counter is used to determine the winner of an
encounter.

In the following we assume c(v) to be a variable that may count up to O(logn). Hence, c(v)
can assume O(logn) different values. Each of the parameters role, flip bit, marker, and phase
only doubles the state space. Therefore, the total number of states per node is O(logn).

For the case that all nodes reach the maximal possible counter value before all but one
contender are eliminated, we let contenders with equal counter compete via their flip bits.
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Algorithm leader-election(node v, node u)
marking phase

if phase p(v) = marking then
if counter c(v) ≥ 3 log logn and flip bit f(u) = 0 then

phase p(v)← tournament; /* leave phase unmarked */
else

increment counter c(v)← c(v) + 1;

if counter c(v) = 4 log logn then
marker m(v)← 1;
phase p(v)← tournament; /* leave phase marked */

tournament phase
if phase p(v) = tournament then

if role r(v) = contender then
if marker m(u) = 1 and counter c(v) ≤ U logn then

increment counter c(v)← c(v) + 1;

if c(v) < c(u) then
role r(v)← minion; /* lose the duel due to the counter */

if r(u) = contender and c(v) = c(u) and f(v) < f(u) then
role r(v)← minion; /* lose the duel due to the flip bit */

update counter c(v)← max { c(u), c(v) }; /* adopt the maximum counter */

flip the flip bit f(v) = 1− f(v);

Algorithm 1 The leader election algorithm from the perspective of a single node v upon an
interaction with communication partner u. Here, U is a large enough constant.

The complete update rule from the viewpoint of a node v interacting with a node u is formally
defined in Algorithm 1. To avoid concurrency issues, we assume that node v operates on
values of node u as they were before the interaction.

3 Analysis of the Marking Phase

In the first part of the analysis, our goal is to prove the following proposition, which states
that after the marking phase, roughly n/ logn nodes are marked. We use this in Section 4 to
prove our main result.

I Proposition 2. With high probability, after 4 lnn interactions Θ(n/ logn) nodes are marked
and all nodes are in the tournament phase.

The proof of Proposition 2 works as follows: A node marks itself if and only if all
communication partners of its log logn marking trials have their bit set. If the bit of an
interaction partner were set with probability 1/2, this would imply that v marks itself with
probability 1/2log logn = 1/ logn and the desired result would follow via Chernoff bounds.
The major difficulty is to show that, when a node starts its marking trials, the probability
that a flip bit is set is close to 1/2. We prove this in Section 3.1. Additionally, we have to
show that not too many nodes start their marking trials before the balancing of the flip
bits has finished. This is done in Section 3.2. The proof of Proposition 2 is finally given in
Section 3.3.
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3.1 Concentration of the 1/2-Coin
As described in the overview, the major technical tool to prove Proposition 2 is the following
concentration result for the number of flip bits set:

I Lemma 3. Let a > 0 and consider an interaction t with n · ln(log logn)/2 ≤ t ≤ na. The
number of flip bits that equal zero at the beginning of interaction t lies with probability at
least 1− n−a in (1± 1/ log logn) · n/2.

The flip bit of a node is set if and only if the node attended an odd number of interactions.
Observe that the number of interactions a node attended can be modeled by a balls into
bins game: Nodes correspond to bins and activations to balls. For each interaction, we
throw two balls into two random bins. Nodes with flip bit equal zero correspond to bins
with an even load. Analyzing the number of such bins directly is difficult, since the bins’
loads are correlated. However, we can use the Poisson approximation technique (see, e.g.,
the textbook [11, Chap. 5.4]).

More formally, assume we throw m balls independently and uniformly at random into
n bins. Let Xi be the resulting load of bin i for i ∈ { 1, 2, . . . , n }. Additionally, let Yi for
i ∈ { 1, 2, . . . , n } denote independent Poisson random variables with parameter m/n. We
call (X1, . . . , Xn) the exact case and (Y1, . . . , Yn) the Poisson case. The following well-known
result relates these processes:

I Known Result 1 (Corollary 5.9, [11]). Any event that takes place with probability p in the
Poisson case takes place with probability at most pe

√
m in the exact case.

Recall that we are interested in the number of bins with even load. This can be easily
bounded in the Poisson case:

I Lemma 4. Let a > 0 and Y1, . . . , Yn be independent Poisson random variables, each with
parameter λ ≥ 2. Define α := min {λ, lnn/8 }. The number of variables that are even lies
with probability at least 1− n−a in (1± e−α) · n/2.

Proof. One easily verifies that the probability for Yi to be even is

Pr[Yi is even] = 1
2 ·
(
1 + e−2λ), (1)

see Appendix A. Let the indicator random variable Zi be 1 if and only if Yi is even and 0
otherwise. By construction Z1, . . . Zn are independent 0-1 random variables and Z =

∑n
i=1 Zi

is the number of variables that are even. By Equation (1), E[Z] = n ·
(
1 + e−2λ)/2. Set

δ := e−2α and note that, since λ ≥ max { 2, α }, we have
(
1 + e−2λ) · (1 + δ) ≤ (1 + e−α) and(

1 + e−2λ) · (1− δ) ≥ (1− e−α). Thus, standard Chernoff bounds (Lemma 11) yield

Pr
[
Z ≥ n

2 (1 + e−α)
]
≤ Pr[Z ≥ (1 + δ) · E[Z]] ≤ e−E[Z]δ2/3 ≤ n−a

2 and

Pr
[
Z ≤ n

2 (1− e−α)
]
≤ Pr[Z ≤ (1− δ) · E[Z]] ≤ e−E[Z]δ2/2 ≤ n−a

2 .

(2)

Combining both bounds gives the desired statement. J

Proof of Lemma 3. Fix an interaction t with n · ln(log logn)/2 ≤ t ≤ na and set α :=
min { 2t/n, lnn/8 }. Note that α ≥ ln(log logn). Let X denote the number of nodes that
have their flip bit equal 0. As mentioned above, X also equals the number of bins with an
even load when we throw 2t balls into n bins chosen independently and uniformly at random
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in the exact case. Let Y be the number of bins with an even load in the Poisson case (that
is, each of the independent n Poisson random variables has parameter λ = 2t/n). By Known
Result 1, we know that for any set A ⊆ { 0, 1, . . . , n } Pr[X ∈ A] ≤ e

√
2t · Pr[Y ∈ A]. Let

A := [0, (1− e−α) · n/2) ∪ ((1 + e−α) · n/2, n]. By Lemma 4, e
√

2t · Pr[Y ∈ A] ≤ n−a. Using
that e−α ≤ 1/ log logn, we get the desired statement. J

3.2 Bounding the Number of Early Marking Trials
By Lemma 3 we know that if a node starts its marking trials after (global) interaction
n · ln(log logn)/2, the fraction of flip bits equal zero in the system is very close to 1/2. In
the following, we bound the number of nodes that start their marking trials earlier.

I Lemma 5. Let a > 0. With probability 1−n−a, at most n/ logn nodes start their marking
trials before the

(
n · ln(log logn)/2

)
-th (global) interaction.

Proof. Fix interaction T0 := n · ln(log logn)/2 and consider the number of nodes that start
their marking trials before T0. We analyze this number using the Poisson approximation
technique.

Performing T0 global interactions corresponds to throwing 2T0 balls. Hence, we consider
independent Poisson random variables Y1, . . . , Yn, each with parameter λ := 2T0/n =
ln(log logn). A node starts its marking trials once it got activated t := 3 log logn times. The
Chernoff bound for Poisson random variables (Lemma 12) gives

Pr[Yi ≥ t] ≤
e−λ(eλ)t

tt
= 1

log logn

(
e ln(log logn)

3 log logn

)3 log logn

≤ 1
log logn

(
1
2

)3 log logn
≤ 1

(logn)3 ,

(3)

where the second inequality follows from ln(x)/x ≤ 1/2 for any x > 0. Now consider
binary random variables Zi that are 1 if and only if Yi ≥ t and let Z :=

∑n
i=1 Zi. It is

E[Z] ≤ n/(logn)3 ≤ n/(2 logn). Lemma 11 implies for δ := 1

Pr
[
Z ≥ n

logn

]
≤ Pr[Z ≥ (1 + δ) · E[Z]] ≤ e−n/(3(logn)3) ≤ e−(a+2) lnn = n−(a+2). (4)

As in the proof of Lemma 3, we can now apply Known Result 1 to get the same guarantee for
the exact case with probability n−a. Therefore, with probability 1− n−a, at most n/ logn
nodes have been activated more than 3 log logn times before the T0-th interaction, finishing
the proof. J

3.3 Proof of Proposition 2
We show that, with high probability, after T := 4n lnn interactions all nodes are in their
tournament phase and at least n · (1− 1/ logn) of them have marking probability Θ(1/ logn).
We conclude that the expected number of marked nodes is Θ(n/ logn) and use Chernoff to
get the same result with high probability.

A node v enters the tournament phase at the latest when it was activated 4 log logn
times. Let N denote the number of interactions in which v was activated at the end of
interaction T . Then E[N ] = 2T/n = 8 lnn. Set δ := 1/

√
2 and note that 4 log logn ≤

2 lnn ≤ (1− 1√
2 )8 lnn = (1− δ) · E[N ]. Hence, Lemma 11 implies

Pr[N ≤ 4 log logn] ≤ e−E[N ]·δ2/2 = e−2 lnn = n−2. (5)
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A union bound over all nodes yields that, with high probability, all nodes are in the
tournament phase after interaction T .

Lemma 3 implies that at the end of any interaction t with T ≥ t ≥ T0 := n · ln(log logn)/2
the number of flip bits set lies in n− (1± 1/ log logn) · n/2 with probability at least 1− n−3.
Thus, via a union bound over the T − T0 < 4n lnn many interactions in the interval [T0, T ],
with high probability the number of flip bits set lies in n− (1± 1/ log logn) · n/2 during the
whole interval [T0, T ]. We use E to denote this event. Now consider a node v that has all
of its marking trials during [T0, T ] and let Mv be the event that v leaves its marking phase
marked. Using that (1− 1/ log logn)log logn ≥ 1/(2e) and (1 + 1/ log logn)log logn ≤ e we get

1
2e logn ≤ Pr[Mv | E ] ≤ e

logn. (6)

By Lemma 5, with high probability there are no more than n/ logn nodes that start their
marking trials before interaction T0. Denote this high probability event with E ′. The two
worst case scenarios are that all or non of the early nodes get marked. Let M be the number
of marked nodes after T interactions. With the above argumentation we obtain

n

6 logn ≤
(
n− n

logn

)
· 1

2e logn ≤ E[M | E , E ′] ≤ n · e

logn + n

logn ≤
4n

logn. (7)

Applying Lemma 11 with δ = 1/4 and δ = 5/6, respectively, yields

Pr
[
M ≥ 5n

logn

∣∣∣∣ E , E ′] ≤ e− n
288 logn and Pr

[
M ≤ n

logn

∣∣∣∣ E , E ′] ≤ e− 25n
432 logn . (8)

Thus, using the law of total probability and the fact that the events E , E ′ happen with high
probability, we get that M ∈ Θ(n/ logn) with high probability, finishing the proof. J

4 Analysis of the Main Algorithm

In the following section we analyze the tournament phase of our protocol. First we show
that, at the beginning of any interaction, at least one node will have the contender role.

I Lemma 6. At the beginning of any interaction, there will be at least one contender.

Proof. Let M = max { c(v) } be the maximum counter value of all nodes. We observe that
from the definition of the protocol in Algorithm 1 it follows that a node’s counter cannot
decrease. We show by an induction over the number of interactions that there always exists
at least one contender which has the largest counter.

Initially, all nodes have the role contender and counter value 0. Therefore the base of the
induction holds. For the induction step consider an arbitrary but fixed interaction between v
and u. W.l.o.g. assume that c(v) ≥ c(u). We distinguish the following two cases, depending
on the status of v and u before the interaction.

Case 1: c(v) = M .
If node v is a contender, it can only become a minion upon interaction with another contender
u with c(u) = M and f(u) = 1 while f(v) = 0. In this case, however, u remains a contender
with maximal counter. It might also happen that the maximal counter value increases to
M + 1 while v still has c(v) = M . In that case, however, u will have c(u) = M + 1 and thus
u will be a contender with maximal counter value.
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Case 2: c(v) < M .
Since both v and u do not have maximal counter value, the number of contenders having
maximal counters cannot decrease.

Together, these two cases yield the induction step and the lemma follows. J

It is easy to see that the maximum counter values are spread through the system like
messages in the case of push/pull broadcasting (see, e.g., [10]). The following observation is
an adaption of the results for randomized broadcasting algorithms to our setting.

For any interaction t let C(t) and C(t) denote the maximal and minimal counter value of
all nodes after interaction t.

I Observation 7. Fix an interaction t. With probability at least 1−n−3 the maximal counter
is broadcast to all nodes in 4n logn interactions: C(t+ 4n logn) ≥ C(t).

We use this observation to obtain the following corollary.

I Corollary 8. Fix an interaction t. Let Et be the event that C(t + 4n logn) < C(t). We

have Pr
[⋃Θ(n·(logn)2)

t=1 Et
]
≤ 1/n.

Proof. Note that for an interaction t the event Et is precisely the complementary event from
the one characterized in Observation 7. Therefore, Pr[Et] ≤ n−3. The corollary follows from
union bound over the Θ

(
n · (logn)2) interactions. J

From Observation 7 and Corollary 8 we obtain that whenever a contender increments its
counter, after at most 4n logn interactions, all nodes have at least the same value.

I Lemma 9. Let v1, v2 with v1 6= v2 be two contenders which are both in the tournament
phase. With constant probability pL9 = Θ(1) one of the two contenders becomes a minion
after 8n logn interactions.

Proof. W.l.o.g. assume that c(v1) ≥ c(v2). We split the 8n logn interactions into two parts
and show that with constant probability v1 increments its counter in the first part, while v2
does not increment its counter at all in both parts.

In each interaction, the probability that v1 is selected interacts with a marked node is
Θ(1/(n logn)). This follows directly from the number of marked nodes, see Proposition 2.
Let p1 be the probability that v interacts with a marked node in 4n logn interactions. For
the complementary event we get

p1 = 1− p1 =
(

1−Θ
(

1
n logn

))4n logn
= e−Θ(1)

and thus p1 = Θ(1).
Let p2 be the probability that v2 does not interact with a marked node and thus does

not increment its counter in all 8n logn interactions. The numbers of interactions of node v1
and node v2 are not independent, they are negatively correlated. To obtain a lower bound on
p2, we assume that in the worst case v1 does not interact at all. Under this assumption, the
probability that v2 is selected is 2/(n− 1) and thus the probability that v2 does not interact
with a marked node is at least

p2 ≥
(

1− 2
n− 1 ·Θ

(
1

logn

))8n logn
= Θ(1).
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From Corollary 8 we obtain that in the second part of the 8n logn interactions v2 will see
a counter value which is as least as large as the counter value of v1 after the first part of the
interactions, with high probability. We use union bound on above probabilities and the result
from Corollary 8 and conclude that with constant probability pL9 ≥ p1 · p2 − 1/n = Θ(1) the
node v2 becomes a minion. J

Together with Lemma 6 and Corollary 8, the above lemma forms the basis for the proof
of our main theorem, Theorem 1. Our main result is restated as follows.

I Theorem 1. With high probability and in expectation, the protocol defined in Algorithm 1
elects exactly one leader in O

(
n · (logn)2) interactions. Furthermore, the protocol eventually

reaches and stays in a configuration where exactly one leader contender is left with probability 1.

Proof. Let v1 and v2 be an arbitrary but fixed pair of contenders. We denote the first
interaction when both v1 and v2 have entered the tournament phase as t0. From Proposition 2
we obtain that with high probability t0 = O(n logn). Starting with interaction t0, we consider
5/ log(1/(1 − pL9)) · logn = Θ(logn) so-called periods consisting of 8n logn interactions
each. More precisely, the i-th period consists of interactions in [ti−1, ti) for 1 ≤ i ≤
5/ log(1/(1− pL9)) · logn, where ti = t0 + i · 8n logn.

From Lemma 9 we know that with constant probability pL9 either v1 or v2 becomes a
minion in each period. Therefore, with constant probability 1− pL9 both nodes v1 and v2
remain contenders in one period. After 5/ log(1/(1 − pL9)) · logn = Θ(logn) periods, the
probability that v1 and v2 both remain contenders is at most 1/n5.

We take the union bound over all n2 pairs of nodes and obtain a probability of at least
1− 1/n3 that from each pair at least one node becomes a minion. From Lemma 6 we know
that we always have at least one contender. Obviously, in any pair of nodes this contender
cannot be the one to become a minion. Together, this implies that we have at least one
contender and after t0 + Θ(logn) · 8n logn = O

(
n · (logn)2) interactions we have exactly

one remaining contender, with high probability. All other nodes become minions with high
probability, which shows the first part of the theorem.

To argue that the claimed run time also holds in expectation, we observe that the
definition of the algorithm includes a backup protocol based on the flip bits. Observe that a
similar approach to use a backup protocol has also been described in [3] and in [7]. Intuitively,
whenever two contenders with the same counter value interact, there is a constant probability
that one of them becomes a minion due to the flip bits. This backup protocol reduces the
number of contenders to one in O

(
n2 logn

)
interactions in expectation. This follows from

the coupon collector’s problem. Since the probability that our main protocol fails and thus
the backup protocol is actually needed is at most O

(
1/n3), we obtain that our result also

holds in expectation.
Finally, to show that the protocol eventually reaches a state where exactly one contender –

the leader – is left, we observe the following. From any state of the system which is reachable
over a sequence of interactions from the initial configuration, it is straight forward to specify
a finite sequence of interactions such that all but one nodes become a minion. That means,
at any time we have a positive probability to reach a stable state within finitely many
interactions, and thus with probability 1 eventually only one contender will be left. J
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A Appendix

Let N be the natural numbers including zero.

I Definition 10 (Poisson Random Variable). A discrete Poisson random variable Y with
parameter λ is given by the following probability distribution on N: Pr[Y = k] = e−λλk/k!
for all k ∈ N.

I Lemma 11 (Chernoff Bounds [11] (Th. 4.4, Th. 4.5)). Let Z1, . . . , Zn be independent
Poisson trials such that Pr(Zi) = pi. Let Z =

∑n
i=1 Zi and µL ≤ E[Z] ≤ µU .3 Then,

Pr[Z ≥ (1 + δ)µU ] ≤ e−µUδ2/3 for 0 < δ ≤ 1 and
Pr[Z ≤ (1− δ)µL] ≤ e−µLδ2/2 for 0 < δ < 1.

I Lemma 12 (Chernoff for Poisson Variables [11] (Th. 5.4)). Let X be a Poisson random
variable with parameter λ.

If x > λ, then Pr(X ≥ x) ≤ e−λ(eλ)x
xx .

If x < λ, then Pr(X ≤ x) ≤ e−λ(eλ)x
xx .

3 While [11] states these bounds in terms of µ = E[Z], it is easy to see and also mentioned in [11] that
the Chernoff bounds hold also for suitable lower and upper bounds on E[Z].



P. Berenbrink, D. Kaaser, P. Kling, and L. Otterbach 9:11

Proof of Equation (1). Let Y be a Poisson random variable with parameter λ. Using the
Taylor series ex =

∑
k∈N

xk

k! , we obtain

Pr[Y is even] =
∑
k∈N

Pr[Y = 2k] =
∑
k∈N

e−λλ2k

(2k)!

= e−λ

2

(∑
k∈N

λ2k

(2k)! +
∑
k∈N

λ2k

(2k)!

)

= e−λ

2

(∑
k∈N

λ2k

(2k)! +
∑
k∈N

λ2k+1

(2k + 1)! +
∑
k∈N

λ2k

(2k)! −
∑
k∈N

λ2k+1

(2k + 1)!

)

= e−λ

2

(∑
k∈N

λk

(k)! +
∑
k∈N

(−λ)k

(k)!

)

= e−λ

2 (eλ + e−λ)

= 1
2(1 + e−2λ) . J
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Abstract
The algorithmic task of computing the Hamming distance between a given pattern of lengthm and
each location in a text of length n, both over a general alphabet Σ, is one of the most fundamental
algorithmic tasks in string algorithms. The fastest known runtime for exact computation is
Õ(n
√
m). We recently introduced a complicated randomized algorithm for obtaining a 1 ± ε

approximation for each location in the text in O(nε log 1
ε logn logm log |Σ|) total time, breaking a

barrier that stood for 22 years. In this paper, we introduce an elementary and simple randomized
algorithm that takes O(nε logn logm) time.
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1 Introduction

One of the most fundamental family of problems in string algorithms is to compute the
distance between a given pattern P of length m and each location in a given larger text T
of length n, both over alphabet Σ, under some string distance metric (See [24, 20, 2, 25, 8,
6, 3, 7, 29, 12, 28, 26, 9, 11, 31, 27, 19, 10, 15, 18, 17, 16, 5, 4, 30]). One of the most useful
distance metrics in this setting is the Hamming Distance of two strings, which is the number
of aligned character mismatches between the strings. Let HAM(X,Y ) denote the Hamming
distance of two strings X and Y . Abrahamson [1] showed an algorithm whose runtime is
O(n
√
m logm). The task of obtaining a faster upper bound seems to be very challenging,

and indeed there is a folklore matching conditional lower bound for combinatorial algorithms
based on the hardness of combinatorial Boolean matrix multiplication (see [14]). However,
for constant sized alphabets the runtime is solvable in O(n logm) using a constant number
of convolution computations (which are implemented via the FFT algorithm) [20].

The challenge in beating Abrahamson’s algorithm naturally lead to approximation
algorithms for computing the Hamming distance in this setting, which is the problem
that we consider here and is defined as follows. Denote Tj = T [j, . . . , j + m − 1]. In the
pattern-to-text approximate Hamming distance problem the input is a parameter ε > 0, T ,
and P . The goal is to compute for all locations i ∈ [1, n − m + 1] a value δi such that
(1−ε)HAM(Ti, P ) ≤ δi ≤ (1+ε)HAM(Ti, P ). For simplicity we assume without loss of generality
that Σ is the set of integers {1, 2, . . . , |Σ|}.

∗ This project has received funding from the European Research Council (ERC) under the European
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Karloff in [22] utilized the efficiency of the algorithm for constant sized alphabets to
introduce a beautiful randomized algorithm for solving the pattern-to-text approximate
Hamming distance problem, by utilizing projections of Σ to binary alphabets. Karloff’s
algorithm runs in Õ( nε2 ) time, and is correct with high probability.

Communication complexity lower bounds

One of the downsides of Karloff’s algorithm is the dependence on 1
ε2 . In particular, if one is

interested in a one percent approximation guarantee, then this term becomes 10000, which
is extremely large for many applications. Remarkably, many believed that beating the
runtime of Karloff’s algorithm is not possible, mainly since there exist qualitatively related
lower bounds for estimating the Hamming distance of two equal length strings (for a single
alignment). In particular, Woodruff [32] and later Jayram, Kumar and Sivakumar [21]
showed that obtaining a (1± ε) approximation for two strings in the one-way communication
complexity model requires sending Ω(1/ε2) bits of information. The lower bounds were
extended to the two-way communication complexity model as well [13].

In [23] we showed that this belief was flawed, by introducing an Õ(nε ) time algorithm
that succeeds with high probability. In particular, we proved the following.

I Theorem 1 ([23]). There exists an algorithm that with high probability solves the pattern-
to-text approximate Hamming distance problem and runs in O(nε log 1

ε logn logm log |Σ|)
time.

Our algorithm in [23] turned out to be rather complicated and borrows ideas from sparse
recovery and constructions of specialized families of hash functions.

A simpler algorithm

In this paper we show how to solve the pattern-to-text approximate Hamming distance
problem faster (in terms of logarithmic factors) and simpler. The rest of this paper is devoted
to proving the following theorem.

I Theorem 2 ([23]). There exists an algorithm that with high probability solves the pattern-
to-text approximate Hamming distance problem and runs in O(nε logn logm) time.

2 The Algorithm

For a function h : Σ→ Σ′ and for any string S = s1s2 . . . sk, let h(S) = h(s1)h(s2) . . . h(sk).

Local versus global operations

The operations that our algorithm performs during the approximation of the Hamming
distance at some location j are partitioned into two types. The first type is local operations
which are independent of the computations performed for other locations in T . The second
type is global operations, which are operations that for efficiency purposes are computed
as a batch for all of the alignments in T . In particular, all of the global operations in our
algorithm are to compute HAM(h(Tj), h(P )) where h : Σ →

[ 2
ε

]
. Such a computation

will make use of the following Theorem (which uses the FFT algorithm; see [20]), and is
summarized in Corollary 4.
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Algorithm 1 The new algorithm.

ApproxHAM(Tj , P, ε)
1 for i = 1 to c logn
2 do Pick a random h : Σ→ {1, 2, . . . , 2

ε }.
3 compute xi = HAM(h(Tj), h(P ))
4 return max1≤i≤c logn{xi}

I Theorem 3. Given a binary text T of size n and a binary pattern P of size m, there exists
an O(n logm) time algorithm that computes for all locations j in T the number of times that
a 1 in Tj is aligned with a 1 in P .

I Corollary 4. Given a text T of size n and a pattern P of size m both over alphabet Σ,
there exists an O(|Σ| · n logm) time algorithm that computes HAM(Tj , P ) for all locations j
in T .

The algorithm for Corollary 4 is implemented by considering a separate binary text and
binary pattern for each character σ ∈ Σ. For character σ in this set, occurrences of σ in T
are assigned to 1, while occurrences of other characters are assigned to 0. On the other hand,
occurrences of σ in P are assigned to 0, while occurrences of other characters are assigned
to 1. Applying Theorem 3 on the binary text and pattern defined by σ enables computing
for every location j the number of times character σ in Tj contributes to HAM(Tj , P ). A
summation over all the mismatches for all the characters in Σ completes the computation
of HAM(Tj , P ). Since Theorem 3 is applied |Σ| times, the Corollary follows. Notice that
when the algorithm of Corollary 4 is applied, then each location in the text is charged an
O(|Σ| logm) (global) time cost.

The algorithm

With the goal of easing the presentation of our algorithm, we focus on estimating the
Hamming distance between Tj and P , and count the cost of global and local operations for
this location. Since we are interested in algorithms that succeed with high probability (at
least 1− 1

nΘ(1) ) then it suffices to show that with high probability the algorithm succeeds at
location j. The pseudo-code for the algorithm is given in Algorithm 1.

Time complexity

Computing the Hamming distance between the projected text and projected pattern in Line 3
takes place by applying the algorithm from Corollary 4 where the alphabet is

[ 2
ε

]
. Thus, the

total time cost for location j is O( 1
ε logn logm), and so the overall time cost for all locations

is O(nε logn logm).

Correctness

Let d = HAM(Tj , P ). The goal of the algorithm is to approximate d. Notice that the
expected value of xi is E[xi] = (1− ε

2 )d, since each mismatch in the original text and pattern
remains a mismatch after the projection obtained by applying h with probability 1− ε

2 . Thus,

SOSA 2018



10:4 A Simple Algorithm for Approximating the Text-To-Pattern Hamming Distance

E[d− xi] = εd
2 , and so by the Markov inequality,

Pr[xi < (1− ε)d] = Pr[d− xi > εd] ≤ E[d− xi]
εd

= 1
2 .

Since the algorithm returns the largest xi value, the only way in which the algorithm
fails is if all of the xi values are less than (1 − ε)d. Since the choices of the projections is
independent, this happens with probability at most n−c.
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Abstract
We consider the restricted versions of Scheduling on Unrelated Machines and the Santa
Claus problem. In these problems we are given a set of jobs and a set of machines. Every job j
has a size pj and a set of allowed machines Γ(j), i.e., it can only be assigned to those machines.
In the first problem, the objective is to minimize the maximum load among all machines; in
the latter problem it is to maximize the minimum load. For these problems, the strongest LP
relaxation known is the configuration LP. The configuration LP has an exponential number of
variables and it cannot be solved exactly unless P = NP.

Our main result is a new LP relaxation for these problems. This LP has only O(n3) variables
and constraints. It is a further relaxation of the configuration LP, but it obeys the best bounds
known for its integrality gap (11/6 and 4).

For the configuration LP these bounds were obtained using two local search algorithm. These
algorithms, however, differ significantly in presentation. In this paper, we give a meta algorithm
based on the local search ideas. With an instantiation for each objective function, we prove the
bounds for the new compact LP relaxation (in particular, for the configuration LP). This way,
we bring out many analogies between the two proofs, which were not apparent before.

1998 ACM Subject Classification F.2.2 Nonnumerical Algorithms and Problems
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1 Introduction

We consider the problem of allocating jobs J to machinesM. A popular variation is the
restricted case, where j ∈ J has a size pj and can only be assigned to Γ(j) ⊆ M. Two
natural objective functions are to minimize the maximum load or to maximize the minimum
load among all machines, where the load of a machine is defined as the sum of the sizes over
the jobs assigned to it. The first objective will be referred to as Makespan and the latter as
Max-min. These problems are special cases of Scheduling on Unrelated Machines and
the Santa Claus problem.

Recent breakthroughs in both problems can be attributed to the study of the exponential
size configuration LP which started with [4]. It was shown for the Max-Min problem that the
LP has an integrality gap of at most 4 [3], which was the first constant factor guarantee there.
Later, Svensson transferred these ideas to the Makespan problem and proved an upper bound
of 33/17 for the integrality gap in this case [11], thereby giving the first improvement over
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the classical 2-approximation (see [9]). This has since been improved to 11/6 by us [7]. The
known lower bounds for the approximation ratio assuming P 6= NP are are 3/2 (Makespan) [9]
and 2 (Max-min) [5]. This matches the known instances with the highest integrality gap
for the configuration LP. Such instances can be derived by easy modification of the lower
bounds given in this paper later on. Note that all of the upper bounds mentioned above
are non-constructive, i.e., they do not give an efficient algorithm to compute the integral
solution of the respective quality. A significant amount of research has gone into making
these proofs constructive [10, 2, 8, 1], but this is not the focus of this paper.

In this paper, we show that these upper bounds can already be achieved by a weaker
LP relaxation, which has polynomial size. First, we show a necessary condition for the
existence of a fractional solution of a certain value. Then, we use this condition together
with a local search algorithm similar to those used to prove the bounds for the configuration
LP. This local search algorithm might not terminate in polynomial time; hence the result
is non-constructive. We present the local search algorithms and their analysis in a unified
way for both problems. In previous literature, many similarities between the problems were
hidden by the different presentations of the algorithms. The algorithm in this paper is given
in a natural way like in some physical system and uses much less technical definitions than in
the previous papers. Starting with an arbitrary allocation, jobs are repelled or attracted by
certain machines. This depends for example on whether a machine has too much or too little
load. Based on these rules, they are moved away from machines by which they are repelled
or towards machines by which they are attracted. The allocation eventually converges to
one that has the desired properties. This is also significant change in the technical aspects,
in particular compared to the previous algorithm for Max-min. There, jobs were always
considered in large sets and such a set can only be exchanged altogether for a disjoint set of
jobs. Our approach is more fine-grained by arguing over the jobs individually, which is also
how it was traditionally done in the Makespan case.

One advantage of the small linear program is that it is much simpler to solve. An optimal
solution can be computed directly and efficiently by an LP solver. The configuration LP on
the other hand cannot be solved exactly in polynomial time, unless P=NP (see Appendix A),
and even approximating it requires non-trivial techniques. A detailed description can be
found in [4].

Furthermore, this paper improves the understanding of the configuration LP by pointing
out which properties are necessary and which are not to obtain the currently known bounds
for the integrality gap. This points to aspects of the configuration LP that should be
investigated in order to reduce the bound on the integrality gap further. The compact
linear program we give in this paper works by enforcing some properties of the configuration
LP only on jobs greater than a certain threshold. It is intuitive that the integrality gap
approaches that of the configuration LP as this threshold tends to 0, but it is surprising that
we get the exact same bounds and this even with a rather large threshold.

It is also a direction of further research to investigate if efficient rounding procedures for
the weaker linear program exist, since now it is clear that it has the potential for them.

Notation

Throughout the paper we will encounter numerous occasions, where one inequality (e.g.,
a ≤ b) holds for Makespan objective and the opposite holds for Min-max (e.g., a ≥ b). To
save space, we will write a ≤ (≥) b in that case. The first symbol always refers to the
Makespan objective and the latter one to Max-min.
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For a set of jobs A ⊆ J , we write p(A) in place of
∑
j∈A pj . For other variables indexed

by jobs, we may do the same. An allocation is a function σ : J →M, where σ(j) ∈ Γ(j) for
all j ∈ J . We write σ−1(i) for the set of all jobs j which have σ(j) = i.

1.1 Linear programming relaxations
All of the LPs presented below do not have an objective function. Instead, they are
parameterized by a value T ∈ [0, n ·maxj∈J pj ] and the optimum is the lowest T (Makespan)
or highest T (Max-min) for which the LP is feasible. If the LP can be solved in polynomial
time, such a T can be found in polynomial time using a binary search.

First, we define the allocation polytope, which captures every legal (fractional) allocation
of jobs.

I Definition 1 (Allocation polytope).∑
i∈Γ(j)

xi,j ≥ (≤) 1 ∀j ∈ J (1)

∑
i/∈Γ(j)

xi,j = 0 ∀j ∈ J (2)

xi,j ∈ [0, 1] ∀j ∈ J , i ∈M

Here the variable xi,j specifies if job j is assigned to machine i. Note that it would perhaps
be more intuitive to enforce equality in (1), but this would make certain upcoming arguments
more lengthy than necessary. In general, a solution that does not satisfy equality can be
converted without loss to one that does.

It remains to add constraints that guarantee every machine has a load of at most T
(Makespan) or at least T (Max-min). We give these constraints in an indirect form. This is
to improve comparability between these relaxations. In Section 2 we will give an explicit
version of LPr, which is the polynomial linear program this paper focuses on.

I Definition 2 (Assignment LP). The straight forward method is to ensure for all i ∈ M
that

∑
j∈J pjxi,j ≤ (≥) T holds. This can also be written as

(xi,j)j∈J ∈ {χ ∈ [0, 1]J : pTχ ≤ (≥) T} ∀i ∈M. (3)

This basic relaxation goes back to [9]. For Makespan it has an integrality gap of exactly 2;
for Max-min the integrality gap is unbounded.

I Definition 3 (Configuration LP). For the configuration LP it is required that the assignment
of jobs to a particular machine is a convex combination of so-called configurations (sets of
jobs that do not exceed T in size or have size of at least T ), i.e.,

(xi,j)j∈J ∈ conv{χ ∈ {0, 1}J : pTχ ≤ (≥) T} ∀i ∈M. (4)

Note that it is not necessary to require χj = 0 for all j ∈ J with i /∈ Γ(j) (which is typical for
the definition of the configurations), since this is already implied by the allocation polytope.
The common definition of the configuration LP uses an exponential number of variables.
Wiese and Verschae observed that the definition above is equivalent [12]. Clearly these
constraints imply those from the assignment LP. Hence, the configuration LP is the stronger
of the two.

SOSA 2018
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I Definition 4 (LPr). As a natural intermediate between assignment LP and configuration
LP, for a constant r ∈ N0 we propose the following constraint.

(xi,j)j∈J ∈ conv{χ ∈ [0, 1]J : pTχ ≤ (≥) T, χj ∈ {0, 1} if pj · r > T} ∀i ∈M. (5)

To our best knowledge, the cases where 0 < r <∞ have not been considered in literature.

1.2 Other related work

The Graph Balancing problem is the special case of Makespan minimization where
|Γ(j)| = 2 for all j ∈ J . For this problem a strong polynomial size LP relaxation is already
known. This is the assignment LP with the additional constraint that

∑
j∈J :pj>T/2 xi,j ≤ 1

for all i ∈M. It was shown to have an integrality gap of exactly 1.75 for Graph Balancing,
but for arbitrary restrictions it only gives 2 [6]. This LP can be written as the points in the
allocation polytope that satisfy

(xi,j)j∈J ∈ conv{χ ∈ [0,∞)J : pTχ ≤ T and χj ∈ {0, 1} if pj · 2 > T} ∀i ∈M.

In this form we see clearly the similarities to LP2. Interestingly, LP2 remains strong even for
arbitrary restrictions.

1.3 Our contribution

I Theorem 5. For r ≥ 2 there is a linear program with O(nr+1) variables and constraints
(Makespan) or O(nr+2) (Max-min) that is equivalent to LPr, where n = |J |+ |M|.

I Theorem 6. LP2 for Makespan has an integrality gap between 10/6 and 11/6.

I Theorem 7. LP4 for Max-min has an integrality gap between 2.5 and 4.

With some optimization in the Max-min case, we can further reduce the size of LP4 (see
Appendix B).

I Corollary 8. For Makespan (Max-min) objective there is a linear programming relaxation
with O(n3) variables and constraints that approximates the problem with a ratio of 11/6
(respectively, 4).

Notable is that the lower bounds are higher than those known for the configuration LP. There,
the worst instances known give an integrality gap of 2 (Max-min) and 9/6 (Makespan). This
means for LP2 / LP4 we are closer to a full understanding. It also shows that, assuming that
the integrality gap of the configuration LP is indeed the respective lower bound, proving
it will require utilizing constraints that are not already implied by LP2 (Makespan) or LP4
(Max-min).

I Corollary 9. There exists an 11/6-estimation (4-estimation) algorithm for the Makespan
objective (respectively, the Max-min objective).

The estimation algorithm is based on computing the optimum of the relaxation. This
improves on the 11/6 + ε (4 + ε) rate previously known. The error of ε in the previous result
comes from the fact that the configuration LP can only be solved approximately.
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2 Compact linear program

In this section, we present a polynomial size linear program, which is feasible if and only if
LPr is feasible. Note that in order to meet the claimed size, we need to eliminate unnecessary
variables, which is discussed in 2.1.

For simplicity of notation, define big jobs JB := {j ∈ J : r · pj > T} and small jobs
JS := J \ JB . In the first part, we write an LP for the big jobs and only then deal with the
small ones. We write the set of big configurations as CB(T ) = {χ ∈ {0, 1}JB}.

The convexity constraint for LPr implies that (xi,j)j∈JB
∈ conv(CB(T )) for every i ∈M.

In other words, there exist ai,χ ≥ 0 (i ∈M, χ ∈ CB(T )) such that
∑
χ∈CB(T ) ai,χ = 1 (∗) for

every i ∈ M and xi,j =
∑
χ∈CB(T ) χjai,χ for every i ∈ M, j ∈ J . With this idea in mind,

we construct an LP by using variables ai,χ, the constraint (∗), and the allocation LP where
we substitute every occurrence of xi,j for

∑
χ∈CB(T ) χjai,χ.∑

χ∈CB(T )

ai,χ = 1 ∀i ∈M (6)

∑
i∈Γ(j)

∑
χ∈CB(T )

χjai,χ ≥ (≤) 1 ∀j ∈ JB (7)

∑
i/∈Γ(j)

∑
χ∈CB(T )

χjai,χ = 0 ∀j ∈ JB (8)

ai,χ ≥ 0

In the following, we will show how to cope with small jobs. For every j ∈ JS , i ∈M, and
χ ∈ CB(T ) we use a variable bj,i,χ that describes how much of j is used on machine i together
with χ. Here bj,i,χ = ai,χ means it is fully used and bj,i,χ = 0 means it is not used at all.

∑
i∈Γ(j)

∑
χ∈CB(T )

bj,i,χ ≥ (≤) 1 ∀j ∈ JS (9)

∑
i/∈Γ(j)

∑
χ∈CB(T )

bj,i,χ = 0 ∀j ∈ JS (10)

∑
j∈JS

pjbj,i,χ ≤ (≥) (T −
∑
j∈JB

pjχj)ai,χ ∀i ∈M, χ ∈ CB(T ) (11)

0 ≤ bj,i,χ ≤ ai,χ

2.1 Restricting the variables
We denote by supp(χ) the non-zero components of χ ∈ CB(T ). Observe that in the makespan
case, a configuration χ ∈ CB(T ) with |supp(χ)| ≥ r cannot be used, i.e., ai,χ = 0 must
hold for a feasible solution. Otherwise, the right hand side of (11) is negative. Hence,
we can throw away such variables and the number of remaining configurations is at most∑r−1

k=0
(
n
k

)
= O(nr−1). It is easy to see that O(nr+1) variables and constraints are left.

For Max-min, we notice that when a configuration χ ∈ CB(T ) has |supp(χ)| ≥ r, then
(11) is trivially satisfied. If a configuration χ ∈ CB(T ) with |supp(χ)| > r is used, then we
can shift its value to any χ′ ≤ χ (component-wise) where |supp(χ)| = r. Hence, if there
is a feasible solution, then there is also one that uses only configurations χ ∈ CB(T ) with
|supp(χ)| ≤ r. This gives a total of O(nr) relevant configurations and thus O(nr+2) variables
and constraints.
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2.2 Equivalence to LPr

I Lemma 10. If the compact linear program is feasible, then LPr is feasible.

Proof. Consider a feasible solution a, b. Recall, we have that each machine is assigned a
combination of configurations in CB(T ). We will extend these configurations by adding
small jobs to them. For this purpose, define for every i ∈ M and χ ∈ CB(T ) a vector
f(i, χ) ∈ [0, 1]J by

f(i, χ)j :=


χj if j ∈ JB ,
bj,i,χ/ai,χ if j ∈ JS and ai,χ > 0,
0 otherwise.

Note that since bj,i,χ ≤ ai,χ, we have f(i, χ)j ∈ [0, 1]. We define the solution x for LPr on
every machine as a convex combination of these vectors, more formally

xi,j :=
∑

χ∈Cr(T )

ai,χ · f(i, χ)j .

It follow directly from the constraints in the compact linear program that x is in the allocation
polytope. Let us verify that x satisfies the convexity constraint for i. Since

∑
χ∈Cr(T ) ai,χ = 1,

it is sufficient to show that for every i ∈M, χ ∈ CB(T ) with ai,χ > 0,

f(i, χ) ∈ {χ ∈ [0, 1]J : pTχ ≤ (≥) T and χj ∈ {0, 1} if pj · r > T}.

By definition we have f(i, χ)j ∈ {0, 1} if pj · r > T (i.e., j ∈ JB) and using constraint (11)
we find,

pT f(i, χ) =
∑
j∈JB

pjχj+
∑
j∈JS

pjbj,i,χ/ai,χ ≤ (≥)
∑
j∈JB

pjχj+(T−
∑
j∈JB

pjχj)ai,χ/ai,χ = T.J

I Lemma 11. If LPr is feasible, then the compact linear program is feasible.

Proof. Let x be a solution for LPr and define

K = {χ ∈ [0, 1]J : pTχ ≤ (≥) T, χj ∈ {0, 1} if pj · r > T}.

Let i ∈ M. Then by the convexity constraint, there exist (λχ)χ∈K non-negative with∑
χ∈K λχ = 1 and xi,j =

∑
χ∈K λχχj for all j ∈ J .

Let ψ ∈ CB(T ) and let K(ψ) ⊆ K denote those χ ∈ K which have χj = ψj for all j ∈ JB .
We define the variables for i and ψ as ai,ψ =

∑
χ∈K(ψ) λχ and bi,j,ψ =

∑
χ∈K(ψ) λχχj for all

j ∈ JS . Note that∑
ψ∈CB(T )

bi,j,ψ =
∑

ψ∈CB(T )

∑
χ∈K(ψ)

λχχj =
∑
χ∈K

λχχj = xi,j .

With that in mind, the constraints except for (11) are straight-forward. Moreover, we show
said constraint as follows.∑

j∈JB

pjψj + 1
ai,ψ

∑
j∈JS

pjbj,i,ψ =
∑
j∈JB

pjψj + 1
ai,ψ

∑
j∈JS

[pj
∑

χ∈K(ψ)

λχχj ]

=
∑

χ∈K(ψ)

[ λχ
ai,ψ︸ ︷︷ ︸

=1

∑
j∈JB

pj χj︸︷︷︸
=ψj

] +
∑

χ∈K(ψ)

[ λχ
ai,ψ

∑
j∈JS

pjχj ]

=
∑

χ∈K(ψ)

λχ
ai,ψ

pTχ ≤ (≥) T. J
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k−1
k

pj · 1
2 ·

k
k−1

k times once k − 1 times

Figure 1 Fractional and integral solution for lower bound (Makespan)

3 Lower bound (Makespan)

Here, we give a lower bound of 5/3 for LP3 (in particular, for the weaker LP2) in the
Makespan case. A similar construction for the Max-min case is given in the appendix.

Let k be an even number and consider an instance with k machines, i.e., k/2 pairs of
machines, and 3k+1 jobs. For each of the k/2 pairs (i1, i2) let there be 6 jobs j with pj = 1/3
and Γ(j) = {i1, i2}. Furthermore let there be one job jB with pjB

= 1 and Γ(jB) =M, i.e.,
it can be assigned anywhere.

Assume toward contradiction that there is a schedule with makespan strictly less than
5/3. jB has to be assigned somewhere and we denote this machine by i. There can be at
most one job of size 1/3 that is assigned to i as well. Hence, 5 jobs of size 1/3 must be
assigned to the other machine in this pair; thus the load on that machine is at least 5/3. A
contradiction.

Next, we show that LP2 is feasible for T = k/(k − 1). For every i ∈M let xi,jB
= 1/k,

i.e., the big job is distributed evenly across all machines. For every other job j, split it across
the two machines it is allowed on. More formally, let xi1,j = xi2,j = 1/2 with {i1, i2} = Γ(j).
Clearly x is in the allocation polytope. Let i ∈M. We need to verify that

(xi,j)j∈J ∈ conv{χ ∈ [0, 1]J : pTχ ≤ k/(k − 1) and χj ∈ {0, 1} if pj · 3 > k/(k − 1)}.

We define one vector for the big job and one for each machine:

χ
(jB)
j :=

{
1 if j = jB ,

0 otherwise,
and χ(i)

j :=
{

1
2 ·

k
k−1 if pj = 1/3 and i ∈ Γ(j),

0 otherwise.

Note that we have pTχ(jB) = pjB
= 1 ≤ k

k−1 = T as well as pTχ(i) = 6 · 13 ·
1
2 ·

k
k−1 = k

k−1 = T .
The integrality constraint is satisfied for jB and since 1/3 · 3 = 1 ≤ k/(k − 1), it is not
necessary for the small jobs. Also, it holds that (xi,j)j∈J = 1/k · χ(jB) + (k − 1)/k · χ(i), as
shown below.

xi,j =


1/k · 1 + (1− 1/k) · 0 = 1/k · χ(jB)

j + (k − 1)/k · χ(i)
j if j = jB ,

1/k · 0 + k−1
k ·

1
2 ·

k
k−1 = 1/k · χ(jB)

j + (k − 1)/k · χ(i)
j if pj = 1/3 and i ∈ Γ(j),

1/k · 0 + (1− 1/k) · 0 = 1/k · χ(jB)
j + (k − 1)/k · χ(i)

j otherwise.

For this instance, we get a gap that approaches 5/3 as k tends to infinity. This construction
does not work for LP4 and higher, since in those cases integrality constraints are enforced

SOSA 2018



11:8 Compact LPs for Allocation Problems

for the jobs of size 1/3 as well. However, similar constructions work when using 10 jobs of
size 1/5, 14 jobs of size 1/7, etc. The lower bound becomes weaker the smaller the size is
chosen, but it always stays strictly above 3/2, the best lower bound for the configuration LP.

4 Proof of integrality gap

The proof for the integrality gap is by using a potentially exponential time approximation
algorithm. The algorithm takes as an input T and returns a solution of value αT , where α
is the bound on the integrality gap, or proves that LP2 (Makespan) or LP4 (Max-min) is
infeasible w.r.t. T .

In 4.1, we prove a criterion for the infeasibility of LPr. In previous literature, for the
configuration LP a similar criterion was derived from its dual. In fact, if r tends to infinity
(i.e., pj · r > T for all j ∈ J ), our criterion is equivalent to that one.

In the proofs for the configuration LP, our criterion can replace the previous one in a
straight-forward way and give the integrality gap for LP2 (Makespan) or LP4 (Max-min).

4.1 Criterion for infeasibility
The criterion is derived from the LPr in another equivalent representation and by using
the duality theorem (e.g., unbounded dual implies infeasible primal). For this purpose, we
construct a representation of LPr, where we do not care about its size, but the goal is to
obtain a rather simple dual.

I Lemma 12. LPr is infeasible w.r.t. T if there are y ∈ RM≥0 and z ∈ RJ≥0 with
∑
j∈J zj >

(<)
∑
i∈M yi such that for every i ∈M, χ ∈ [0, 1]J with

1. pTχ ≤ (≥) T ,
2. χj ∈ {0, 1} for every j ∈ J with pj · r > T , and
3. χj = 0 for every j ∈ J with i /∈ Γ(j),
it holds that zTχ ≤ (≥) yi.

For this lemma even equivalence holds. To conserve space we will only show this direction.

Proof of Lemma 12. Recall for the compact linear program, the big jobs were assigned to
machines in configurations. We want to include the (fractional) allocation of small jobs in
those configurations as well. The natural approach is to define

C(T ) := {χ ∈ [0, 1]J : pTχ ≤ (≥) T, χj ∈ {0, 1} if pj · r > T}.

Then a representation of LPr is the following.

min(max) 0 (12)∑
χ∈C(T )

aχ,i = 1 ∀i ∈M (13)

∑
i∈Γ(j)

∑
χ∈C(T )

χj · aχ,i ≥ (≤) 1 ∀j ∈ J (14)

∑
i/∈Γ(j)

∑
χ∈C(T )

χj · aχ,i = 0 ∀j ∈ J (15)

aχ,i ≥ 0
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There is, however, an issue with this definition. Since C(T ) can have infinitely many elements,
the dimension of the LP is potentially infinite. This means, we cannot simply apply results
from LP duality. Thus, we will first show that a finite number of variables is suffices.

Recall that the constraint for LPr is (xi,j)j∈J ∈ conv(C(T )). We will show that
conv(C(T )) = conv(V (T )) for some finite V (T ) ⊆ C(T ). This means, we can substitute
C(T ) for V (T ).

Observe that C(T ) is a union of polytopes, where each polytope corresponds to one
integral allocation of the big jobs. More formally, let χB ∈ {0, 1}JB . Then the set of vectors
in C(T ) where the values for big jobs equal χB are exactly

{χ ∈ [0, 1]J : pTχ ≤ (≥) T and (χj)j∈JB
= χB}.

For each of these χB , this is clearly a polytope, which can be written as the convex hull of
finitely many basic solutions. Let V (T ) be the set of all basic solutions for all allocations χB
of big jobs. Then (xi,j)j∈J ∈ conv(C(T )) is equivalent to (xi,j)j∈J ∈ conv(V (T ))

We substitute C(T ) for V (T ) in the LP above and, for an easier dual, we multiply (13)
by −1. Then the dual is the following:

max(min)
∑
j∈J

zj −
∑
i∈M

yi∑
j∈J :i∈Γ(j)

χj · zj +
∑

j∈J :i/∈Γ(j)

χj · zj ≤ (≥) yi ∀i ∈M, χ ∈ V (T )

zj ≥ 0
zj , yi ∈ R

Now consider the values z, y from Lemma 12 and set zj to a negative (Makespan) or positive
(Max-min) number of very large magnitude for all j ∈ J . Then this is a feasible solution
for the dual: Let i ∈ M and χ ∈ V (T ). If χj = 0 for all j ∈ J with i /∈ Γ(j), then the
constraint is satisfied by definition of z and y. Otherwise, the constraint holds when zj is
chosen sufficiently small (large).

The solution has a positive (negative) objective value and we can scale it by any constant
and construct a new feasible solution. This way we can obtain any positive (negative) objective
value, i.e., the dual is unbounded. By duality this implies the primal is infeasible. J

4.2 Local search algorithm
I Definition 13 (Good and bad machines). Given an allocation σ : J → M, we call a
machine i bad, if

∑
j∈σ−1(i) pj > 11/6 · T (Makespan) or

∑
j∈σ−1(i) pj < 1/4 · T (Max-min).

A machine is good, if it is not bad.

The local search algorithm starts with an arbitrary allocation and moves jobs until all
machines are good, or it can prove that LP2 (Makespan) or LP4 (Max-min) is infeasible
w.r.t. T . During this process, a machine that is already good will never be made bad.

The central data structure of the algorithm is an ordered list of moves L = (L1, L2, . . . , L`).
Here, every component Lk = (j, i), j ∈ J and i ∈ Γ(j), stands for a move the algorithm
wants to perform. It will not perform the move, if this would create a bad machine, i.e.,
p(σ−1(i)) + pj > 11/6 · T (Makespan) or p(σ−1(σ(j)))− pj < 1/4 · T (Max-min). If it does
not create a bad machine, we say that the move (j, i) is valid. For every 0 ≤ k ≤ ` define
L≤k := (L1, . . . , Lk), the first k elements of L (with L≤0 being the empty list).
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Algorithm 1 Local search meta-algorithm
1. Let σ be an arbitrary allocation;
2. `← 0; // length of the list of moves L
3. while there is a bad machine do

a. if there exists a valid move (j, i) ∈ L then
i. Let 0 ≤ k ≤ ` be minimal such that
(Makespan) j is repelled by σ(j) w.r.t. L≤k;
(Max-min) j is attracted by i w.r.t. L≤k;

ii. σ(j)← i;
iii. L← L≤k; `← k; // Forget moves Lk+1, . . . , L`

b. else
i. Choose a move (j, i) /∈ L, j ∈ J and i ∈ Γ(j), with pj minimal and
(Makespan) j is repelled by σ(j) and not repelled by i w.r.t. L;
(Max-min) j is not attracted by σ(j) and attracted by i w.r.t. L;

ii. L`+1 ← (j, i); ` = `+ 1; // Append (j, i) to L

Depending on the current schedule σ and list of moves L, we define for every machine i
which jobs are repelled or not repelled (Makespan). In the Max-min case we use the term
attracted instead of not repelled; not attracted instead of repelled. This is only to make
the definitions easier to read. The definition of repelled/attracted jobs differs in the two
algorithms and is given in Section 4.2.1. The algorithm will only add a new move (j, i) to
the current list L, if j is repelled (not attracted) by its current machine and not repelled
(attracted) by the target i w.r.t. L.

4.2.1 Repelled and attracted jobs
Here, we will start with the Max-min case, since it is the simpler one.

Max-min

Depending on the current schedule σ and the current set of moves L = L≤`, we define which
jobs are attracted by which machines. We call a job j ∈ J big, if pj > 1/4 · T and small
otherwise. The first two rules are that bad machines attract all jobs and that rules are
propagated from prefixes of the list.
(initialization) If ` = 0, every bad machine i attracts every job j.
(monotonicity) If ` > 0 and i attracts j w.r.t. L≤`−1, then i attracts j w.r.t. L≤`.
For the remaining rules, assume ` > 0, and let (j`, i`) := L` be the last move added. We will
define which new rules this move adds to the existing ones.

We can assume that all moves in L≤`−1 are not valid, since otherwise the algorithm
would execute them instead of adding a new one. Since i` tries to steal j` from σ(j`), but
the move is not valid, the machine σ(j`) should attract jobs in order to make (j`, i`) valid.
More precisely,
(small-all) if j` is small, σ(j`) attracts all jobs and
(big-big) if j` is big, σ(j`) attracts all big jobs.

This misses one important case. Suppose that j` is big. Intuitively, σ(j`), should also
collect small jobs to make the move (j`, i`) valid. However, the straight-forward way (σ(j)
attracts all small jobs as well) does not work out in the analysis. Hence, a more sophisticated
strategy is required.
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For i ∈M define Si(L) to be all small jobs j which have either σ(j) = i or which have
i ∈ Γ(j) and are not attracted by their current machine, σ(j), w.r.t. the rules above. The
intuition behind Si(L) is the following. In the best case, i could collect all jobs from Si(L).
If p(Si(L)) < 1/4 · T , then we cannot expect i to satisfy its demand only using small jobs.
On the other hand, if it gets a big job, then this job alone satisfies its demand. Hence, i
should not attract small jobs. More formally,
(big-all) if j` is big and p(Sσ(j`)(L)) ≥ 1/4 · T , then σ(j`) attracts all jobs.

Makespan

Here, we define big jobs to be those j ∈ J that have pj > 1/2 · T and small jobs all others.
(initialization) If ` = 0, every bad machine i repels every job j.
(monotonicity) If ` > 0 and i repels j w.r.t. L≤`−1, then i repels j w.r.t. L≤`.
Again, the remaining rules regard ` > 0 and we define (j`, i`) := L`, i.e., the last move added.
In order to make space for j`, the machine i` should repel jobs.
(small-all) If j` is small, i` repels all jobs.
This still leaves one case to resolve. If j` is big, which jobs does i` repel? It helps to imagine
that the algorithm is a lazy one: It repels jobs only if it is really necessary.

For i ∈ M define Si(L) to be those small jobs j which have σ(j) = i and which are
repelled by all other potential machines, i.e., Γ(j) \ {i}, w.r.t. the rules above. The intuition
behind Si(L) is that we do not expect that i can get rid of any of the jobs in Si(L).

Next, define a threshold t(L, (j`, i`)) as the minimum t ≥ 0 such that Si and all big jobs
below this threshold are already too large to add j`:

p({j ∈ σ−1(i`) : j ∈ Si`(L) or 1/2 < pj ≤ t}) + pj`
> 11/6 · T,

or t(L, (j`, i`)) =∞ if no such t exists. In order to make (j`, i`) valid, it is necessary (although
not always sufficient) to remove one of the big jobs with size at most t(L, (j`, i`)). Hence, we
define,
(big-all) if j` is big and t(L, (j`, i`)) =∞, then i` repels all jobs and
(big-big) if j` is big and t(L, (j`, i`)) < ∞, then i` repels Si`(L) and all jobs j with

1/2 < pj ≤ t(L, (j`, i`)).
Note that repelling Si`(L) seems unnecessary, since those jobs do not have any machine to
go to. However, this definition simplifies the analysis. It is also notable that the special case
where t(L, (j`, i`)) = 0 is equivalent to p(Si`(L)) + pj`

> 11/6 · T and here the algorithm
gives up making (j`, i`) valid. Finally, we want to highlight the following counter-intuitive
(but intentional) aspect of the algorithm. It might happen that some job of size greater
than t(L, (j`, i`)) is moved to i`, only to be removed again later on, when t(L, (j`, i`)) has
increased.

4.3 Analysis (Max-min)
For completeness, we give the analysis for the Makespan case in the appendix. It is not
included here so as to avoid repetitive arguments.

To verify the correctness of the algorithm, it has to be shown that (1) it terminates and
(2) in each iteration of the main loop, there is either a valid move in L or some move that
can be added to L.

I Theorem 14. The algorithm terminates after finitely many iterations of the main loop.
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Proof. As before, let ` denote the current length of L. We define a potential function

Φ(L) = (b, s0, s1, s2, . . . , s`,∞),

where b is the number of bad machines and sk is the number of pairs (i, j) ∈M×J where
i attracts j w.r.t. L≤k and σ(j) 6= i. Intuitively, the algorithm makes progress when this
number decreases.

Note that the length of Φ(L) is bounded by |M| · |J |+ 2 and every component can only
have |M| · |J |+ 1 many different values. Thus, the range of the potential function is finite.

We will show that the vector decreases lexicographically after every iteration of the main
loop; hence the running time is bounded by the number of such vectors times the maximum
number of operations in one iteration and, in particular, is finite. For the lexicographic
decrease consider two cases. Either a new move is added, which decreases the potential
function by replacing the last component with some finite value, or a move is performed. If
a move turns a bad machine good, b decreases and so does the lexicographic value of Φ(L).
Otherwise, let `′ ≤ ` be the length of the list after a move (j, i) is performed. Recall the
algorithm prevents jobs attracted by their current machine from being moved, i.e., j is not
attracted by its previous machine w.r.t. L≤`′ . Moreover, observe that the attracted jobs
w.r.t. L≤0, . . . , L≤`′ do not change. This can be seen from the definition of attracted jobs.
Therefore s0, . . . , s`′ do not increase. Finally, since j is attracted by i w.r.t. L≤`′ and after
the move σ(j) = i holds, the value of s`′ has decreased. J

I Theorem 15. If LP4 is feasible w.r.t. T , the algorithm always has an operation it can
perform.

Proof. As in the algorithm, call a job j small, if pj < 1/4 · T = 1/r · T and big otherwise.
Suppose toward contradiction, there are bad machines, no move in L is valid, and no move
can be added to L. We will construct values (zj)j∈J , (yi)i∈M with the properties as in
Lemma 12 and thereby show that LP4 is infeasible w.r.t. T .

Define yi = 3/4 for every i ∈ M where i is bad or (j′, i′) ∈ L for some j′ ∈ J with
σ(j′) = i. For all other machines i define yi = 0. Furthermore, define zj = 3/4 if j is big and
attracted by σ(j); define zj = pj/T if j is small and attracted by σ(j); and zj = 0 if j is not
attracted by σ(j). We proceed to show that these values indeed satisfy the properties as in
Lemma 12.

I Fact 16. Let j be a job attracted by some machine i ∈ Γ(j) (not necessarily σ(j)). Then
zj = 3/4 if j is big and zj = pj/T , otherwise.

We need to show that j is attracted by σ(j). If σ(j) = i, then this holds trivially. If σ(j) 6= i,
then either j is attracted by σ(j) or (j, i) ∈ L, since no moves can be added. In the latter
case σ(j) attracts at least all big jobs if j is big and all jobs if j is small. In either case σ(j)
attracts j and therefore Fact 16 holds.

Let i ∈ M and χ ∈ [0, 1]J with pTχ ≥ T , χj ∈ {0, 1} for every big job, and χj = 0 if
i /∈ Γ(j). We must show that zTχ ≥ yi.

If yi = 0 then zTχ ≥ yi, since zTχ is non-negative. Hence, assume w.l.o.g. that yi = 3/4.
By definition of attracted jobs, this means i attracts at least all big jobs. Moreover, the
inequality holds trivially if χj = 1 for some big job j, since zj = 3/4 (Fact 16). Because
for big jobs j we have χj ∈ {0, 1} and the case χj = 1 is trivial, the only interesting case is
where χj = 0 for all big jobs j. We note that this is the only argument in which we use the
integrality of some component in χ.

Define Si(L≤k) for all 0 ≤ k ≤ ` as in the algorithm. Because yi = 3/4, we know that
there is a (jk, ik) = Lk (k ≤ `) such that σ(jk) = i. Then there are two cases.
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1. Case: i attracts all jobs. Since χj = 0 is assumed for all big jobs j and i attracts all
jobs, by Fact 16 we get zTχ = pTχ/T ≥ 1 > yi.

2. Case: i attracts only big jobs. Then jk must be big and p(Si(L≤k)) < 1/4 · T (rule
big-big). Note that zj = pj/T for every small job j /∈ Si(L≤`)) with i ∈ Γ(j), since by
definition j is attracted by σ(j) w.r.t. L≤k (in particular, w.r.t. L≤`). Hence,

zTχ ≥
∑

j∈J\Si(L)

zjχj =
∑

j∈J\Si(L)

pjχj/T ≥ (pTχ−p(Si(L)))/T > (T−1/4 ·T )/T = yi.

It remains to show that
∑
j∈J zj <

∑
i∈M yi. We show that, with amortization, good

machines satisfy z(σ−1(i)) ≤ yi and for bad machines strict inequality holds.
Let i be a bad machine. A bad machine cannot have a big job assigned to it. Moreover,

all jobs (in particular those in σ−1(i)) are attracted by i. Hence,

z(σ−1(i)) = p(σ−1(i))/T < 1/4 < yi.

Let i be a good machine. If yi = 0, then i attracts no jobs and therefore z(σ−1(i)) = 0. For
the remaining part, assume that yi = 3/4, that is to say, there exists a move (jk, ik) = Lk
(k ≤ `) such that σ(jk) = i.

Case (big-big): i attracts only big jobs. Then jk must be big and since (jk, ik) is not valid,
it must be the only big job on i. Thus,

z(σ−1(i)) = zjB
= 3/4 = yi.

Case (big-all): i attracts all jobs and jk is big. Since (jk, ik) is not valid, we have
p(σ−1(i) \ {jk}) < 1/4 · T . In particular, σ−1(i) \ {jk} does not contain another big job.
Thus,

z(σ−1(i)) = zjk
+ z(σ−1(i) \ {jk}) = zjB

+ p(σ−1(i) \ {jk})/T < 3/4 + 1/4 = yi + 1/4.

Case (small-all): i attracts all jobs and jk is small. Again, (jk, ik) is not valid. In partic-
ular, σ−1(i) cannot contain a big job. Hence,

z(σ−1(i)) = p(σ−1(i))/T = (p(σ−1(i))− pjk
)/T + pjk

/T < 1/4 + 1/4 = yi − 1/4.

It is easy to see that cases (big-all) and (small-all) are disjoint: Once a machine attracts all
jobs, no new move will be added for a job assigned to it.

I Fact 17. There are at least as many machines of case (small-all) as there are of case
(big-all).

The proof of Fact 17 is postponed to the end. With Fact 17, we can amortize those two cases
and get∑

j∈J
zj =

∑
i∈M

z(σ−1(i)) <
∑
i∈M

yi. J

Proof of Fact 17. Let Lb1 , Lb2 , . . . , Lbh
be the moves that correspond to case (big-all) ma-

chines, i.e., for each (jk, ik) = Lbk
(k ≤ h), σ(jk) attracts all jobs and jk is big.

We argue that there are Ls1 , Ls2 , . . . , Lsh
such that b1 < s1 < b2 < s2 < . . . bh < sh,

where for each (jk, ik) = Lsk
(k ≤ h), jk is small and therefore σ(jk) is a case (small-all)

machine.
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Let k ≤ h. A critical argument is that the algorithm prefers moves of small jobs over
those of big jobs. In particular, when Lbk+1 is added, there does not exist a small job move
that it can add instead. However, we have that p(Sσ(jk)(L≤bk

)) ≥ 1/4 · T and since (jk, ik)
is and was not valid, the load of small jobs on σ(jk) is strictly less than 1/4 · T . Hence, there
exists a small job j in Sσ(jk)(L≤bk

) which is not assigned to σ(jk). If no small move was
added after Lbk

and before Lbk+1 , then (j, σ(jk)) would have been preferred over Lbk+1 . J
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Proof. We give the proof w.r.t. the Makespan objective. For Max-min the proof is analogous.
Consider the NP-hard Partition problem: Given a set of natural numbers a1, . . . , an, decide
if there exists A ⊆ {a1, . . . , an} with

∑
j∈A aj = 1/2 ·

∑n
j=1 aj .

We construct the following instance for Makespan minimization and show that solving
the configuration LP it is equivalent to the problem above.

Let there be two machines i1, i2 and for each aj a job j with Γ(j) = {i1, i2} and
pj = aj . There exists such a subset if and only if the optimum of the configuration LP is
1/2 ·

∑n
j=1 aj . Recall that the configuration LP for makespan T assigns to each machine a

convex combination of configurations, i.e., sets of jobs that do not exceed T in size. If there
exists a solution for the Partition problem, then the optimum of the configuration LP is
1/2 ·

∑n
j=1 aj . We will assign one configuration with the solution of the Partition problem

to one machine and one configuration with all remaining jobs to the other. If the optimum
of the configuration LP is 1/2 ·

∑n
j=1 aj , then take the biggest configuration that is used. It

must have a size of 1/2 ·
∑n
j=1 aj , or else the optimum would be lower. This configuration is

a solution for the Partition problem. J

B Reducing the size of LP4 (Max-min)

We have shown that LP4 is strong for the Max-min case. In the Makespan case, already LP2
gives the best bounds, which is much smaller than LP4. In order to achieve a similar size, we
will show that after a simple preprocessing step of the Max-min instance, the linear program
can be reduced to O(n3) variables and constraints.

Let I be an instance of Max-min with job sizes pj . Construct a new instance IT by
changing the size of each job j ∈ J to

pTj :=
{
T if pj > T/4,
pj otherwise.

Recall that in the LP, the configurations for big jobs JB (that have size > T/4) are defined
as CB(T ) := {χ ∈ {0, 1}JB}.

The argument for restricting the support of these configurations was that we do not need
a configuration χ if there is a χ′ ≤ χ (component-wise) with |supp(χ′)| < |supp(χ)| and
pTχ′ ≥ T . It is easy to see that after rounding the sizes, the relevant configuration have at
most one non-zero component. Hence, there are only O(n) many, which gives a total size of
O(n3) for the compact LP. Now we need to show that after rounding the sizes, we still get a
ratio of 4. In other words,

1
4OPT(LP4(IT )) ≤ OPT(I) ≤ OPT(LP4(IT )).

Since the sizes have only increased, the relaxation can only have gotten weaker, i.e.,
OPT(LP4(IT )) ≥ OPT(LP4(I)) ≥ OPT(I).

Let T > 4 · OPT(I). We need to show that LP4(IT ) is infeasible w.r.t. T . Notice
how OPT(IT ) = OPT(I): Given the optimal allocation for IT , the machine that has the
minimum load cannot have any jobs j with pj ≥ T/4 > OPT(I). Otherwise this allocation
would yield a higher value for I than OPT(I). Hence, on the machine with minimum load
the jobs have the same size in I and IT . This means the solution has the same value for I.
Since LP4 has an integrality gap of at most 4, we get

1
4OPT(LP4(IT )) ≤ OPT(IT ) = OPT(I).

In other words, the highest value for which LP4(IT ) is feasible is 4 ·OPT(IT ) < T .
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1
2

k
k−1

pj
k−1
k

k times k − 1 times once

Figure 2 Fractional and integral solution for lower bound (Max-min)

C Lower bound (Max-min)

Here, we give a lower bound of 2.5 for LP4 (in particular, LP3, LP2) for Max-min.
Let k be an even number and consider an instance with k machines, i.e., k/2 pairs of

machines, and 6k−1 jobs. For each of the k/2 pairs (i1, i2) let there be 5 jobs j with pj = 1/5
and Γ(j) = {i1, i2}. Furthermore let there be k/2− 1 jobs j with pj = 1 and Γ(j) =M, i.e.,
they can be assigned anywhere.

Assume toward contradiction that there is a schedule with makespan strictly more than
2/5. There must be at least one pair of machines (i1, i2) that do not have a job of size 1
assigned to them. Since there are only 5 jobs of size 1/5 that are allowed on i1 and i2, one
of the two machines has at most two. A contradiction.

Next, we show that LP4 is feasible for T = (k − 1)/k. For every i ∈ M and every
job jB of size 1, let xi,jB

= 1/k, i.e., the big job is distributed evenly across all machines.
For every other job j, split it across the two machines it is allowed on. More formally, let
xi1,j = xi2,j = 1/2 with {i1, i2} = Γ(j). Clearly x is in the allocation polytope. Let i ∈M.
We need to verify that

(xi,j)j∈J ∈ conv{χ ∈ [0, 1]J : pTχ ≥ (k − 1)/k and χj ∈ {0, 1} if pj · 4 > (k − 1)/k}.

We define one vector for every jB ∈ J with pjB
= 1 and one vector for the small jobs, which

depends on the machine it is used for.

χ
(jB)
j :=

{
1 if j = jB ,

0 otherwise,
and χ(i)

j :=
{
k−1
k if pj = 1/5 and i ∈ Γ(j),

0 otherwise.

Note that we have pTχ(jB) = pjB
= 1 ≥ k−1

k = T as well as pTχ(i) = 5 · 1
5 ·

k−1
k = k−1

k = T .
The integrality constraint is satisfied for all jobs of size 1 and since 1/5 · 4 ≤ (k − 1)/k, for
sufficiently large k, it is not necessary for the small jobs. Also, it holds that (xi,j)j∈J =∑
jB∈J :pjB

=1 1/k · χ(jB) + 1/2 · k/(k − 1) · χ(i), as shown below.
Let jB be a job of size 1. Then all vectors but χ(jB) have 0 for jB , hence xi,jB

= 1/k ·χ(jB)
jB

.
Next, let j be a job of size 1/5. Then xi,j = 1/2 = 1/2 · k/(k − 1) · χ(i)

j if i ∈ Γ(j) and
xi,j = 0 = 1/2 · k/(k − 1) · χ(i)

j , otherwise.
For this instance, we get a gap that approaches 5/2 as k tends to infinity. Similar

constructions work when using 14 jobs of size 1/7, 18 jobs of size 1/9, etc. The lower bound
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becomes weaker the smaller the size is chosen, but it always stays strictly above 4, the best
lower bound known for the configuration LP.

D Analysis (Makespan)

I Theorem 19. The algorithm terminates after finitely many iterations of the main loop.

Proof. Let ` be the length of L. We define a potential function

Φ(L) = (g, s0, s1, s2, . . . , s`,−1),

where g is the number of good machines and sk is the number of pairs (i, j) ∈M×J where
i repels j w.r.t. L≤k and σ(j) 6= i. Note that the length of Φ(L) is bounded by |M| · |J |+ 2
and every component is an integer between −1 and |J | · |M|. Thus, the range of the potential
function is finite.

We will show that the vector increases lexicographically after every iteration of the main
loop; hence the running time is bounded by the number of such vectors times the maximum
number of operations in an iteration and is in particular finite. For the lexicographic increase,
consider two cases. Either a new move is added, which increases the potential function by
replacing the last component with some non-negative value, or a move is performed.

If the move turns a bad machine good, g increases and thereby Φ(L) increases lexicograph-
ically as well. Otherwise, let `′ ≤ ` be the length of the list after a move (j, i) is performed.
Recall the algorithm prevents jobs repelled by a machine from being moved there, i.e., j is
not repelled by i machine w.r.t. L≤`′ . Moreover, the set of repelled jobs by some machine
w.r.t. L≤0, . . . , L≤`′ can only grow. This can be observed from the definition of repelled jobs.
It follows that s0, . . . , s`′ do not decrease. Finally, since j is repelled by its previous machine
i′ w.r.t. L≤`′ and after the move σ(j) 6= i′ holds, the value of s`′ has increased. J

I Theorem 20. If LP2 is feasible, the algorithm always has an operation to perform.

Proof. As in the algorithm, call a job j small if pj < 1/2 · T = 1/r · T and big otherwise.
Suppose toward contradiction, there are bad machines, no move in L is valid, and no move
can be added to L. We will construct values (zj)j∈J , (yi)i∈M with the properties as in
Lemma 12 and thereby show that LP2 is infeasible.

For every j ∈ J let zj = min{pj/T, 5/6} if j is repelled by σ(j) and zj = 0 otherwise.
Let yi := 1 if i ∈M repels all jobs and yi = z(σ−1(i)) otherwise.

I Fact 21. Let j be a small job not repelled by i ∈ Γ(j). Then zj = 0.

If i = σ(j), this is by definition. In the other case, assume toward contradiction zj 6= 0, i.e. j
is repelled by σ(j). (j, i) cannot be in L or else i would repel small jobs. Since (j, i) also
cannot be added to L, i must repel j. A contradiction.

Let i ∈ M and χ ∈ [0, 1]J with pTχ ≤ T , χj ∈ {0, 1} for every big job, and χj = 0 if
i /∈ Γ(j). We must show that zTχ ≤ yi.

If yi = 1 it holds because of zTχ ≤ pTχ/T ≤ 1. We assume w.l.o.g. that i does not repel
all jobs and thus yi = z(σ−1(i)). In particular, i does not repel small jobs that are on other
machines. If χj = 0 or zj = 0 for all big jobs j, then with Fact 21 we get zTχ ≤ z(σ−1(i)).
Also, there can be at most one big job jB with χjB

= 1, since it has pjB
> 1/2 · T and thus

pTχ would be greater than T , otherwise.
We recap: The only interesting case is when yi = z(σ−1(i)), there is one big job jB with

χjB
zjB

= min{pjB
/T, 5/6}, and all other big jobs j′B have χj′

B
zj′

B
= 0.
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1. Case: jB is repelled by i. This must be because there is some move (jk, ik) = Lk such
that t(L≤k, (jk, ik)) ≥ pjB

(big-big). Recall that t(L≤k, (jk, ik)) is the minimum t with

p({j ∈ σ−1(i) : j ∈ Si(L≤k) or 1/2 < pj ≤ t}) + pjk
> 11/6.

In particular, there must be a big job j′B ∈ σ−1(i) with t(L≤k, (jk, ik)) = pj′
B
≥ pjB

and
j′B is also repelled by i (big-big). Using Fact 21 we get

zTχ =
∑
j∈J

zjχj ≤ z(Si(L)) + zjB
≤ z(Si(L)) + zj′

B
≤ z(σ−1(i)) = yi.

2. Case: jB is not repelled by i. Then (jB , i) must already be in L, i.e., Lk = (jB , i) for
some k ≤ `, and since i does not repel all jobs, rule (big-big) must apply for this move.
Let R = {j ∈ σ−1(i) : j ∈ Si(L≤k) or 1/2 < pj ≤ t(L≤k, (jB , i))}. Then

p(R) + pjB
> 11/6 · T ≥ pTχ+ 5/6 · T.

Furthermore, all jobs in R are also repelled by i. If zj′
B

= 5/6 for some j′B ∈ R, like in
the previous case we get zTχ ≤ z(Si(L)) + zjB

≤ z(Si(L)) + zj′
B
≤ z(σ−1(i)). Otherwise,

we have zj′ = pj′/T for all j′ ∈ R. Thus,

zTχ = zjB
+

∑
j∈J\{jB}

zjχj ≤ zjB
+

∑
j∈J\{jB}

pjχj/T = zjB
+ (pTχ− pjB

)/T

< zjB
+ (p(R) − 5/6 · T )/T ≤ p(R)/T ≤ z(σ−1(i)).

It remains to show that
∑
j∈J zj >

∑
i∈M yi. We prove that, with amortization, good

machines satisfy z(σ−1(i)) ≥ yi and on bad machines strict inequality holds.
Let i be a bad machine. Then i repels all jobs (in particular those in σ−1(i)). Hence,

z(σ−1(i)) ≥ 5/6 · p(σ−1(i))/T > 55/36 > yi.

For good machines that do not repel all jobs, equality holds by definition. We will partition
those good machines that do repel all jobs into those i ∈M which have (j, i) ∈ L for a small
job j (case small-all) and those that do not (case big-all).

I Fact 22. There are at least as many machines of case (small-all) as there are of case
(big-all).

The proof of Fact 22 is postponed until after the main proof. Let i be a machine of case
(big-all). Then there is a big job jB with (jB , i) ∈ L and this move is not valid. Either there
is a job j ∈ σ−1(i) with zj = 5/6 or zj = pj/T for all j ∈ σ−1(i). Thus,

z(σ−1(i)) ≥ min{5/6, p(σ−1(i))/T}
≥ min{5/6, 11/6− pjB

/T}
≥ 5/6 = yi − 1/6.

Next, let i be a machine of case (small-all). Then there is a move (jS , i) ∈ L with jS small.
Of course, this move is not valid. In the following, we distinguish between the cases where
σ−1(i) has no job j with zj = 5/6, one such job, or at least two. Note that these jobs have
pj ≤ T .

z(σ−1(i)) ≥ min{p(σ−1(i))/T, (p(σ−1(i))− T )/T + 5/6, 10/6}
≥ min{11/6− pjS

/T − 1/6, 10/6}
≥ 7/6 = yi + 1/6.
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Because of Fact 22, we can amortize case (small-all) and case (big-all) and get∑
j∈J

zj =
∑
i∈M

z(σ−1(i)) >
∑
i∈M

yi. J

Proof of Fact 22. Let Lb1 , Lb2 , . . . , Lbh
be the moves that correspond to case (big-all) ma-

chines, i.e., for each (jk, ik) = Lbk
(k ≤ h), ik repels all jobs and jk is big.

We argue that there are Ls1 , Ls2 , . . . , Lsh
such that b1 < s1 < b2 < s2 < . . . bh < sh,

where for each (jk, ik) = Lsk
(k ≤ h), jk is small and therefore ik is a case (small-all) machine.

Let k ≤ h. A critical argument is that the algorithm prefers moves of small jobs over
those of big jobs. In particular, when Lbk+1 is added, there does not exist a small job move
that it can add instead. Either Lbk

has already been subject to rule (big-all) when it was
added or it turned to this after a repelled job was removed. Either way, at this time it was
the last move in L and we had that

p({j ∈ σ−1(ik) : pj > 1/2}) + p(Sik (L≤bk
)) + pjk

≤ 11/6 · T < p(σ−1(ik)) + pjk
,

where the first inequality comes from rule (big-all) and the second one from the fact that
(jk, ik) is and was not valid. Hence, there must be a small job j in σ−1(i) which is not in
Sik (L≤bk

). By definition of Sik (L≤bk
), j has a machine i ∈ Γ(j) by which it was not repelled.

Therefore there has been a small job move that could be added. This means Lbk+1 was only
added after a small job move has been. J
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Abstract
We show a 2n+o(n)-time (and space) algorithm for the Shortest Vector Problem on lattices (SVP)
that works by repeatedly running an embarrassingly simple “pair and average” sieving-like pro-
cedure on a list of lattice vectors. This matches the running time (and space) of the current
fastest known algorithm, due to Aggarwal, Dadush, Regev, and Stephens-Davidowitz (ADRS, in
STOC, 2015), with a far simpler algorithm. Our algorithm is in fact a modification of the ADRS
algorithm, with a certain careful rejection sampling step removed.

The correctness of our algorithm follows from a more general “meta-theorem,” showing that
such rejection sampling steps are unnecessary for a certain class of algorithms and use cases. In
particular, this also applies to the related 2n+o(n)-time algorithm for the Closest Vector Problem
(CVP), due to Aggarwal, Dadush, and Stephens-Davidowitz (ADS, in FOCS, 2015), yielding a
similar embarrassingly simple algorithm for γ-approximate CVP for any γ = 1 + 2−o(n/ log n).
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exact CVP, but the resulting algorithm is still quite complicated.)
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L ⊂ Rn, SVP asks us to find a shortest non-zero vector in L, and CVP asks us to find
a closest lattice vector to some target vector t ∈ Rn. (Throughout this paper, we define
distance in terms of the Euclidean, or `2, norm.) CVP seems to be the harder of the two
problems, as there is an efficient reduction from CVP to SVP that preserves the dimension
n [17], but both problems are known to be NP-hard [36, 3]. They are even known to be hard
to approximate for certain approximation factors [24, 14, 21, 18].

Algorithms for solving these problems, both exactly and over a wide range of approxima-
tion factors, have found innumerable applications since the founding work by Lenstra, Lenstra,
and Lovász in 1982 [23]. (E.g., [23, 19, 34, 20, 13].) More recently, following the celebrated
work of Ajtai [4] and Regev [31], a long series of works has resulted in many cryptographic
constructions whose security is based on the assumed worst-case hardness of approximating
these (or closely related) problems. (See [29] for a survey of such constructions.) And, some
of these constructions are now nearing widespread deployment. (See, e.g., [28, 7, 11].)

Nearly all of the fastest known algorithms for lattice problems – either approximate
or exact – work via a reduction to either exact SVP or exact CVP (typically in a lower
dimension). Even the fastest known polynomial-time algorithms (which solve lattice problems
only up to large approximation factors) work by solving exact SVP on low-dimensional
sublattices [33, 15, 27]. Therefore, algorithms for exact lattice problems are of particular
importance, both theoretically and practically (and both for direct applications and to aid in
the selection of parameters for cryptography). Indeed, much work has gone into improving
the running time of these algorithms (e.g., [20, 5, 6, 30, 25, 26]), culminating in 2n+o(n)-time
algorithms for both problems based on the technique of discrete Gaussian sampling, from
our joint work with Dadush and Regev [1] and follow-up work with Dadush [2].

In order to explain our contribution, we first give a high-level description of the SVP
algorithm from [1], which we refer to as the ADRS algorithm. (The presentation below does
not represent the way that we typically view that algorithm.)

1.1 Sieving by averages
One can think of the ADRS algorithm as a rather strange variant of randomized sieving. Recall
that the celebrated randomized sieving technique due to Ajtai, Kumar, and Sivakumar [5]
starts out with a list of 2O(n) not-too-long random vectors X1, . . . ,XM sampled from some
efficiently samplable distribution. The sieving algorithm then repeatedly (1) searches for
pairs of vectors (Xi,Xj) that happen to be remarkably close together; and then (2) replaces
the old list of vectors with the differences of these pairs Xi −Xj .

The ADRS algorithm similarly starts with a randomly chosen collection of 2n+o(n) not-
too-long vectors X1, . . . ,XM and repeatedly (1) selects pairs of vectors according to some
rule; and (2) replaces the old list of vectors with some new vectors generated from these
pairs. However, instead of taking the differences Xi −Xj of pairs (Xi,Xj), the ADRS
algorithm takes averages, (Xi + Xj)/2.

Notice that the average (Xi + Xj)/2 of two lattice vectors Xi,Xj ∈ L will not generally
be in the lattice. In fact, this average will be in the lattice if and only if the two vectors are
equivalent mod 2L, i.e., Xi ≡Xj mod 2L. Therefore, at a minimum, the ADRS algorithm
should select pairs that lie in the same coset mod 2L. (Notice that there are 2n possible
cosets.) I.e., the simplest possible version of “sieving by averages” just repeats Procedure 1
many times (starting with a list of 2n+o(n) vectors, which is sufficient to guarantee that we
can pair nearly every vector with a different unique vector in the same coset). The ADRS
algorithm is more complicated than this, but it still only uses the cosets of the vectors mod
2L when it decides which vectors to pair.

It might seem like a rather big sacrifice to only look at a vector’s coset, essentially ignoring
all geometric information. For example, the ADRS algorithm (and our variant) is likely to
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Procedure 1: The basic “pair and average” procedure, which computes the averages
(Xi + Xj)/2 of disjoint pairs (Xi,Xj) satisfying Xi ≡Xj mod 2L.
Pair_and_Average (X1, . . . ,XM )
Input : List of vectors Xi ∈ L − t

Output : List of vectors Y i ∈ L − t

for each unpaired vector Xi do
if there exists an unpaired vector Xj with Xj ≡Xi mod 2L then

add (Xi + Xj)/2 to the output
end

end

Procedure 2: The “reject and average” sieving procedure, which repeatedly applies
some rejection sampling procedure f according to the cosets of the Xi mod 2L and
then applies Procedure 1 (Pair_and_Average) to the “accepted” vectors. Here, f is
some (possibly randomized) function that maps a list of cosets (c1, . . . , cM ) mod
2L to a set of “accepted” indices {j1, . . . , jm} ⊆ {1, . . . ,M}.
Reject-and-Average Sieve (`; X1, . . . ,XM )
Input : Number of steps `, list of vectors Xi ∈ L − t

Output : List of vectors Y i ∈ L − t

for i = 1, . . . , ` do
for j = 1, . . . ,M do

set cj to be the coset of Xj mod 2L
end
{j1, . . . , jm} ← f(c1, . . . , cM )
(X1, . . . ,XM ′)← Pair_and_Average(Xj1 , . . . ,Xjm)
M ←M ′

end
output (X1, . . . ,XM ).

miss many opportunities to pair two vectors whose average is very short. But, in exchange
for this sacrifice, we get very strong control over the distribution of the vectors at each step.
In particular, before applying Procedure 1, the ADRS algorithm uses a careful rejection
sampling procedure over the cosets to guarantee that at each step of the algorithm, the
vectors are distributed as independent samples from a distribution that we understand very
well (the discrete Gaussian, which we describe in Section 1.3). I.e., at each step, the algorithm
randomly throws away many of the vectors in each coset according to some rule that depends
only on the list of cosets, and it only runs Procedure 1 on the remaining vectors, as shown in
Procedure 2. This rejection sampling procedure is so selective that, though the algorithm
starts out with 2n+o(n) vectors, it typically finishes with only about 2n/2 vectors.

This does seem quite wasteful (since the algorithm typically throws away the vast majority
of its input vectors) and a bit naive (since the algorithm ignores, e.g., the lengths of the
vectors). But, because we get such good control over the output distribution, the result is
still the fastest known algorithm for SVP.1 (The algorithm for CVP in [2], which we refer

1 There are various “heuristic” sieving algorithms for SVP that run significantly faster (e.g., in time
(3/2)n/2 [10]) but do not have formal proofs of correctness. One of the reasons that these algorithms
lack proofs is because we do not understand their output distributions.
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to as the ADS algorithm, relies on the same core idea, plus a rather complicated recursive
procedure that converts an approximate CVP algorithm with certain special properties into
an exact CVP algorithm.)

1.2 Our contribution
Our main contribution is to show that the rejection sampling procedure used in the ADRS
algorithm is unnecessary! Indeed, informally, we show that “any collection of vectors that can
be found via such a procedure (when the input vectors are sampled independently from an
appropriate distribution) can also be found without it.” (We make this precise in Theorem 9.)
In particular, the SVP algorithm in [1] can be replaced by an extremely simple algorithm,
which starts with a list of 2n+o(n) vectors sampled from the right distribution and then just
runs Procedure 1 repeatedly. (Equivalently, it runs Procedure 2 with f taken to be the trivial
function that always outputs all indices, {1, . . . ,M}.)

I Theorem 1 (SVP, informal). There is a 2n+o(n)-time (and space) algorithm for SVP that
starts with 2n+o(n) vectors sampled from the same distribution as the ADRS algorithm and
then simply applies Procedure 1 repeatedly, ` = O(logn) times.

The situation for CVP is, alas, more complicated because Procedure 2 is not the most
difficult part of the exact CVP algorithm from [2]. Indeed, while this algorithm does run
Procedure 2 and we do show that we can remove the rejection sampling procedure, the
resulting algorithm retains the complicated recursive structure of the original algorithm.
However, [2] also shows a much simpler non-recursive version of the algorithm that solves
CVP up to an extremely good approximation factor. If we are willing to settle for such an
algorithm, then we get the same result for CVP.

I Theorem 2 (CVP, informal). There is a 2n+o(n)-time (and space) algorithm that approx-
imates CVP up to an approximation factor γ for any γ = 1 + 2−o(n/ log n) that starts with
2n+o(n) vectors from the same distribution as the ADS algorithm and then simply applies
Procedure 1 repeatedly, ` = o(n/ logn) times.

In practice, such a tiny approximation factor is almost always good enough for applications.

1.3 Proof techniques
To describe the technical ideas behind our result, we now define the discrete Gaussian
distribution, which plays a fundamental role in the algorithms in [1, 2] and a big part in our
analysis. For any vector x ∈ Rn and parameter s > 0, we define its Gaussian mass as

ρs(x) := exp(−π‖x‖2/s2) ,

and we extend this definition to a shift of a lattice L ⊂ Rn with shift vector t ∈ Rn in the
natural way,

ρs(L − t) :=
∑
y∈L

ρs(y − t) .

The discrete Gaussian distribution DL−t,s is the probability distribution over L − t induced
by this measure, given by

Pr
X∼DL−t,s

[X = y − t] := ρs(y − t)
ρs(L − t)

for any y ∈ L.
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For very large parameters s > 0, we can sample from the discrete Gaussian DL−t,s

efficiently [16, 12]. (Notice that DL−t,s tends to concentrate on shorter vectors as the
parameter s > 0 gets smaller. In particular, [1] showed that about 1.38n independent samples
from the discrete Gaussian DL,s with an appropriately chosen parameter s will contain a
shortest non-zero lattice vector with high probability. See Proposition 16.) So, in [1, 2], we
use Procedure 2 with a carefully chosen rejection sampling procedure f in order to convert
many independent samples from DL−t,s with a relatively large parameter s to some smaller
number of independent samples from DL−t,s/2`/2 .

This rejection sampling is certainly necessary if we wish to use Procedure 1 to sample
from the discrete Gaussian distribution. Our new observation is that, even when we do
not do this rejection sampling, the output of Procedure 1 still has a nice distribution. In
particular, if we fix the coset mod 2L of a pair of discrete Gaussian vectors (Xi,Xj) with
parameter s > 0, then their average will be distributed as a mixture of discrete Gaussians
with parameter s/

√
2 over the cosets of 2L. I.e., while the probability of their average landing

in any particular coset will not in general be proportional to the Gaussian mass of the coset,
the distribution inside each coset will be exactly Gaussian. (See Lemma 6.)

This observation is sufficient to prove that no matter what rejection sampling procedure
f we use in Procedure 2, if the input consists of independent samples from DL−t,s, the
output will always be distributed as some mixture of samples from D2L+c−t,s/2`/2 over the
cosets c ∈ L/(2L). I.e., while the output distribution might distribute weight amongst the
cosets differently, if we condition on a fixed number of vectors landing in each coset, the
output will always be distributed as independent discrete Gaussian vectors with parameter
s/2`/2. It follows immediately that “rejection sampling cannot help us.” In particular, the
probability that the output of Procedure 2 will contain a particular vector (say a shortest
non-zero vector) with any rejection sampling procedure f will never be greater than the
probability that we would see that vector without rejection sampling (i.e., when f is the
trivial function that outputs {1, . . . ,M}).2 See Corollary 8 and Theorem 9 for more detail.

1.4 An open problem – towards a 2n/2-time algorithm
Our result shows that all known applications of the 2n+o(n)-time discrete Gaussian sampling
algorithms in [1, 2] work just as well if we remove the rejection sampling procedure from
these algorithms. This in particular includes the SVP application mentioned in Theorem 1
and the approximate CVP application mentioned in Theorem 2. (More generally, we can
remove the rejection sampling procedure from any application that simply relies on finding a
set of vectors with a certain property in the output distribution, such as a shortest non-zero
vector, all shortest non-zero vectors, a vector that is close to a shortest lattice vector in L− t,
etc.)

However, [1] also presents a 2n/2+o(n)-time algorithm that samples from DL−t,s as long as
the parameter s > 0 is not too small. (In particular, we need s ≥

√
2η1/2(L), where η1/2(L)

is the smoothing parameter of the lattice. See [1] or [35] for the details.) This algorithm is
similar to the 2n+o(n)-time algorithms in that it starts with independent discrete Gaussian
vectors with some high parameter, and it gradually lowers the parameter using a rejection
sampling procedure together with a procedure that takes the averages of pairs of vectors that
lie in the same coset modulo some sublattice. But, it fails for smaller parameters specifically

2 Notice that this property is far from obvious without the observation that the output distribution is
always a mixture of Gaussians over the cosets. For example, if we modified Procedure 2 so that f acted
on the Xi themselves, rather than just their cosets mod 2L, then this property would no longer hold.
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because the rejection sampling procedure that it uses must throw out too many vectors in
this case. (In [35], we use a different rejection sampling procedure that never throws away
too many vectors, but we do not know how to implement it in 2n/2+o(n) time for small
parameters s <

√
2η1/2(L).) If we could find a suitable variant of this algorithm that works

for small parameters, we would be able to solve SVP in 2n/2+o(n) time.
So, we are naturally very interested in understanding what happens when we simply

remove the rejection sampling procedure from this algorithm. And, the fact that this works
out so nicely for the 2n+o(n)-time algorithm works seems quite auspicious! Unfortunately,
we are unable to say very much at all about the resulting distribution in the 2n/2+o(n)-time
case.3 So, we leave the study of this distribution as an open problem.

Organization
In Section 2, we review a few basic facts necessary to prove our main “meta-theorem,”
Theorem 9, which shows that “rejection sampling is unnecessary.” In Section 3, we finish this
proof. In particular, this implies Theorem 1 and 2. For completeness, in the appendix, we
prove these theorems more directly and show the resulting algorithms in full detail.

2 Preliminaries

We write N := {0, 1, . . .} for the natural numbers (including zero). We make little to no
distinction between a random variable and its distribution. For x = (x1, . . . , xn) ∈ Rn,
we write ‖x‖ := (x2

1 + · · · + x2
n)1/2 for the Euclidean norm of x. For any set S, we write

S∗ := {(x1, . . . , xM ) : xi ∈ S} for the set lists over S of finite length. (The order of elements
in a listM∈ S∗ will never concern us. We could therefore instead use multisets.)

2.1 Lattices
A lattice L ⊂ Rn is the set of integer linear combinations

L := {a1b1 + · · ·+ anbn : ai ∈ Z}

of some linearly independent basis vectors B := (b1, . . . , bn). We sometimes write L(B) for
the lattice spanned by B.

We write L/(2L) for the set of cosets of L over 2L. E.g., if b1, . . . , bn is a basis for L, then
each coset c ∈ L/(2L) corresponds to a unique vector a1b1 + · · ·+ anbn with ai ∈ {0, 1}, and
this correspondence is a bijection. Notice that the cosets in L/(2L) have a group structure
under addition that is isomorphic to Zn

2 .

2.2 The discrete Gaussian
For a parameter s > 0 and vector x ∈ Rn, we write

ρs(x) := exp(−π‖x‖2/s2)

3 After one step of “pairing and averaging,” we know exactly the distribution that we get, and it is a
weighted combination of Gaussians over the cosets of a certain sublattice! This seems quite auspicious.
Unfortunately, the particular sublattice is not the same sublattice that we use to pair the vectors in the
next step, and we therefore are unable to say much at all about what happens even after two steps.
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for the Gaussian mass of x with parameter s > 0. Up to scaling, the Gaussian mass is the
unique function on Rn that is invariant under rotations and a product function. In particular,
it satisfies the following nice rotation identity,

ρs(x)ρs(y) = ρ√2s(x + y)ρ√2s(x− y) (1)

for any parameter s > 0 and vectors x,y ∈ Rn. This identity is fundamental to the results
of [1, 2]. (See [32, 35] for a more detailed description of this connection and some additional
results.)

We extend the Gaussian mass to a shift t ∈ Rn of a lattice L ⊂ Rn in the natural way,

ρs(L − t) :=
∑
y∈L

ρs(y − t) ,

and we call this the Gaussian mass of L − t with parameter s.
We will need the following identity from [2]. (See [32, 35] for a much more general

identity.)

I Lemma 3. For any lattice L ⊂ Rn, shift t, and parameter s > 0, we have∑
c∈L/(2L)

ρs(2L+ c− t)2 = ρs/
√

2(L)ρs/
√

2(L − t) .

Proof. We have∑
c∈L/(2L)

ρs(2L+ c− t)2 =
∑

c∈L/(2L)

∑
y1,y2∈L

ρs(2y1 + c− t)ρs(2y2 + c− t)

=
∑

c∈L/(2L)

∑
y1,y2∈L

ρs/
√

2(y1 + y2 + c− t)ρs/
√

2(y1 − y2)

=
∑

c∈L/(2L)

∑
w,y1∈L

ρs/
√

2(2y1 −w + c− t)ρs/
√

2(w)

= ρs/
√

2(L − t)
∑
w∈L

ρs/
√

2(w)

= ρs/
√

2(L − t)ρs/
√

2(L) ,

as needed. J

2.3 Dominating distributions
Intuitively, we say that some random listM∈ S∗ dominates another random listM′ ∈ S∗ if
for every fixed list S ∈ S∗, “M is at least as likely to contain S as a subsequence asM′ is.”

I Definition 4 (Dominating distribution). For some finite set S (which we identify with
{1, . . . , N} without loss of generality) and two random listsM := (X1, . . . , XM ) ∈ S∗ and
M′ := (X ′1, . . . , X ′M ′) ∈ S∗ (where M and M ′ might themselves be random variables), we
say thatM dominates M′ if for any (k1, . . . , kN ) ∈ NN ,

Pr[|{j : Xj = i}| ≥ ki, ∀i] ≥ Pr[|{j : X ′j = i}| ≥ ki, ∀i] .

We note the following basic facts about dominant distributions, which show that domina-
tion yields a partial order over random variables on S∗, and that this partial order behaves
nicely under taking sublists.

SOSA 2018
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I Fact 5. For any finite set S and random variable M ∈ S∗ that dominates some other
random variableM′ ∈ S∗,
1. M dominates itself;
2. ifM′ dominates some random variableM′′ ∈ S∗, thenM also dominatesM′′; and
3. for any function f : S∗ → S∗ that maps a list of elements to a sublist, M dominates

f(M′).

3 No need for rejection!

We now show our main observation: if X1 ∈ L − t and X2 ∈ L − t are sampled from the
discrete Gaussian over a fixed coset 2L + c − t for some c ∈ L/(2L), then their average
(X1 +X2)/2 is distributed as a mixture of Gaussians over the cosets 2L+d−t for d ∈ L/(2L)
with parameter lowered by a factor of

√
2.

I Lemma 6. For any lattice L ⊂ Rn, shift t ∈ Rn, parameter s > 0, coset c ∈ L/(2L),
s > 0, and y ∈ L, we have

Pr
X1,X2∼D2L+c−t,s

[(X1 + X2)/2 = y − t] = ρs/
√

2(y − t) ·
ρs/
√

2(2L+ c + y)
ρs(2L+ c− t)2 .

In particular, for any d ∈ L/(2L) and y ∈ 2L+ d,

Pr
X1,X2∼D2L+c−t,s

[(X1 +X2)/2 = y− t | (X1 +X2)/2 ∈ 2L+d− t] =
ρs/
√

2(y − t)
ρs/
√

2(2L+ d− t) .

Proof. We have

ρs(2L+ c− t)2 · Pr
X1,X2∼D2L+c−t,s

[(X1 + X2)/2 = y − t]

=
∑

x∈2L+c

ρs(x− t)ρs(2y − x− t)

= ρs/
√

2(y − t)
∑

x∈2L+c

ρs/
√

2(x− y) (Eq. (1))

= ρs/
√

2(y − t)ρs/
√

2(2L+ c + y) ,

as needed. The “in particular” then follows from the fact that ρs/
√

2(2L + c + y) =
ρs/
√

2(2L+ c + d) is constant for y ∈ 2L+ d for some fixed d ∈ L/(2L). J

Lemma 6 motivates the following definition, which captures a key property of the distribution
described in Lemma 6.

I Definition 7. For a lattice L ⊂ Rn, shift t ∈ Rn, and parameter s > 0 we say that the
random list (X1, . . . ,XM ) ∈ (L − t)∗ is a mixture of independent Gaussians over L − t

with parameter s if the “distributions within the cosets of 2L” are independent Gaussians
with parameter s. I.e., for any list of cosets (c1, . . . , cM ) ∈ ((L − t)/(2L))∗ mod 2L, if we
condition on Xi ∈ 2L+ ci for all i, then the Xi are independent with Xi ∼ D2L+ci,s.

We call (2L+ X1, . . . , 2L+ XM ) the coset distribution of the Xi. We say that a mixture
of independent GaussiansM over L− t with parameter s > 0 dominates another,M′, if the
coset distribution ofM dominates the coset distribution ofM′ (as in Definition 4).

In other words, mixtures of independent Gaussians are exactly the distributions obtained
by first sampling (c1, . . . , cM ) ∈ ((L− t)/(2L))∗ from some arbitrary coset distributions and
then sampling Xi ∼ DL+ci,s independently for each i. We now list some basic facts that
follow from what we have done so far.
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I Corollary 8 (Properties of mixtures of Gaussians and Procedure 1). For any lattice L ⊂ Rn,
shift t ∈ Rn, and parameter s > 0,
1. a mixture of independent Gaussians over L− t with parameter s is uniquely characterized

by its coset distribution;
2. if we apply Procedure 1 to a mixture of independent Gaussians over L− t with parameter

s, the result will be a mixture of Gaussians over L − t with parameter s/
√

2;
3. Procedure 1 preserves domination – i.e., if we apply Procedure 1 to two mixturesM,M′

of Gaussians over L − t with parameter s and M dominates M′, then the output of
Procedure 1 on inputM will dominate that ofM′; and

4. if X1,X2 are a mixture of independent Gaussians over L− t with parameter s with coset
distribution given by X1 ≡X2 mod 2L and

Pr[2L+ X1 + t = c] = ρs(2L+ c− t)2∑
d∈L/(2L) ρs(2L+ d− t)2

for any c ∈ L/(2L), then their average (X1 + X2)/2 is distributed exactly as DL−t,s/
√

2.

Proof. Item 1 follows immediately from the definition of a mixture of Gaussians. Items 2
and 3 are immediate consequences of Lemma 6.

For Item 4, we apply Lemma 6 to see that for any y ∈ L,

Pr[(X1 + X2)/2 = y − t] =
ρs/
√

2(y − t)∑
d∈L/(2L) ρs(2L+ d− t)2

∑
c∈L/(2L)

ρs/
√

2(2L+ c + y)

=
ρs/
√

2(y − t)∑
d∈L/(2L) ρs(2L+ d− t)2 · ρs/

√
2(L) .

The result then follows from Lemma 3. (Indeed, summing the left-hand side and the
right-hand side over all y ∈ L gives a proof of Lemma 3.) J

In [1, 2], we performed a careful rejection sampling procedure f in Procedure 2 so that,
at each step of the algorithm, the output was distributed exactly as DL−t,s/2i/2 (up to
some small statistical distance). In particular, we applied the rejection sampling procedure
guaranteed by Theorem 12 to obtain independent vectors distributed as in Item 4, which
yield independent Gaussians with a lower parameter when combined as in Procedure 1. But,
Corollary 8 makes this unnecessary. Indeed, Corollary 8 shows that “any collection of vectors
that can be found with any rejection sampling procedure can be found without it.” The
following meta-theorem makes this formal.

I Theorem 9. For any (possibly randomized) rejection function f mapping lists of cosets
modulo 2L to a subset of indices (as in Procedure 2), let A be the algorithm defined in
Procedure 2. Let A′ be the same algorithm with f replaced by the trivial function that just
outputs all indices (i.e., A′ just repeatedly runs Procedure 1 with no rejection).

Then, for any lattice L ⊂ Rn, shift vector t ∈ Rn, parameter s > 0, if A and A′ are each
called on input ` ≥ 1 and a list of M ≥ 2 independent samples from DL−t,s, the resulting
output distributions will be mixtures of independent Gaussians over L − t with parameter
s/2`/2. Furthermore, the distribution corresponding to A′ will dominate the distribution
corresponding to A. In particular, for any finite set S ⊂ L− t,

Pr
X1,...,XM∼DL−t,s

[S ⊆ A(`,X1, . . . ,XM )] ≤ Pr
X1,...,XM∼DL−t,s

[S ⊆ A′(`,X1, . . . ,XM )] .
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Proof. Notice that, since f only acts on the cosets of the Xi, f “preserves mixtures of
independent Gaussians.” I.e., if (X1, . . . ,XM ′) is some mixture of independent Gaussians
over L − t with parameter s′ > 0 and (j1, . . . , jm) ← f(2L + X1, . . . , 2L + XM ′), then
(Xj1 , . . . ,Xjm) is also a mixture of independent Gaussians over L − t with parameter s′.
(Notice that this would not be true if f acted on vectors, rather than cosets.) Similarly, by
Item 2, Procedure 1 maps mixtures of independent Gaussians over L− t with parameter s′
to mixtures with parameter s′/

√
2. It follows that for both A and A′, after the ith step of

the algorithm, the list of vectors is a mixture of Gaussians over L − t with parameter s/2i/2.
And, the same holds after the application of f in algorithm A. Therefore, the only question
is the coset distributions.

By Fact 5, we see that (X1, . . . ,XM ) dominates (Xj1 , . . . ,Xjm). Therefore, by Item 3,
the distribution of vectors corresponding to A′ dominates the distribution of A after the
first step. If we assume for induction that, after the (i− 1)st step, the distribution of vectors
corresponding to A′ dominates the distribution corresponding to A, then the exact same
argument together with another application of Fact 5 shows that the same holds after step i.
The result follows. J

Theorem 9, together with the corresponding algorithms in [1, 2], immediately implies
Theorems 1 and 2. For completeness, we give more direct proofs of these theorems in the
appendix, more-or-less recreating the corresponding proofs in [1, 2].

Acknowledgments. We thank Oded Regev and Daniel Dadush for many helpful discussions.
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A Additional preliminaries

We will need some additional preliminaries. We write

λ1(L) := min
y∈L\{0}

‖y‖

for the length of the shortest non-zero vector in the lattice. And, for a target vector t ∈ Rn,
we write

dist(t,L) := min
y∈L
‖y − t‖

for the distance from t to the lattice. Notice that this is the same as the length of the shortest
vector in L − t.

A.1 Some known algorithms
We will need the famous result of Lenstra, Lenstra, and Lovász [23].

I Theorem 10 ([23]). There is an efficient algorithm that take as input a lattice L ⊂ Rn

and outputs λ̃ > 0 with

λ1(L) ≤ d̃ ≤ 2n/2λ1(L) .

We will also need the following celebrated result due to Babai [8].

I Theorem 11 ([8]). There is an efficient algorithm that takes as input a lattice L ⊂ Rn

and a target t ∈ Rn and outputs d̃ > 0 with

dist(t,L) ≤ d̃ ≤ 2n/2 dist(t,L) .

A.2 The distribution of disjoint pairs
Recall that Procedure 1 takes the Ti elements from the ith coset and converts them into
bTi/2c disjoint pairs. Therefore, for a listM := (X1, . . . , XM ) ∈ S∗ over some finite set S,
we write bM/2c for the random variable obtained as in Procedure 1. I.e., up to ordering
(which does not concern us), bM/2c := (X ′1, . . . , X ′M ′) ∈ (S × S)∗ is defined by

|{j : X ′j = (s, s)}| = b|{j : Xj = s}|/2c

for each s ∈ S.

http://dx.doi.org/10.1016/0304-3975(87)90064-8
http://dx.doi.org/10.1109/TIT.1984.1056964
http://dx.doi.org/10.1109/TIT.1984.1056964
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I Theorem 12 ([1, Theorem 3.3]). For any probabilities, p1, . . . , pN ∈ [0, 1] with
∑
pi = 1,

integer M , and κ ≥ Ω(logM) (the confidence parameter) with M ≥ 10κ2/pmax, let M =
(X1, . . . , XM ) ∈ {1, . . . , N}M be the distribution obtained by sampling each Xj independ-
ently from the distribution that assigns to element i probability pi. Then, there exists a
rejection sampling procedure that, up to statistical distance exp(−Ω(κ)), maps M to the
distribution M′ := (X ′1, . . . , X ′M ) ∈ {(1, 1), . . . , (N,N)}M ′ obtained by sampling each pair
Xj independently from the distribution that assigns to the pair (i, i) probability p2

i /pcol, where

M ′ :=
⌈
M · pcol

32κpmax

⌉
,

pmax := max pi, and pcol :=
∑
p2

i .

I Corollary 13. For any probabilities, p1, . . . , pN ∈ [0, 1] with
∑
pi = 1, integer M , and

κ ≥ Ω(logM) (the confidence parameter) with M ≥ 10κ2/pmax, let M := (X1, . . . , XM ) ∈
{1, . . . , N}M be the distribution obtained by sampling each Xj independently from the distribu-
tion that assigns to element i probability pi. LetM′ := (X ′1, . . . , X ′M ′) ∈ {(1, 1), . . . , (N,N)}M ′

be the distribution obtained by sampling each pair X ′j independently from the distribution
that assigns to the pair (i, i) probability p2

i /pcol, where

M ′ :=
⌈
M · pcol

32κpmax

⌉
,

pmax := max pi, and pcol :=
∑
p2

i . Then,M dominatesM′.

A.3 Additional facts about the discrete Gaussian
We will also need some additional facts about the discrete Gaussian.

I Lemma 14 ([9]). For any lattice L ⊂ Rn, parameter s ≥ 1, and shift t ∈ Rn, ρs(L − t) ≤
snρ(L).

The following theorem shows that, if the parameter s is appropriately small, then
DL−t,s + t will be an approximate closest vector to t, with approximation factor roughly
1 +
√
ns/dist(t,L). (This is a basic consequence of Banaszczyk’s celebrated theorem [9].)

I Proposition 15 ([35, Corollary 1.3.11], see also [2, Corollary 2.8]). For any lattice L ⊂ Rn,
parameter s > 0, shift t ∈ Rn, and radius r >

√
n/(2π) · s, with r > dist(t,L) and

r2 > dist(t,L)2 + ns2

π
· log(2π dist(t,L)2/(ns2)) ,

we have

Pr
X∼DL−t,s

[‖X‖ > r] < (2e)n/2+1 exp(−πy2/2) ,

where y :=
√
r2 − dist(t,L)2/s.

The next theorem shows that exponentially many samples from DL,s with s ≈ λ1(L)/
√
n

is sufficient to find a shortest non-zero lattice vector.

I Proposition 16 ([1, Proposition 4.3]). For any lattice L ⊂ Rn, and parameter

s :=
√

20.198πe/n · λ1(L) ,

we have

Pr
X∼DL,s

[‖X‖ = λ1(L)] ≥ 1.38−n−o(n) .

SOSA 2018
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The next corollary follows immediately from Proposition 16 and Lemma 14.

I Corollary 17. For any lattice L ⊂ Rn, and parameter√
20.198πe/n · λ1(L) ≤ s ≤ 1.01 ·

√
20.198πe/n · λ1(L) ,

we have

Pr
X∼DL,s

[‖X‖ = λ1(L)] ≥ 1.4−n−o(n) .

We will also need the following result from [2], which is an immediate consequence of the
main identity in [32]. (See also [35].)

I Lemma 18 ([2, Corollary 3.3]). For any lattice L ⊂ Rn, shift t ∈ Rn, and parameter s > 0,
we have

max
c∈L/(2L)

ρs(2L+ c− t)2 ≤ ρs/
√

2(L) max
c∈L

ρs/
√

2(2L+ c− t) .

From this, we derive the following rather technical-looking inequality, which is implicit
in [2]. (This inequality comes up naturally in the proof of Corollary 21. We separate it out
here to make that proof cleaner.)

I Corollary 19. For any lattice L ⊂ Rn, shift t ∈ Rn, parameter s > 0, and integer ` ≥ 0,
we have

`−1∏
i=0

ρs/2(i+1)/2(L − t)ρs/2(i+1)/2(L)
ρs/2i/2(L − t) ·maxc∈L/(2L) ρs/2i/2(2L+ c− t)

≥
ρs/2`/2(L − t)

maxc∈L/(2L) ρs/2`/2(2L+ c− t) ·
maxc∈L/(2L) ρs(2L+ c− t)

ρs(L − t) .

Proof. From Lemma 18, we see that for all i,

ρs/2(i+1)/2(L)
maxc∈L/(2L) ρs/2i/2(2L+ c− t) ≥

maxc∈L/(2L) ρs/2i/2(2L+ c− t)
maxc∈L/(2L) ρs/2(i+1)/2(2L+ c− t) .

Therefore, the product in the statement of the corollary is at least

`−1∏
i=0

ρs/2(i+1)/2(L − t) ·maxc∈L/(2L) ρs/2i/2(2L+ c− t)
ρs/2i/2(L − t) ·maxc∈L/(2L) ρs/2(i+1)/2(2L+ c− t)

=
ρs/2`/2(L − t)

maxc∈L/(2L) ρs/2`/2(2L+ c− t) ·
maxc∈L/(2L) ρs(2L+ c− t)

ρs(L − t) ,

where we have used the fact that this is a telescoping product. J

B Running Procedure 1 on Gaussian input

I Theorem 20. For any lattice L ⊂ Rn, shift t ∈ Rn, parameter s > 0, integer M , and
confidence parameter κ ≥ Ω(logM), if X1, . . . ,XM are sampled independently from DL−t,s

with

M ≥ 10κ2 · ρs(L − t)
maxc∈L/(2L) ρs(2L+ c− t) ,
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then the output of Procedure 1 applied to the Xi will be a mixture of independent Gaussians
with parameter s/

√
2 that dominates the distribution of

M ′ :=
⌈
M

32κ ·
ρs/
√

2(L − t) · ρs/
√

2(L)
ρs(L − t) ·maxd∈L/(2L) ρs(2L+ d− t)

⌉
independent samples from DL−t,s/

√
2, up to statistical distance exp(−Ω(κ)).

Proof. By Item 2 of Corollary 8, the resulting distribution will in fact be a mixture of
independent Gaussians over L − t with parameter s/

√
2. Notice that, if M is the coset

distribution of (X1, . . . ,XM ), then Procedure 1 first maps the Xi into the mixture of
independent Gaussians over L − t with parameter s and coset distribution bM/2c and then
takes the averages of the corresponding pairs of these vectors.

We wish to apply Corollary 13 over the coset distribution, with the probabilities pi :=
p2L+c taken to be the weights of the cosets in the original distribution discrete Gaussian,

p2L+c := ρs(2L+ c− t)
ρs(L − t) .

Notice that, by Lemma 3,

M ′ =
⌈
M · pcol

32κpmax

⌉
,

which is exactly what is needed to apply Corollary 13. By the corollary, up to statistical
distance exp(−Ω(κ)) this distribution dominates the mixture of independent Gaussians over
L − t with parameter s whose coset distribution is given by c2k−1 = c2k for 1 ≤ k ≤ M ′,
with the odd-indexed cosets c2k−1 sampled independently from the distribution that assigns
to coset c ∈ L/(2L) probability

pi

pcol
= ρs(2L+ c− t)2∑

d∈L/(2L) ρs(2L+ d− t)2 .

Notice that this “squared” distribution” (so-called because the cosets are given weight
proportional to their square) is simply M ′ independent copies of the distribution from Item 4
of Corollary 8. So, if we run Procedure 1 on this “squared” distribution, the output will be
exactly M ′ independent samples from DL−t,s/

√
2.

Finally, by Fact 5, we see that, since the actual pairs dominate these “squared” pairs
(up to statistical distance exp(−Ω(κ))), the output must dominate M ′ independent samples
from DL−t,s/

√
2. J

I Corollary 21. For any lattice L ⊂ Rn, shift t ∈ Rn, parameter s > 0, integer M ≥ 2, and
confidence parameter κ ≥ Ω(logM), if X1, . . . ,XM are sampled independently from DL−t,s

with

M ≥ (10κ)2` · ρs(L − t)
maxc∈L/(2L) ρs(2L+ c− t) ,

and we apply Procedure 1 repeatedly to the Xi a total of ` ≥ 1 times, the result will be a
mixture of independent Gaussians with parameter s/2`/2 that dominates the distribution of

M ′ :=
⌈

M

(32κ)`
·

`−1∏
i=0

ρs/2(i+1)/2(L − t)ρs/2(i+1)/2(L)
ρs/2i/2(L − t) ·maxc∈L/(2L) ρs/2i/2(2L+ c− t)

⌉
independent samples from DL−t,s/2`/2 , up to statistical distance ` exp(−Ω(κ)).

SOSA 2018
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Proof. By Item 2 of Corollary 8, the output will in fact be a mixture of independent Gaussians
over L − t with parameter s/2`/2. The only question is what the coset distribution is.

To show that the coset distribution is as claimed, the idea is to simply apply Theorem 20
` times. In particular, we prove the result via induction on `. When ` = 1, this is exactly
Theorem 20. For ` > 1, we assume the statement is true for ` − 1. In particular, before
applying Procedure 1 the `th time, we have a mixture of independent Gaussians with
parameter s/2`/2 that dominates

M̂ :=
⌈

M

(32κ)`
·

`−2∏
i=0

ρs/2(i+1)/2(L − t)ρs/2(i+1)/2(L)
ρs/2i/2(L − t) ·maxc∈L/(2L) ρs/2i/2(2L+ c− t)

⌉

≥ 10κ2 · ρs(L − t)
maxc∈L/(2L) ρs(L+ c− t) ·

`−2∏
i=0

ρs/2(i+1)/2(L − t)ρs/2(i+1)/2(L)
ρs/2i/2(L − t) ·maxc∈L/(2L) ρs/2i/2(2L+ c− t)

independent Gaussians up to statistical distance (`− 1) exp(−Ω(κ)).
By Fact 5, it suffices to prove that the output of Procedure 1 on these M̂ samples

dominates M ′ independent samples from DL−t,s/2`/2 up to statistical distance exp(−Ω(κ)).
Indeed, this is exactly what Theorem 20 says, provided that

M̂ ≥ 10κ2 ·
ρs/2(`−1)/2(L − t)

maxc∈L/(2L) ρs/2(`−1)/2(2L+ c− t) .

And, this inequality follows immediately from Corollary 19 together with the assumed lower
bound on M̂ . J

C The initial distribution

The following theorem was proven by Ajtai, Kumar, and Sivakumar [5], building on work of
Schnorr [33].

I Theorem 22 ([33, 5]). There is an algorithm that takes as input a lattice L ⊂ Rn and
u ≥ 2 and outputs an un/y-reduced basis of L in time exp(O(u)) · poly(n), where we say that
a basis B = (b1, . . . , bn) of a lattice L is γ-reduced for some γ ≥ 1 if
1. ‖b1‖ ≤ γ · λ1(L); and
2. π{b1}⊥(b2), . . . , π{b1}⊥(bn) is a γ-reduced basis of π{b1}⊥(L).

This next theorem is originally due to [16], based on analysis of an algorithm originally
studied by Klein [22]. We present a slightly stronger version due to [12] for convenience.

I Theorem 23 ([12, Lemma 2.3]). There is a probabilistic polynomial-time algorithm that
takes as input a basis B for a lattice L ⊂ Rn with n ≥ 2, a shift t ∈ Rn, and ŝ > C

√
logn·‖B̃‖

and outputs a vector that is distributed exactly as DL−t,ŝ, where ‖B̃‖ := max‖b̃i‖.

I Proposition 24 ([2, Proposition 4.5]). There is an algorithm that takes as input a lattice
L ⊂ Rn, shift t ∈ Rn, r > 0, and parameter u ≥ 2, such that if

r ≥ un/u(1 +
√
nun/u) · dist(t,L) ,

then the output of the algorithm is y ∈ L and a basis B′ of a (possibly trivial) sublattice
L′ ⊆ L such that all vectors from L−t of length at most r/un/u−dist(t,L) are also contained
in L′ − y − t, and ‖B̃

′
‖ ≤ r. The algorithm runs in time poly(n) · 2O(u).
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Proof. On input a lattice L ⊂ Rn, t ∈ Rn, and r > 0, the algorithm behaves as follows.
First, it calls the procedure from Theorem 22 to compute a un/u-HKZ basis B = (b1, . . . , bn)
of L. Let (b̃1, . . . , b̃n) be the corresponding Gram-Schmidt vectors. Let k ≥ 0 be maximal
such that ‖b̃i‖ ≤ r for 1 ≤ i ≤ k, and let B′ = (b1, . . . , bk). Let πk = π{b1,...,bk}⊥ and
M = πk(L). The algorithm then calls the procedure from Theorem 22 again with the same s
and input πk(t) andM, receiving as output x =

∑n
i=k+1 aiπk(bi) where ai ∈ Z, a

√
nun/u-

approximate closest vector to πk(t) inM. Finally, the algorithm returns y = −
∑n

i=k+1 aibi

and B′ = (b1, . . . , bk).
The running time is clear, as is the fact that ‖B̃′‖ ≤ r. It remains to prove that L′−y− t

contains all sufficiently short vectors in L− t. If k = n, then L′ = L and y is irrelevant, so we
may assume that k < n. Note that, since B is a un/u-HKZ basis, λ1(M) ≥ ‖b̃k+1‖/un/u >

r/un/u. In particular, λ1(M) > (1 +
√
n · un/u) · dist(t,L) ≥ (1 +

√
n · un/u) · dist(πk(t),M).

So, there is a unique closest vector to πk(t) in M, and by triangle inequality, the next
closest vector is at distance greater than

√
n · un/u dist(πk(t),M). Therefore, the call to the

subprocedure from Theorem 22 will output the exact closest vector x ∈M to πk(t).
Let w ∈ L \ (L′ − y) so that πk(w) 6= πk(−y) = x. We need to show that w − t is

relatively long. Since B is a sn/s-HKZ basis, it follows that

‖πk(w)− x‖ ≥ λ1(M) > r/un/u .

Applying triangle inequality, we have

‖w − t‖ ≥ ‖πk(w)− πk(t)‖ ≥ ‖πk(w)− x‖ − ‖x− πk(t)‖ > r/un/u − dist(t,L) ,

as needed. J

I Corollary 25 ([2, Corollary 4.6]). There is an algorithm that takes as input a lattice L ⊂ Rn

with n ≥ 2, shift t ∈ Rn, M ∈ N (the desired number of output vectors), and parameters
u ≥ 2 and ŝ > 0 and outputs y ∈ L, a (possibly trivial) sublattice L′ ⊆ L, and M vectors
from L′ − y − t such that if

ŝ ≥ 10
√
n logn · u2n/u · dist(t,L) ,

then the output vectors are distributed as M independent samples from DL′−y−t,ŝ, and
L′ − y − t contains all vectors in L − t of length at most ŝ/(10un/u

√
logn). The algorithm

runs in time poly(n) · 2O(u) + poly(n) ·M . (And, if t = 0, then y = 0.)

Proof. The algorithm first calls the procedure from Proposition 24 with input L, t, and

r := 10ŝ√
logn

≥ un/u(1 +
√
nun/u) · dist(t,L) ,

receiving as output y ∈ L and a basis B′ of a sublattice L′ ⊂ L. It then runs the algorithm
from Theorem 23 M times with input L′, y + t, and ŝ and outputs the resulting vectors, y,
and L′.

The running time is clear. By Proposition 24, L′ − y − t contains all vectors of length
at most r/un/u − dist(t,L) ≥ ŝ/(10un/u

√
logn) in L− t, and ‖B̃

′
‖ ≤ r ≤ Cŝ/

√
logn. So, it

follows from Theorem 23 that the output has the correct distribution. J

D Finishing the proof

I Theorem 26 (SVP algorithm). For any lattice L ⊂ Rn, the output of Procedure 3 on input
L will be a shortest non-zero vector in L except with probability at most exp(−Ω(n)).
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Procedure 3: The final 2n+o(n)-time SVP algorithm. Here M = 2n+Θ(log2 n),
u = Θ(n), and ` = Θ(logn).
SVP (L)
Input : A lattice L ⊂ Rn

Output : A vector y ∈ L with ‖y‖ = λ1(L)
Use the procedure from Thereom 10 to compute λ̂ with λ1(L) ≤ λ̂ ≤ 2n/2λ1(L).
for i = 1, . . . , 200n do

Set L′ ⊆ L and X1, . . . ,XM ∈ L to be the output of Corollary 25 on input L,
t := 0, u, and si := 1.01−i · λ̂.

for j = 1, . . . , ` do
(X1, . . . ,XM ′)← Pair_and_Average(X1, . . . ,XM )
M ←M ′

end
Y i ← arg minXj 6=0 ‖Xj‖.

end
Output arg min ‖Y i‖.

Proof. The running time is clear. Let κ = Θ(n). Let i such that si/2`/2 satisfies the
inequality in Corollary 17. By Corollary 25, the (X1, . . . ,XM ) corresponding to this i
will be distributed exactly as DL′,si

where L′ ⊆ L contains all vectors of length at most
λ1(L). So, λ1(L′) = λ1(L), and it suffices to argue that we will find a shortest vector in L′.
By Corollary 21, the output distribution (X1, . . . , XM ) will be a mixture of independent
Gaussians over L′ with parameter si/2`/2 that dominates the distribution of

M ′ =

 M

(32κ)`
·

`−1∏
j=0

ρsi/2(j+1)/2(L′)2

ρsi/2j/2(L′) · ρsi/2(j+2)/2(L′)


independent samples from DL′,si/2`/2 up to statistical distance exp(−Ω(κ)), where we have
applied Lemma 14 to show that the coset with maximal mass is the central coset. Noting
that this product is telescoping, we have

M ′ =
⌈

M

(32κ)`
·
ρsi/

√
2(L′)

ρsi
(L′) ·

ρsi/2`/2(L′)
ρsi/2(`+1)/2(L′)

⌉
≥ 2n/2 ,

where we have applied Lemma 14. The result then follows from Corollary 17, together with
the fact that

√
2 > 1.4. J
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Procedure 4: The final 2n+o(n)-time SVP algorithm. Here M = 2n+Θ(n/ log n),
u = Θ(n), and ` = Θ(n/ log2 n).
CVP (L, t)
Input : A lattice L ⊂ Rn and target t ∈ Rn

Output : A vector y ∈ L with ‖y − t‖ ≤ (1 + 2−n/ log2 n) · dist(t,L)
Use the procedure from Thereom 11 to compute d̂ with
dist(L, t) ≤ d̂ ≤ 2n/2 dist(t,L).

for i = 1, . . . , n do
Set L′ ⊆ L, y ∈ L, and X1, . . . , XM ∈ L′ − y − t to be the output of Corollary 25
on input L, t, u, and si := 20n2 · 2−i · d̂.

for j = 1, . . . , ` do
(X1, . . . ,XM ′)← Pair_and_Average(X1, . . . ,XM )
M ←M ′

end
Y i ← arg minXj

‖Xj‖.
end
Output t + arg min ‖Y i‖.

I Theorem 27 (CVP algorithm). For any lattice L ⊂ Rn and t ∈ Rn, the output of Procedure 4
on input L and t will a vector y ∈ L with ‖y − t‖ ≤ (1 + exp(−Ω(n/ log2 n))) · dist(t,L),
except with probability at most exp(−Ω(n)).4

Proof. The running time is clear. Let κ = Θ(n). Let i such that

10
√
n logn · u2n/u · dist(t,L) ≤ si ≤ 20

√
n logn · u2n/u · dist(t,L) .

By Corollary 25, the (X1, . . . ,XM ) corresponding to this i will be distributed exactly as
DL′−y−t,si where L′ − y − t ⊆ L− t contains all vectors of length at most dist(t,L). So, it
suffices to argue that we will find a (1 + 2−n/ log2 n)-approximate shortest vector in L′−y− t.
By Corollary 21, the output distribution (X1, . . . , XM ) will be a mixture of independent
Gaussians over L′ − y − t with parameter si/2`/2 that dominates the distribution of

M ′ =

 M

(32κ)`
·

`−1∏
j=0

ρsi/2(j+1)/2(L′ − y − t)ρsi/2(j+1)/2(L)
ρsi/2j/2(L′ − y − t) ·maxc∈L′/(2L′) ρsi/2j/2(2L′ + c− y − t)

 ≥ 1

independent samples from DL′−y−t,si/2`/2 up to statistical distance exp(−Ω(κ)), where we
have applied Corollary 19.

Notice that si/2`/2 < exp(−Ω(n/ log2 n)) dist(t,L). The result then follows from Propos-
ition 15, which says that, except with probability exp(−Ω(n)) a sample from DL′−y−t,si/2`/2

will be a (1 + exp(−Ω(n/ log2 n)))-approximate shortest vector in L′ − y − t. J

4 It is immediate from the proof that this result can be extended to work for any approximation factor γ
with γ > 1 + exp(−o(n/ logn)), by taking ` = o(n/ logn) and M = 2n+o(n) to be slightly larger.
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Abstract
In a second seminal paper on the application of semidefinite programming to graph partitioning
problems, Goemans and Williamson showed how to formulate and round a complex semidefinite
program to give what is to date still the best-known approximation guarantee of .836008 for
Max-3-Cut [5]. (This approximation ratio was also achieved independently by De Klerk et
al. [2].) Goemans and Williamson left open the problem of how to apply their techniques to
Max-k-Cut for general k. They point out that it does not seem straightforward or even possible
to formulate a good quality complex semidefinite program for the general Max-k-Cut problem,
which presents a barrier for the further application of their techniques.

We present a simple rounding algorithm for the standard semidefinite programmming relaxa-
tion of Max-k-Cut and show that it is equivalent to the rounding of Goemans and Williamson
in the case of Max-3-Cut. This allows us to transfer the elegant analysis of Goemans and Willi-
amson for Max-3-Cut to Max-k-Cut. For k ≥ 4, the resulting approximation ratios are about
.01 worse than the best known guarantees. Finally, we present a generalization of our rounding
algorithm and conjecture (based on computational observations) that it matches the best-known
guarantees of De Klerk et al.
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1 Introduction

In the Max-k-Cut problem, we are given an undirected graph, G = (V,E), with non-negative
edge weights. Our objective is to divide the vertices into at most k disjoint sets, for some
given positive integer k, so as to maximize the weight of the edges whose endpoints lie
in different sets. When k = 2, this problem is known simply as the Max-Cut problem.
The approximation guarantee of 1 − 1/k can be achieved for all k by placing each vertex
uniformly at random in one of k sets. For all values of k ≥ 2, this simple algorithm yielded
the best-known approximation ratio until 1994. In that year, Goemans and Williamson
gave a .87856-approximation algorithm for the Max-Cut problem based on semidefinite
programming (SDP), thereby introducing this method as a successful new technique for
designing approximation algorithms [4].

Frieze and Jerrum subsequently developed an algorithm for the Max-k-Cut problem
that can be viewed as a generalization of Goemans and Williamson’s algorithm for Max-Cut
in the sense that it is same algorithm when k = 2 [3]. Although the rounding algorithm
of Frieze and Jerrum is arguably simple and natural, the analysis is quite involved. Their
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approximation ratios improved upon the previously best-known guarantees of 1− 1/k for
k ≥ 3 and are shown in Table 1. A few years later, Andersson, Engebretsen and Håstad
also used semidefinite programming to design an algorithm for the more general problem of
Max-E2-Lin mod k, in which the input is a set of 2-variable equations or inequations mod
k (e.g. x− y ≡ c mod k) and the objective is to assign an integer from the range [0, k − 1]
to each variable so that the maximum number of equations are satisfied [1]. They proved
that the approximation guarantee of their algorithm is at least f(k) more than that of the
simple randomized algorithm, where f(k) is a (small) linear function of k. In the special
case of Max-k-Cut, they showed that the performance ratio of their algorithm is no better
than that of Frieze and Jerrum. Although they did not show the equivalence of these two
algorithms, they stated that numerical evidence suggested that the two algorithms have the
same approximation ratio. Shortly thereafter, De Klerk, Pasechnik and Warners presented an
algorithm for Max-k-Cut with improved approximation guarantees for all k ≥ 3, shown in
Table 1. Additionally, they showed that their algorithm has the same worst-case performance
guarantee as that of Frieze and Jerrum [2].

Around the same time, Goemans and Williamson independently presented another
algorithm for Max-3-Cut based on complex semidefinite programming (CSDP) [5]. For this
problem, they improved the best-known approximation guarantee of .832718 due to Frieze
and Jerrum to .836008, the same approximation ratio proven by De Klerk, Pasechnik and
Warners. Goemans and Williamson showed that their algorithm is equivalent to that of
Andersson, Engebretsen and Håstad and to that of Frieze and Jerrum (and therefore to that
of De Klerk, Pasechnik and Warners) in the case of Max-3-Cut [5]. However, they argued
that their decision to use complex semidefinite programming and, specifically, their choice
to represent each vertex by a single complex vector resulted in “cleaner models, algorithms,
and analysis than the equivalent models using standard semidefinite programming.”

One issue noted by Goemans and Williamson with respect to their elegant new model
was that it is not clear how to apply their techniques to Max-k-Cut for k ≥ 4. Their
approach seemed to be tailored specifically to the Max-3-Cut problem. This is because
one cannot model, say, the Max-4-Cut problem directly using a complex semidefinite
program. This limitation is discussed in Section 8 of [5]. In fact, as they point out, a direct
attempt to model Max-k-Cut with a complex semidefinite program would only result in a
(1− 1/k)-approximation for k ≥ 4. De Klerk et al. also state that there is no obvious way to
extend the approach based on CSDP to Max-k-Cut for k > 3. (See page 269 in [2].)

1.1 Our Contribution
In this paper, we make the following contributions.
1. We present a simple rounding algorithm based on the standard semidefinite programming

relaxation of Max-k-Cut and show that it can be analyzed using the tools from [5].
For k = 3, this results in an implementation of the Goemans-Williamson algorithm
that avoids complex semidefinite programming.
For k ≥ 4, the resulting approximation ratios are slightly worse than the best-known
guarantees.

2. We present a simple generalization of this rounding algorithm and conjecture that it
yields the best-known approximation ratios.

Thus, the main contribution of this paper is to show that, despite its limited modeling
power, we can still apply the tools from complex semidefinite programming developed by
Goemans and Williamson to Max-k-Cut. In fact, we obtain the following worst-case
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Table 1 Approximation guarantees for Max-k-Cut.

k [4] [3] [5] [2] This paper

k = 2 .878956 - - - -

k = 3 - .832718 .836008 .836008 -

k = 4 - .850304 - .857487 .846478

k = 5 - .874243 - .876610 .862440

k = 10 - .926642 - .926788 .915885

approximation guarantee for the Max-k-Cut problem for all k, which is the same bound
they achieve for k = 3:

φk = k − 1
k

+ k

4π2

[
arccos2

((
1

k − 1

)
cos
(

2π
k

))
− arccos2

(
1

k − 1

)]
. (1)

We note that for k ≥ 4, the approximation ratio φk is about .01 worse than the approximation
ratio proved by Frieze and Jerrum. See Table 1 for a comparison. However, given the technical
difficulty of Frieze and Jerrum’s analysis, we believe that it is beneficial to present an
alternative algorithm and analysis that yields a similiar approximation guarantee. Moreover,
we wish to take a closer look at the techniques used by Goemans and Williamson for Max-3-
Cut since these tools have not been widely applied in the area of approximation algorithms,
in sharp contrast to the tools used to solve the Max-Cut problem. In fact, we are aware
of only two papers that use the main tools of [5]: The first is for a generalization of the
Max-3-Cut problem [6] and the second is for an optimization problem in which the variables
are to be assigned complex vectors [8].

While Goemans and Williamsons’ framework of complex semidefinite programming does
result in an elegant formulation and analysis for Max-3-Cut, it also to some extent obscures
the geometric structure that is apparent when one views the same algorithm from the
viewpoint of standard semidefinite programming. Specifically, in the latter framework, their
complex semidefinite program is equivalent to modeling each vertex with a 2-dimensional
circle or disc of vectors. In our opinion, their main technical contribution is a formula for the
exact distribution of the difference of the angles resulting when a normal vector is projected
onto two of these discs that are correlated in a particular way. (See Lemma 8 in [5].) Thus,
while the limitation in modeling Max-k-Cut with complex semidefinite programming comes
from the fact that we cannot model the general problem with these 2-dimensional discs, we
can circumvent this barrier in the following way. We construct 2-dimensional discs using the
vectors obtained from a solution to the standard semidefinite program. We then show that a
pair of these 2-dimensional discs (i.e. one disc for each vertex) are correlated in the same
way as those produced in the case of Max-3-Cut. Then we can apply and analyze the same
algorithm used for Max-3-Cut.

In some cases, e.g. Max-3-Cut, using the distribution of the angle between two elements
is stronger than using the expected angle, which is what is used for Max-Cut. It therefore
seems that this tool has unexplored potential applications for other optimization problems,
for which it may also be possible to overcome the modeling limitations of complex semidefinite
programming in a similiar manner as we do here. On a high level, the idea of constructing
the “complex” vectors from a solution to a standard semidefinite program was used for a
circular arrangement problem [7].

Finally, we remark that the approach used in Section 4 to create a disc from a vector
is reminiscent of Zwick’s method of outward rotations in which he combines hyperplane
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13:4 Complex SDP and Max-k-Cut

rounding and independent random assignment [9]. For each unit vector vi from an SDP
solution, he computes a disc in the plane spanned by vi and ui, where the ui’s form a set of
pairwise orthogonal vectors that are also orthogonal to the vi’s, and chooses a new vector
from this disc based on a predetermined angle. Thus, the goal is to rotate each vector vi to
obtain a new set of unit vectors, which are then given as input to a now standard rounding
algorithm, such as random-hyperplane rounding. In contrast, our goal is to use the actual disc
in the rounding, as done originally by Goemans and Williamson in the case of Max-3-Cut.

1.2 Organization
We give some background on the (standard) semidefinite programming relaxation used by
Frieze and Jerrum and discuss their algorithm for Max-k-Cut in Section 2. In Section 3,
we present Goemans and Williamson’s algorithm for Max-3-Cut from the viewpoint of
standard semidefinite programming. In Section 4, we show how to create a 2-dimensional disc
for each vertex given a solution to the standard semidefinite program for Max-k-Cut. We
do not wish to formally prove the relationship between these discs and the complex vectors.
Thus, in Section 5, we simply prove that if two discs are correlated in a specified way, then
the distribution of the angle is equivalent to a distribution already computed exactly by
Goemans and Williamson in [5]. We can then easily prove that the 2-dimensional discs we
create for the vertices have the required pairwise correlation. This results in a closed form
approximation ratio for general k, Theorem 6.

2 Frieze and Jerrum’s Algorithm

Consider the following integer program for Max-k-Cut:

max
∑
ij∈E

(1− vi · vj)
k − 1
k

vi · vi = 1, ∀i ∈ V,
vi ∈ Σk, ∀i ∈ V. (P)

Here, Σk are the vertices of the equilateral simplex, where each vertex is represented by
a k-dimensional vector, and each pair of vectors corresponding to a pair of vertices has
dot product −1/(k − 1). If we relax the dimension of the vectors, we obtain the following
semidefinite relaxation, where n = |V |:

max
∑
ij∈E

(1− vi · vj)
k − 1
k

vi · vi = 1, ∀i ∈ V,

vi · vj ≥ −
1

k − 1 , ∀i, j ∈ V,

vi ∈ Rn, ∀i ∈ V. (Q)

Frieze and Jerrum used this semidefinite relaxation to obtain an algorithm for the Max-k-
Cut problem [3]. Specifically, they proposed the following rounding algorithm: Choose k
random vectors, g1, g2, . . . , gk ∈ Rn, with each entry of each vector chosen from the normal
distribution N (0, 1). For each vertex i ∈ V , consider the k dot products of vector vi with
each of the k random vectors, vi ·g1, vi ·g2, . . . , vi ·gk. One of these dot products is maximum.
Assign the vertex the label of the random vector with which it has the maximum dot product.
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i lie on a 2-dimensional plane corresponding to vertex i. The
vector g is projected onto the disc for element i to obtain θi. Angle θij is the difference between
angles θi and θj .

In other words, if vi ·gh = maxk`=1{vi ·g`}, then vertex i is assigned to to cluster h. Frieze and
Jerrum were able to prove a lower bound on the approximation guarantee of this algorithm
for every k. See Table 1 for some of these ratios.

3 Goemans-Williamson Algorithm for Max-3-Cut

Goemans and Williamson gave an algorithm for Max-3-Cut in which they first modeled the
problem as a complex semidefinite program, i.e. each element is represented by a complex
vector. It is not too difficult to see that these complex vectors are equivalent to 2-dimensional
discs or sets of unit vectors. For example, here is an equivalent semidefinite program for
Max-3-Cut. The input is an undirected graph G = (V,E) with non-negative edge weights
{wij}.

max
∑
ij∈E

wij(1− v1
i · v1

j )2
3 (2)

vai · vbi = −1/2, ∀i ∈ V, a 6= b ∈ [3], (3)
vai · vbj = va+c

i · vb+cj , ∀i, j ∈ V, a, b, c ∈ [3], (4)

vai · vbj ≥ −1/2, ∀i, j ∈ V, a, b ∈ [3], (5)
vai · vai = 1, ∀i ∈ V, a ∈ [3], (6)

vai ∈ R3n, ∀i ∈ V, a ∈ [3]. (7)

Consider a set of 3n unit vectors forming a solution to this semidefinite program. Note
that for a fixed vertex i ∈ V , the vectors v1

i , v
2
i and v3

i are in the same two dimensional
plane, since they are constrained to be pairwise 120◦ apart. In an “integer” solution for this
semidefinite program, all these discs would be constrained to be in the same 2-dimensional
space and each angle of rotation of the discs would be constrained to be 0, 2π/3 or 4π/3,
where each angle would correspond to a partition. In a solution to the above relaxation,
these discs are no longer constrained to be in 2 dimensions.
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13:6 Complex SDP and Max-k-Cut

In the rounding algorithm of Goemans and Williamson, we first pick a vector g ∈ R3n

such that each entry is chosen according to the normal distribution N (0, 1). Then for each
vertex i ∈ V , we project this vector g onto its corresponding disc. This gives an angle θi in
the range [0, 2π) for each element i. (Note that without loss of generality, we can assume
that θi is the angle in the clockwise direction between the projection of g and the vector
v3
i .) We can envision the angles {θi} for each i ∈ V embedded onto the same disc. Then we
randomly partition this disc into three equal pieces, each of length 2π/3, i.e. we choose an
angle ψ ∈ [0, 2π) and let the three angles of partition be ψ,ψ + 2π/3 and ψ + 4π/3. These
three pieces correspond to the three sets in the partition.

The angle θij is the angle θj − θj modulo 2π. The probability that an edge ij is cut in
this partitioning scheme is equal to 3θij/2π if θij < 2π/3 and 1 otherwise. In expectation,
the angle θij is equal to arccos (v1

i · v1
j ). (This can be shown using the techniques in [4]. See

Lemma 3 in [7].) But using the expected angle is not sufficient to obtain an approximation
guarantee better than 2/3; If angle θij is 2π/3 in expectation, then one third of the time it
could be zero (not cut) and two thirds of the time it could be π (cut). However, it contributes
one to the objective function. The exact probability Pr[edge ij is cut] that edge ij is cut is:

2π/3∑
γ=0

Pr[θij = θ]× θ

2π/3 +
4π/3∑

γ=2π/3

Pr[θij = θ] +
2π∑

θ=4π/3

Pr[θij = θ]× 2π − θ
2π/3 .

Therefore, we must compute Pr[θij = θ] for all θ ∈ [0, 2π). One of the main technical
contributions of Goemans and Williamson [5] is that they compute the exact probability
that θij < δ for all δ ∈ [0, 2π). This can be found in Lemma 8 [5]. This enables them to
compute the probability that an edge is cut, resulting in their approximation guarantee.

4 Algorithm for Max-k-Cut

As previously mentioned, we cannot model Max-k-Cut as an integer program directly using
2-dimensional discs as we do for Max-3-Cut, because any rotation corresponding to an
angle of at least 2π/k should contribute one to the objective function. Note that in the case
of Max-3-Cut, there are two possible non-zero rotations in an integer solution: 2π/3 and
4π/3 and both of the contribute the same amount (one) to the objective function. Since it
seems impossible to penalize all angles greater than 2π/k at the same cost, it seems similiarly
impossible to model the problem directly with a complex semidefinite program.

We now present our approach for rounding the semidefinite programming relaxation (Q)
for Max-k-Cut. After solving the semidefinite program, we obtain a set of vectors {vi}
corresponding to each vertex i ∈ V . We can assume these vectors to be in dimension n. Let
0 represent the vector with n zeros. For each vertex i ∈ V , we construct the following two
orthogonal vectors:

vi := (vi,0), v⊥i := (0, vi). (8)

Each vertex i ∈ V now corresponds to a 2-dimensional disc spanned by vectors vi and v⊥i .
Specifically, this 2-dimensional disc consists of the (continuous) set of vectors defined for
φ ∈ [0, 2π):

vi(φ) = vi cosφ+ v⊥i sinφ. (9)

Now that we have constructed a 2-dimensional disc for each element, we can use the same
rounding scheme due to Goemans and Williamson described in the previous section: First,
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Figure 2 A 2-dimensional plane for vertex i spanning vi and v⊥
i . After projecting θi and θj onto

the same disc, we partion the disc into k = 4 equal sized pieces.

we choose a vector g ∈ R2n in which each coordinate is randomly chosen according to the
normal distribution N (0, 1). For each i ∈ V , we project this vector g onto the disc {vi(φ)},
which results in an angle θi, where:

g · vi(θi) = max
0≤φ<2π

g · vi(φ).

Note that we do not have to compute infinitely many dot products, since, for example, if
g · vi, g · v⊥i ≥ 0, then:

θi = arctan
(
g · v⊥i
g · vi

)
,

and the three other cases depending on the sign of g ·vi and g ·v⊥i can be handled accordingly.
After we find an angle θi for each i ∈ V , we can assign each element to a position

corresponding to its angle θi on a single disc and divide this disc (randomly) into k equal
sections of size 2π/k. Specifically, choose a random angle ψ and use the partition ψ + c·2π

k

for all integers c ∈ [0, k), where angles are taken modulo 2π. These are the k partitions of
the vertices in the k-cut.

5 Analysis

We prove that the distribution of the angle θij is the same as Lemma 8 of [5]. This implies
that we can use the analysis that Goemans and Williamson use for Max-3-Cut to obtain
an analogous approximation ratio for Max-k-Cut.

I Lemma 1. Given two sets of vectors xi = {xi(φ)} and xj = {xj(φ)} defined on φ ∈ [0, 2π),
where

xi(φ) = (cosφ, sinφ, 0, 0),
xj(φ) = (cos θ cosφ, cos θ sinφ, sin θ cosφ, sin θ sinφ).

Let γ ∈ [0, 2π) denote the angle θj − θi after the vector g ∈ N (0, 1)2n is projected onto xi
and xj. Then for δ ∈ [0, 2π),

Pr[0 ≤ γ < δ] = 1
2π

(
δ + r sin δ√

1− r2 cos2 δ
arccos (−r cos δ)

)
. (10)

Proof. Note that the set of vectors xj is 2-dimensional, since the angle between xj(φ1) and
xj(φ2) for φ2 > φ1 is φ2 − φ1. Thus, the rounding algorithm in Section 4 is well defined.

SOSA 2018
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Recall that each coordinate of the vector g is chosen according to the normal distribution
N (0, 1). Even though the vector g has 2n dimensions, we only need to consider the first four,
g = (g1, g2, g3, g4). This vector is chosen equivalently to choosing α, β uniformly in [0, 2π)
and p1, p2 according to the distribution:

f(y) = ye−y
2/2.

In other words, the vector g is equivalent to:

g = (p1 cosβ, p1 sin β, p2 cosα, p2 sinα).

Let r = cos θ and let s = sin θ. We will show that the probability that γ ∈ [0, δ) for δ ≤ π is:

Pr[0 ≤ γ < δ] = 1
2π

[
δ +

∫ π

δ

Pr
[
p2 · s
sin δ ≤

p1 · r
sin (α− δ)

]
dα

]
. (11)

Lemma 8 in [5] shows this is equivalent to probability in (10).
First, let us consider the case when θ ∈ [0, π/2], or cos θ ≥ 0. Without loss of generality,

assume that the projection of g onto the 2-dimensional disc xi occurs at φ = 0. Then we can
see that

xi(0) · g = p1.

In other words, we can assume that θi = 0. As previously mentioned, α is chosen uniformly
in the range [0, 2π). However, if γ < δ, then α < π. If α < δ, then the projection of g onto
xj , namely θj (which equals θij in this case, because we have assumed that θi = 0), is less
than δ. The probability that γ ≤ δ if α ∈ [δ, π) is equal to the probability that:

p2 · s
sin δ ≤

p1 · r
sin (α− δ) ⇐⇒

p2 · s ≤
p1 · r

sin (α− δ) · sin δ.

(See Figure 3 in [5].) If θ ∈ (π/2, pi) and r = cos θ < 0, then the probability that γ is in [0, δ)
is the probability that γ is in [π, π + δ), which is δ/(2π). And the probability that γ is in
[δ, π) is the probability that γ is in [π + δ, 2π) for −r. This is:

p2 · s ≤
p1 · (−r)

sin (α− δ) · sin (π + δ). (12)

However, since sin (π + δ) = − sin δ, we have:

p2 · s ≤
p1 · r

sin (α− δ) · sin δ. (13)

Thus for all δ < π, we have proved the expression in (11). In Lemma 8 of [5], they show that
Equation (11) is equivalent to Equation (10) when δ < π. Then they argue by symmetry
that Equation (10) also holds when π ≤ δ < 2π. J

I Lemma 2. Suppose vi · vj = cos θ for two unit vectors vi and vj. Let vi(φ) and vj(φ) be
defined as in equation (9). Then, we can assume that:

vi(φ) = (cosφ, sinφ, 0, 0),
vj(φ) = (cos θ cosφ, cos θ sinφ, sin θ cosφ, sin θ sinφ).
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Proof. From the definition (in Equation (9)) of vi(φ), we can see that:

vi(φ1) · vj(φ2) = (vi cosφ1 + v⊥i sinφ1) · (vj cosφ2 + v⊥j sinφ2)
= vi · vj cosφ1 cosφ2 + v⊥i · v⊥j sinφ1 sinφ2

+ vi · v⊥j cosφ1 sinφ2 + v⊥i · vj sinφ1 cosφ2

= cos θ(cosφ1 cosφ2 + sinφ1 sinφ2).

Note that vi ·v⊥j = v⊥i ·vj = 0 since each vi vector has n zeros in the second half of the entries
and each v⊥i vector has n zeros in the first half of the entries. If we compute vi(φ1) · vj(φ2)
using the assumption in the lemma, then we get the same dot product. Thus, the two sets
are equivalent. J

Since the distribution of the angle is the same, we can use the same analysis of [5]
(generalized from 3 to k) to prove the following Lemma. Although it is essentially the exact
same proof, we include it here for completeness. As in Corollary 9 of [5], we define:

g(r, δ) = 1
2π

(
δ + r sin δ√

1− r2 cos2 δ
arccos (−r cos δ)

)
.

In other words, g(r, δ) is the probability that angle θij obtained by projecting g onto the two
discs {vi(φ)} and {vj(φ)}, correlated by r = vi · vj , is less than δ.

I Lemma 3. Let r = vi · vj and let yi ∈ [0, 1, 2, . . . k) be the integer assignment of vertex i
to its partition. Then the probability that the equation yi − yj ≡ c (mod k) is satisfied is

1
k

+ k

8π2

[
2 arccos2

(
−r cos

(
2πc
k

))
− arccos2

(
−r cos

(
2π(c+ 1)

k

))
− arccos2

(
−r cos

(
2π(c− 1)

k

))]
.

Proof. Pr[yi − yj ≡ c (mod k) satisfied]

= k

2π

∫ k
2π

0
Pr
γ

[
2πc
k
− τ ≤ γ < 2π(c+ 1)

k
− τ
]
dτ

= k

2π

∫ 2π
k

0

(
g

(
τ,

2π(c+ 1)
k

− τ)− g(τ, 2πc
k
− τ
))

dτ

= k

2π

∫ 2π(c+1)
k

2πc
k

g(r, ν)dν − k

2π

∫ 2πc
k

2π(c−1)
k

g(r, ν)dν

SOSA 2018



13:10 Complex SDP and Max-k-Cut

= k

2π
1

2π

∫ 2π(c+1)
k

2πc
k

νdν −
[

1
2 arccos2 (−r cos ν)

] 2π(c+1)
k

2πc
k

−
∫ 2πc

k

2π(c−1)
k

νdν +
[

1
2 arccos2 (−r cos ν)

] 2πc
k

2π(c−1)
k

)

= k

8π2

[(
2π(c+ 1)

k

)2
+
(

2π(c− 1)
k

)2
− 2

(
2πc
k

)2
]

+ k

8π2

[
2 arccos2

(
−r cos

(
2πc
k

))
− arccos2

(
−r cos

(
2π(c+ 1)

k

))
− arccos2

(
−r cos

(
2π(c− 1)

k

))]
= 1
k

+ k

8π2

[
2 arccos2

(
−r cos

(
2πc
k

))
− arccos2

(
−r cos

(
2π(c+ 1)

k

))
− arccos2

(
−r cos

(
2π(c− 1)

k

))]
. J

I Lemma 4. Let r = vi · vj. The probability that edge ij is not cut by our algorithm is:

1
k

+ k

4π2

[
arccos2 (−r)− arccos2

(
−r cos

(
2π
k

))]
.

Proof. In the case of Max-k-Cut, we set c = 0. By Lemma 3, we have the probability that
edge ij is not cut is:

1
k

+ k

8π2

[
2 arccos2 (−r)− arccos2

(
−r cos

(
2π
k

))
− arccos2

(
−r cos

(
−2π
k

))]
= 1
k

+ k

8π2

[
2 arccos2 (−r)− 2 arccos2

(
−r cos

(
2π
k

))]
= 1
k

+ k

4π2

[
arccos2 (−r)− arccos2

(
−r cos

(
2π
k

))]
. J

I Lemma 5. Let r = vi · vj. The probability that edge ij is cut by our algorithm is:

k − 1
k

+ k

4π2

[
arccos2

(
−r · cos

(
2π
k

))
− arccos2 (−r)

]
. (14)

Proof. By Lemma 4 and the previously stated assumption that r = vi · vj = cos (θij), we
have:

1−
[

1
k

+ k

4π2

[
arccos2 (−r)− arccos2

(
−r cos

(
2π
k

))]]
= k − 1

k
− k

4π2

[
arccos2 (−r)− arccos2

(
−r cos

(
2π
k

))]
= k − 1

k
+ k

4π2

[
arccos2

(
−r cos

(
2π
k

))
− arccos2 (−r)

]
. J

I Theorem 6. The worst case approximation ratio of our algorithm for Max-k-Cut is:

φk = k − 1
k

+ k

4π2

[
arccos2

((
1

k − 1

)
cos
(

2π
k

))
− arccos2

(
1

k − 1

)]
.

Proof. As a function of r in the range [1,−1/(k − 1)], the expression in Equation 14 is
minimized when r = −1/(k − 1). Thus, if we do an edge-by-edge analysis, the worst case
approximation ratio is obtained when vi · vj = −1/(k − 1) for all edges ij ∈ E. J
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6 Another Rounding Algorithm

The algorithm presented in Section 4 can be restated as the following rounding scheme. Let
w1, w2 and w3 denote vectors in R2 with pairwise dot product −1/2. In other words, w1, w2
and w3 are the vertices of the simplex Σ3. Now take two random gaussians g1, g2 ∈ Rn and
set xi = g1 · vi, yi = g2 · vi. To assign the vertex i to one of the three partitions, we simply
assign it to j such that wj · (xi, yi) is maximized.

We can generalize this approach by choosing k − 1 random gaussians, g1, . . . , gk−1. For
each vertex i, we obtain the vector (g1 · vi, g2 · vi, . . . , gk−1 · vi) in Rk−1. This vector is
assigned to the closest vertex of Σk. Computationally, this rounding scheme seems to yield
approximation ratios that match those of De Klerk et al.

Acknowledgements. Thanks to Moses Charikar, Anupam Gupta, R. Ravi and Madhur
Tulsiani for helpful discussions and comments on the presentation.
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Abstract
We present a simple single-pass data stream algorithm using O(ε−2 logn) space that returns a
(α+ 2)(1 + ε) approximation to the size of the maximum matching in a graph of arboricity α.
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1 Introduction

We present a data stream algorithm for estimating the size of the maximum matching of a
low arboricity graph. Recall that a graph has arboricity α if its edges can be partitioned into
at most α forests and that a planar graph has arboricity α = 3. Estimating the size of the
maximum matching in such graphs has been a focus of recent data stream research [1–4,6,8].
See also [7] for a survey of the general area of graph algorithms in the stream model.

A surprising result on this problem was recently proved by Cormode et al. [4]. They
designed an ingenious algorithm that returned a (22.5α+ 6)(1 + ε) approximation using a
single pass over the edges of the graph (ordered arbitrarily) and O(ε−3 · α · log2 n) space1.
We improve the approximation factor to (α+ 2)(1 + ε) via a simpler and tighter analysis and
show that, with a modification and simplification of their algorithm, the space required can
be reduced to O(ε−2 logn).

2 Results

Let match(G) be the maximum size of a matching in a graph G and let Eα be the set of
edges uv where the number of edges incident to u or v that appear in the stream after uv
are both at most α.

2.1 A Better Approximation Factor
We first show a bound for match(G) in terms of |Eα|. Cormode et al. proved a similar but
looser bound via results on the size of matchings in bounded degree graphs.

1 Here, and throughout, space is specified in words and we assume that an edge or a counter (between 0
and α) can be stored in one word of space.
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14:2 Matchings in Low Arboricity Graphs

I Theorem 1. match(G) ≤ |Eα| ≤ (α+ 2) match(G).

Proof. We first prove the right inequality. To do this define ye = 1/(α+ 1) if e is in Eα and
0 otherwise. Note that {ye}e∈E is a fractional matching with maximum weight 1/(α+ 1).
A corollary of Edmonds’ Matching Polytope Theorem [5] implies that its total weight is at
most (α+ 2)/(α+ 1) larger than the maximum integral matching. This corollary is likely
well known but, for completeness, we include a proof of the corollary in the appendix. Hence,

|Eα|
α+ 1 =

∑
e

ye ≤
α+ 2
α+ 1 ·match(G) .

It remains to prove the left inequality. Define H to be the set of vertices with degree
α+ 1 or greater. We refer to these as the heavy vertices. For u ∈ V , let Bu be the set of the
last α+ 1 edges incident to u that arrive in the stream.

Say an edge uv is good if uv ∈ Bu ∩Bv and wasted if uv ∈ Bu ⊕Bv, i.e., the symmetric
difference. Then |Eα| is exactly the number of good edges. Define

w = number of good edges with no end points in H ,

x = number of good edges with exactly one end point in H ,

y = number of good edges with two end points in H ,

z = number of wasted edges with two end points in H ,

and note that |Eα| = w + x+ y.
We know x + 2y + z = (α + 1)|H| because Bu contains exactly α + 1 edges if u ∈ H.

Furthermore, z + y ≤ α|H| because the graph has arboricity α. Therefore

x+ y ≥ (α+ 1)|H| − α|H| = |H| .

Let EL be the set of edges with no endpoints in H. Since every edge in EL is good, w = |EL|.
Hence, |Eα| ≥ |H|+ |EL| ≥ match(G) where the last inequality follows because at most one
edge incident to each heavy vertex can appear in a matching. J

Let Gt be the graph defined by the stream prefix of length t and let Etα be the set of
good edges with respect to this prefix, i.e., all edges uv from Gt where the number of edges
incident to u or v that appear after uv in the prefix are both at most α. By applying the
theorem to Gt, and noting that maxt |Etα| ≥ |Eα| and match(Gt) ≤ match(G), we deduce
the following corollary:

I Corollary 2. Let E∗ = maxt |Etα|. Then match(G) ≤ E∗ ≤ (α+ 2) match(G).

2.2 A Simpler Algorithm using Smaller Space
See Figure 1 for an algorithm that approximates E∗ to a (1 + ε)-factor in the insert-only
graph stream model. The algorithm is a modification of the algorithm for estimating |Eα|
designed by Cormode et al. [4]. The basic idea is to independently sample edges from Etα
with probability that is high enough to obtain an accurate approximation of |Etα| and yet
low enough to use a small amount of space. For every sampled edge e = uv, the algorithm
stores the edge itself and two counters cue and cve for degrees of its endpoints in the rest of the
stream. If we detect that a sampled edge is not in Etα, i.e., either of the associated counters
exceed α, it is deleted.

Cormode et al. ran multiple instances of this basic algorithm corresponding to sampling
probabilities 1, (1 + ε)−1, (1 + ε)−2, . . . in parallel; terminated any instance that used too
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Algorithm 1 Approximating E∗ Algorithm.
1. Initialize S ← ∅, p = 1, estimate = 0
2. For each edge e = uv in the stream:

a. With probability p add e to S and initialize counters cue ← 0 and cve ← 0
b. For each edge e′ ∈ S, if e′ shares endpoint w with e:

Increment cwe′

If cwe′ > α, remove e′ and corresponding counters from S

c. If |S| > 40ε−2 logn:
p← p/2
Remove each edge in S and corresponding counters with probability 1/2

d. estimate← max(estimate, |S|/p)
3. Return estimate

much space; and returned an estimate based on one of the remaining instantiations. Instead,
we start sampling with probability 1 and put a cap on the number of edges stored by the
algorithm. Whenever the capacity is reached, the algorithm halves the sampling probability
and deletes every edge currently stored with probability 1/2. This modification saves a factor
of O(ε−1 logn) in the space use and update time of the algorithm. We save a further O(α)
factor in the analysis by using the algorithm to estimate E∗ rather than |Eα|.

I Theorem 3. With high probability, Algorithm 1 outputs a (1 + ε) approximation of E∗.

Proof. Let k be such that 2k−1τ ≤ E∗ < 2kτ where τ = 20ε−2 logn. First suppose we toss
O(logn) coins for each edge in Etα and say that an edge e is sampled at level i if at least
the first i− 1 coin tosses at heads. Hence, the probability that an edge is sampled at level
i is pi = 1/2i and that the probability an edge is sampled at level i conditioned on being
sampled at level i− 1 is 1/2. Let sti be the number of edges sampled. It follows from the
Chernoff bound that for i ≤ k,

P
[
|sti − pi|Etα|| ≥ εpiE∗

]
≤ exp

(
−ε

2E∗pi
4

)
≤ exp

(
−ε

2E∗pk
4

)
≤

≤ exp
(
−ε

2τ

8

)
= 1

poly(n) .

By the union bound, with high probability, sti/pi = |Etα| ± εE∗ for all 0 ≤ i ≤ k, 1 ≤ t ≤ αn.
The algorithm initially maintains the edges in Etα sampled at level i = 0. If the number

of these edges exceeds the threshold, we subsample these to construct the set of edges
sampled at level i = 1. If this set of edges also exceeds the threshold, we again subsample
these to construct the set of edges at level i = 2 and so on. If i never exceeds k, then
the above calculation implies that the output is (1± ε)E∗. But if stk is bounded above by
(1 + ε)E∗/2k < (1 + ε)τ for all t with high probability, then i never exceeds k. J

It is immediate that the algorithm uses O(ε−2 logn) space since this is the maximum
number of edges stored at any one time. By Corollary 2, E∗ is an (α+ 2) approximation of
match(G) and hence we have proved the following theorem.

I Theorem 4. The size of the maximum matching of a graph with arboricity α can be
(α+ 2)(1 + ε)-approximated with high probability using a single pass over the edges of G given
O(ε−2 logn) space.

SOSA 2018
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Acknowledgement. In an earlier version of the proof of Theorem 3, we erroneously claimed
that, conditioned on the current sampling rate being 1/2j , edges in Etα had been sampled at
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A Corollary of Edmonds’ Theorem

For completeness, we include a simple corollary of Edmonds’ Theorem used to prove Theorem
1. Recall that Edmonds’ Theorem implies that if the weight of a fractional matching on any
induced subgraph G(U) is at most (|U | − 1)/2, then the weight on the entire graph is at
most match(G).
I Lemma 5. Let {ye}e∈E be a fractional matching where the maximum weight is ε. Then,∑

e

ye ≤ (1 + ε) match(G) .

Proof. Let U be an arbitrary subset of vertices and let E(U) be the edges in the induced
subgraph on U . Let t = |U |. Then since |E(U)| ≤ t(t− 1)/2,∑

e∈E(U)

ye ≤ min
(
t

2 , ε|E(U)|
)
≤ t− 1

2 ·min
(

t

t− 1 , εt
)
≤ t− 1

2 · (1 + ε) .

Hence, the fractional matching defined by ze = ye/(1 + ε) satisfies
∑
e ze ≤ match(G).

Therefore,
∑
e ye ≤ (1 + ε)

∑
e ze ≤ (1 + ε) match(G). J
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Abstract
For every n-point subset X of Euclidean space and target distortion 1+ε for 0 < ε < 1, the Sparse
Johnson Lindenstrauss Transform (SJLT) of [19] provides a linear dimensionality-reducing map
f : X → `m2 where f(x) = Πx for Π a matrix with m rows where (1) m = O(ε−2 logn), and
(2) each column of Π is sparse, having only O(εm) non-zero entries. Though the constructions
given for such Π in [19] are simple, the analyses are not, employing intricate combinatorial
arguments. We here give two simple alternative proofs of the main result of [19], involving
no delicate combinatorics. One of these proofs has already been tested pedagogically, requiring
slightly under forty minutes by the third author at a casual pace to cover all details in a blackboard
course lecture.
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1 Introduction

A widely applied technique to gain speedup and reduce memory footprint when processing
high-dimensional data is to first apply a dimensionality-reducing map which approximately
preserves the geometry of the input in a pre-processing step. One cornerstone result along
these lines is the following Johnson-Lindenstrauss (JL) lemma [16].

I Lemma 1 (JL lemma). For all 0 < ε < 1, integers n, d > 1, and X ⊂ Rd with |X| = n,
there exists f : X → Rm with m = O(ε−2 logn) such that

∀y, z ∈ X, (1− ε)‖y − z‖2 ≤ ‖f(y)− f(z)‖2 ≤ (1 + ε)‖y − z‖2. (1)
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15:2 Simple Analyses of the Sparse Johnson-Lindenstrauss Transform

The target dimension m given by the JL lemma is optimal for nearly the full range of
n, d, ε; in particular, for any n, d, ε, there exists a point set X ⊂ Rd with |X| = n such
that any (1 + ε)-distortion embedding of X into Rm under the Euclidean norm must have
m = Ω(min{n, d, ε−2 log(ε2n)}) [21, 5]. Note that an isometric embedding (i.e. ε = 0) is
always achievable into dimension m = min{n− 1, d}, and thus the lower bound is optimal
except potentially for ε close to 1/

√
n.

All known proofs of the JL lemma instantiate f as a linear map. The original proof in
[16] picked f(x) = Πx where Π ∈ Rm×d was an appropriately scaled orthogonal projection
onto a uniformly random m-dimensional subspace. It was then shown that as long as
m = Ω(ε−2 log(1/δ)),

∀x ∈ Rd such that ‖x‖2 = 1, P
Π

(|‖Πx‖22 − 1| > ε) < δ. (2)

The JL lemma then followed by setting δ < 1/
(
n
2
)
and considering x = (y − z)/‖y − z‖2 for

each pair y, z ∈ X, and adjusting ε by a constant factor. It is known that this bound of m
for attaining (2) is tight; that is, m must be Ω(min{d, ε−2 log(1/δ)}) [15, 17].

One should typically think of applying dimensionality reduction techniques for applications
as being a two-step process: first (1) one applies the dimension-reducing map f to the data,
then (2) one runs some algorithm on the lower dimensional data f(X). While reducing m
typically speeds up the second phase, in order to speed up the first phase it is necessary to
give an f which can be both found and applied to data quickly. To this end, Achlioptas
showed Π can be chosen with i.i.d. entries where Πi,j = 0 with probability 2/3, and otherwise
Πi,j is uniform in ±1/

√
m/3 [1]. This was accomplished without increasing m by even

a constant factor over previous best analyses of the JL lemma. Thus essentially a 3x
speedup in step (2) is obtained without any loss in the quality of dimensionality reduction.
Later, Ailon and Chazelle developed the FJLT [2] which uses the Fast Fourier Transform
to implement a JL map Π with m = O(ε−2 logn) supporting matrix-vector multiplication
in time O(d log d + m3). Later work of [3] gave a different construction which, for the
same m, improved the multiplication time to O(d log d+m2+γ) for arbitrarily small γ > 0.
More recently, a sequence of works give embedding time O(d log d) but with a suboptimal
embedding dimension m = O(ε−2 logn · poly(log logn)) [4, 20, 22, 6, 12].

Note that the line of work beginning with the FJLT requires Ω(d log d) embedding time
per point, which is worse than the O(m · ‖x‖0) time to embed x using a dense Π if x is
sufficiently sparse. Here ‖x‖0 denotes the number of non-zero entries in x. Motivated by
speeding up dimensionality reduction further for sparse inputs, Kane and Nelson in [19],
following [10, 18, 7], introduced the SJLT with m = O(ε−2 logn), and with s = O(εm) non-
zero entries per column. This reduced the embedding time to compute Πx from O(m · ‖x‖0)
to O(s · ‖x‖0) = O(εm · ‖x‖0). The original analysis of the SJLT in [19] showed Equation (2)
for m = O(ε−2 log(1/δ)), s = O(ε−1 log(1/δ)) via the moment method. Specifically, the
analysis there for ‖x‖2 = 1 defined

Z = ‖Πx‖22 − 1 (3)

then used Markov’s inequality to yield P(|Z| > ε) < ε−q · EZq for some large even integer
q (specifically q = Θ(log(1/δ))). The bulk of the work was in bounding EZq, which was
accomplished by expanding Zq as a polynomial with exponentially many terms, grouping
terms with similar combinatorial structure, then employing intricate combinatorics to achieve
a sufficiently good bound.
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Our Main Contribution. We give two new analyses of the SJLT of [19], both of which avoid
expanding Zq into many terms and employing intricate combinatorics. As mentioned in the
abstract, one of these proofs has already been tested pedagogically, requiring slightly under
forty minutes by the third author at a casual pace to cover all details in a blackboard lecture.

2 Preliminaries

We say f(x) . g(x) if f(x) = O(g(x)), and f(x) ' g(x) denotes f(x) = Θ(g(x)). For
random variable X and q ∈ R, ‖X‖q denotes (E |X|q)1/q. Minkowski’s inequality, which we
repeatedly use, states that ‖ · ‖q is a norm for q ≥ 1. If X depends on many random sources,
e.g. X = X(a, b), we use ‖X‖Lq(a), say, to denote the q-norm over the randomness in a (and
thus the result will be a random variable depending only on b). A Bernoulli-Rademacher
random variable X = ησ with parameter p is such that η is a Bernoulli random variable
(on {0, 1}) with E η = p and σ is a Rademacher random variable, i.e. uniform in {−1, 1}.
Overloading notation, a random vector X whose coordinates are i.i.d. Bernoulli-Rademacher
with parameter p will also be called by the same name. For a square real matrix A, let A◦
be obtained by zeroing out the diagonal of A. Throughout this paper we use ‖ · ‖F to denote
Frobenius norm, and ‖ · ‖ to denote `2 → `2 operator norm.

Both our SJLT analyses in this work show Eq. (2) by analyzing tail bounds for the
random variable Z defined in Eq. (3). We continue to use the same notation, where x ∈ Rd
of unit norm is as in Eq. (3). Our first SJLT analysis uses the following moment bounds for
the binomial distribution and for quadratic forms with Rademacher random variables.

I Lemma 2 ([14]). For Y distributed as Binomial(N,α) for integer N ≥ 1 and α ∈ (0, 1),
let 1 ≤ p ≤ N and define B := p/(αN). Then

‖Y ‖p .

{
p

logB if B ≥ e
p
B if B < e

A more modern, general proof of the below Hanson-Wright inequality can be found in
[23].

I Theorem 3 (Hanson-Wright inequality [11]). For σ1, . . . , σn independent Rademachers and
A ∈ Rn×n, for all q ≥ 1

‖σTAσ − EσTAσ‖q .
√
q · ‖A‖F + q · ‖A‖.

Our second analysis uses a standard decoupling inequality; a proof is in [25, Remark
6.1.3]

I Theorem 4 (Decoupling). Let A ∈ Rn×n be arbitrary, and X1, . . . , Xn be independent and
mean zero. Then, for every convex function F : R→ R

EF (
∑
i6=jj

Ai,jXiXj) ≤ EF (4 ·
∑
i,j

Ai,jXiX
′
j)

where the X ′i are independent copies of the Xi.

Before describing the SJLT, we describe the related CountSketch of [8], which was shown to
satisfy Eq. (3) in [24]. In this construction for Π, one picks a hash function h : [d]→ [m] from
a pairwise independent family, and a function σ : [d]→ {−1, 1} from a 4-wise independent
family. Then for each i ∈ [d], Πh(i),i = σ(i), and the rest of the ith column is 0. It was shown

SOSA 2018
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Figure 1 Both distributions have s non-zeroes per column, with each non-zero being independent
in ±1/

√
s. In (i), they are in random locations, without replacement. (ii) is the CountSketch (with

s > 1), whose rows are grouped into s blocks of size m/s each, with one non-zero per block per
column in a uniformly random location, independent of other blocks; in this example, m = 8, s = 4.

in [24] that this distribution satisfies Eq. (3) for m = Ω(1/(ε2δ)). Note that the column
sparsity s equals 1. The analysis is simply via Chebyshev’s inequality, i.e. bounding the
second moment of Z.

The reason for the poor dependence in m on the failure probability δ is that we use
Chebyshev’s inequality. This is avoided by bounding a higher moment (as in [19], or our first
analysis in this work), or by analyzing the moment generating function (MGF) (as in our
second analysis in this work). To improve the dependence of m on 1/δ, we allow ourselves to
increase s.

Now we describe the SJLT. This is a JL distribution over Π having exactly s non-zero
entries per column where each entry is a scaled Bernoulli-Rademacher. Specifically, in the
SJLT, the random Π ∈ Rm×d satisfies Πr,i = ηr,iσr,i/

√
s for some integer 1 ≤ s ≤ m. The

σr,i are independent Rademachers and jointly independent of the Bernoulli random variables
ηr,i satisfying:
(a) For any i ∈ [d],

∑m
r=1 ηr,i = s. That is, each column of Π has exactly s non-zero entries.

(b) For all r ∈ [m], i ∈ [d], E ηr,i = s/m.
(c) The ηr,i are negatively correlated: ∀ S ⊂ [d] × [n], E

∏
(r,i)∈S ηr,i ≤

∏
(r,i)∈S E ηr,i =

(s/m)|S|.
See Figure 1 for at least two natural distributions satisfying the above requirements. Thus

‖Πx‖22 = 1
s

m∑
r=1

d∑
i,j=1

ηr,iηr,jσr,iσr,jxixj .

Using (a) above we have (1/s) ·
∑
r

∑
i ηr,ix

2
i = ‖x‖22 = 1, so that

Z = ‖Πx‖22 − 1 = 1
s

m∑
r=1

∑
i 6=j

ηr,iηr,jσr,iσr,jxixj . (4)

I Remark. In both our analyses, item (a) above is only used to remove the diagonal i = j

terms from eq. (4). Thenceforth, it turns out in both analyses of SJLT that (b) and (c) imply
we can assume the ηr,i are fully independent, i.e., the entries of Π are fully independent. This
is not the same as saying we can replace the sketch matrix Π with fully independent entries
because then part (a) would be violated and it is important for only the “cross” terms in the
quadratic form representing Z to be present. In the analysis we justify this assumption by
considering the integer moments of Z which we show here cannot decrease by replacement
with fully independent entries. For each integer q, each monomial in the expansion of
Zq has expectation equal to s−qxd1

α1
· · ·xdt

αt
· (E

∏
(r,i)∈S ηr,i) whenever all the dj are even,
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and S contains all the distinct (r, i) such that ηr,i appears in the monomial; otherwise the
expectation equals 0. Now, s−qxd1

α1
· · ·xdt

αt
is nonnegative, and E

∏
(r,i)∈S ηr,i ≤ (s/m)|S|.

Thus monomials’ expectations are term-by-term dominated by the case that all ηr,i are i.i.d.
Bernoulli with expectation s/m.

3 Proof Overview

Hanson-Wright analysis. Note Z can be written as the quadratic form σTAx,ησ, where
Ax,η is block diagonal with m blocks, where the rth block is (1/s)x(r)(x(r))T but with the
diagonal zeroed out. Here x(r) is the vector with (x(r))i = ηr,ixi. To apply Hanson-Wright,
we must then bound ‖‖Ax,η‖F ‖p and ‖‖Ax,η‖‖p, over the randomness of η. This was done
in [19], but suboptimally, leading to a simple proof there but of a weaker result (namely, the
bound on s proven there was suboptimal by a

√
log(1/ε) factor). As already observed in [19],

a simple calculation shows ‖Ax,η‖ ≤ 1/s with probability 1. In this work we improve the
analysis of ‖‖Ax,η‖F ‖p by a simple combination of the triangle and Bernstein inequalities to
yield a tight analysis.

MGF analysis. We apply the Chernoff-Rubin bound P(|Z| > ε) ≤ 2e−tε E cosh(tZ), so that
we must bound E cosh(tZ) (for t in some bounded range) then optimize the choice of t. We
accomplish our analysis by writing Z = XTA◦X for an appropriate matrix A where X is
a Bernoulli-Rademacher vector, by Taylor expansion of cosh and considerations similar to
Remark 2. We then bound E cosh(tXTA◦X) using decoupling followed by arguments similar
to [13, 23]. We note one can also recover an MGF-based analysis by specializing the analysis
of [9] for analyzing sparse oblivious subspace embeddings to the case of “1-dimensional
subspaces”, though the resulting proof would be quite different from the one presented here.
We believe the MGF-based analysis we give in this work appeals to more standard arguments,
although the analysis in [9] does provide the advantage that it yields tradeoff bounds for
s,m.

4 Our SJLT analyses

4.1 A first analysis: via the Hanson-Wright inequality
I Theorem 5. For Π coming from an SJLT distribution, as long as m ' ε−2 log(1/δ) and
s ' εm,

∀x : ‖x‖2 = 1, P
Π

(|‖Πx‖22 − 1| > ε) < δ.

Proof. As noted, we can write Z as a quadratic form

Z = ‖Πx‖22 − 1 = 1
s

m∑
r=1

∑
i6=j

ηr,iηr,jσr,iσr,jxixj
def= σTAx,ησ,

Set q = Θ(log(1/δ)) = Θ(s2/m). By Hanson-Wright and the triangle inequality,

‖Z‖q ≤ ‖
√
q · ‖Ax,η‖F + q · ‖Ax,η‖‖q ≤

√
q · ‖‖Ax,η‖F ‖q + q · ‖‖Ax,η‖‖q,

where Ax,η is defined in Section 3. Since Ax,η is block-diagonal, its operator norm is the
largest operator norm of any block. The eigenvalue of the rth block is at most (1/s) ·

SOSA 2018
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max{‖x(r)‖22, ‖x(r)‖2∞} ≤ 1/s, and thus ‖Ax,η‖ ≤ 1/s with probability 1. Next, define
Qi,j =

∑m
r=1 ηr,iηr,j so that

‖Ax,η‖2F = 1
s2

∑
i6=j

x2
ix

2
j ·Qi,j .

Suppose ηr1,i, . . . , ηrs,i = 1 for distinct rt and write Qi,j =
∑s
t=1 Yt, where Yt is an indicator

random variable for the event ηrt,j = 1. By Remark 2 we may assume the Yt are independent,
in which case Qi,j is distributed as Binomial(s, s/m). Then by Lemma 2, ‖Qi,j‖q . q. Thus,

‖‖Ax,η‖F ‖q = ‖‖Ax,η‖2F ‖
1/2
q/2

≤ ‖ 1
s2

∑
i 6=j

x2
ix

2
j ·Qi,j‖1/2q

≤ 1
s

∑
i 6=j

x2
ix

2
j · ‖Qi,j‖q

1/2

(triangle inequality)

≤ 1√
m

Then by Markov’s inequality and the settings of q, s,m,

P(|‖Πx‖22 − 1| > ε) = P(|σTAx,ησ| > ε) < ε−q · Cq(m−q/2 + s−q) < δ. J

I Remark. Less general bounds than Lemma 2 would have still sufficed for our purposes. For
example, Bernstein’s inequality and the triangle inequality together imply ‖Y ‖p . αN + p

for any p ≥ 1, which suffices for our application since we were interested in the case p = αN .

4.2 A second analysis: bounding the MGF
In this analysis we show the following bound on the symmetrized MGF of the error:

E cosh(tZ) ≤ exp
(
K2t2

m

)
, for |t| ≤ s

K , where K = 4
√

2 (5)

Using the above, we obtain tail estimates in a standard manner. By the generic Chernoff-
Rubin bound:

P(|Z| > ε) ≤ 2e−tε E cosh(tZ) ≤ 2 exp
(
K2t2

m − tε
)
, for all 0 ≤ t ≤ s

K

Optimizing over the choice of t, we obtain the tail bound:

P(|Z| > ε) ≤ 2 max
{

exp(−C2ε2m), exp(−Cεs)
}
, where C = 1

8
√

2

I Remark. The cross-over point for the two bounds is when s
m = Θ(ε). To obtain a failure

probability of δ, this yields the desired s = O
( 1
ε log

( 1
δ

))
and m = O

( 1
ε2 log

( 1
δ

))
.

Our goal now is to prove eq. (5) for t satisfying |t| ≤ s
K . Now by Taylor expansion, we

have E cosh(tZ) =
∑

even q
|t|q
q! · EZ

q. Therefore, by section 2, we may assume that the ηr,i
are fully independent to bound E cosh(tZ) from above. Now E cosh(tZ) = 1

2 (E exp(tZ) +
E exp(−tZ)) ≤ max

{
E exp(tZ),E exp(−tZ)

}
, for all t ∈ R. Let B def= 1

sxx
T. Let Π = 1

sH

and let Y1, Y2, . . . , Ym denote the rows of H. Then Z =
∑m
r=1 Y

T
r B
◦Yr. By the independence
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assumption, Yi are i.i.d. Bernoulli-Rademacher vectors. Letting Y denote an identical copy
of a single row of H,

E exp(±tZ) =
∏
r

E exp(±tY T
r B
◦Yr) =

(
E exp(±tY TB◦Y )

)m
, for all t ∈ R (6)

Let Y ′ be an independent copy of Y . By decoupling (Theorem 4),

E exp(tY TB◦Y ) ≤ E exp(4tY TBY ′) = E exp(Y TB̃Y ′), for all t ∈ R, where B̃ def= 4tB (7)

We show below that

E exp(Y TB̃Y ′) ≤ 1 + K2t2

m2 , provided |t| ≤ s
K , where K = 4

√
2 (8)

Substituting this bound in eq. (7) and combining with eq. (6), we obtain:

E exp(±tZ) ≤
(
1 + K2t2

m2

)m ≤ exp
(
K2t2

m

)
, provided |t| ≤ s

K , where K = 4
√

2,

which completes the proof of (5) as desired. It remains to prove eq. (8).

Bilinear forms of Bernoulli-Rademacher random variables.
The MGF of a Bernoulli-Rademacher random variable X = ησ with parameter p equals
E exp(tX) = 1− p+ pE exp(tσ) ≤ 1− p+ p exp(t2/2), for all t ∈ R.

Let λ(z) def= exp(z) − 1. Rewriting the above, we have E λ(tX) ≤ p λ(t2/2) = pE λ(tg),
where g ∼ N (0, 1). We show an analogous replacement inequality for Bernoulli-Rademacher
vectors.

I Lemma 6. Let Y be a Bernoulli-Rademacher vector with parameter p. Then:

E λ(bTY ) ≤ p λ(‖b‖2/2) = pE λ(bTg) for all vectors b, where g ∼ N (0, In)

Proof. By stability of Gaussians, E exp(bTg) = exp(‖b‖22/2), demonstrating the last equality
above. Let g(t) def=

∑
S 6=∅ t

|S|−1∏
i∈S λ(b2i /2) for t ≥ 0. We have

∏
i

(
1+ t λ(b2i /2)

)
= 1 + tg(t).

Now:

E exp(bTY ) =
∏
i

E exp(biYi) =
∏
i

(
1 + E λ(biYi)

)
≤
∏
i

(
1 + p λ(b2i /2)

)
= 1 + pg(p)

Thus, E λ(bTY ) ≤ pg(p) ≤ pg(1), since g(t)↑. To conclude, we claim that g(1) = λ(‖b‖22/2).
Indeed:

1 + g(1) =
∏
i

(1 + λ(b2i /2)) =
∏
i

exp(b2i /2) = exp
(∑
i

b2i /2
)

= 1 + λ
(
‖b‖22/2

)
J

Let p def= s
m . In the left side of eq. (8), we have E exp(Y TB̃Y ′) = 1 + E λ(Y TB̃Y ′). By

the law of total expectation:

E
Y,Y ′

λ(Y TB̃Y ′) = E
Y
E
Y ′

[λ((Y TB̃)Y ′) | Y ] ≤ p · E
Y
E
g′

[λ((Y TB̃)g′) | Y ]

(by lemma 6, applied to Y ′)

Exchange the order of expectations of Y and g′ via Fubini-Tonelli’s theorem. Now apply
lemma 6, this time to Y . Finish using the law of total expectation which yields an upper
bound of p2 · E λ(gTB̃g′). Thus:

E exp(Y TB̃Y ′) ≤ 1 + p2 · E λ(gTB̃g′) (9)

SOSA 2018
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In order to be self-contained we include a standard proof of the following lemma, though
note that the lemma itself is equivalent to the Hanson-Wright inequality for gaussian random
variables since it gives a bound on the MGF of decoupled quadratic forms in gaussian random
variables.

I Lemma 7. E exp(gTQg′) ≤ exp
(
‖Q‖2F

)
for independent g, g′ ∼ N (0, In), provided ‖Q‖ ≤

1√
2 .

Proof. Let Q = UΣV T, where Σ = diag(s1, . . . , sn). So E exp(gTQg′) = E exp(gTUΣV Tg′).
Since U is orthonormal, by rotational invariance, UTg ∼ N (0, In) and is independent
of V Tg′ ∼ N (0, In). Therefore, E exp(gTQg′) = E exp(gTΣg′). Now gTΣg′ =

∑
i sigig

′
i,

therefore:

E exp(gTΣg′) =
∏
i

EE[exp(sigig′i) | gi] =
∏
i

E exp(s2
i g

2
i /2) =

∏
i

1√
1−s2

i

Now s2
i ≤ ‖Q‖2 ≤ 1

2 for each i. Use the bound e−x ≤
√

1− x for x ≤ 1
2 so that:

E exp(gTQg′) ≤
∏
i

exp(s2
i ) = exp(

∑
i

s2
i ) = exp

(
‖Q‖2F

)
J

Note that ‖B̃‖F = 4t‖B‖F and ‖B̃‖ = 4t‖B‖. Now B = 1
sxx

T, so that ‖B‖F = ‖B‖ = 1
s .

Using the above proposition in the right side of eq. (9) with Q = B̃, we obtain:

E exp(Y TB̃Y ′) ≤ 1 + p2 · λ
(
K2t2

2s2

)
, provided |t| ≤ s

K , where K = 4
√

2

In the right side above, use the bound λ(x) ≤ 2x, which holds for x ≤ 1
2 , and substitute

p = s
m so that

E exp(Y TB̃Y ′) ≤ 1 + K2t2

m2 , provided |t| ≤ s
K , where K = 4

√
2

This yields the desired bound stated in eq. (8).
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